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#### Abstract

We investigate the dimension of intersections of the Sierpiński-like carpets with lines. We show a sufficient condition that for a fixed rational slope the dimension of almost every intersection with respect to the natural measure is strictly greater than $s-1$, and almost every intersection with respect to the Lebesgue measure is strictly less than $s-1$, where $s$ is the Hausdorff dimension of the carpet. Moreover, we give partial multifractal spectra for the Hausdorff and packing dimension of slices.
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## 1. Introduction and Statements

Let $N \geq 2$ be an integer and let $\Omega$ be a subset of $\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$. Suppose that $N+1 \leq \sharp \Omega$. Let

$$
\begin{equation*}
F_{k, l}(x, y):=\frac{1}{N}(x, y)+\frac{1}{N}(k, l), \quad(k, l) \in \Omega . \tag{1.1}
\end{equation*}
$$

[^0]The attractor $\Lambda \subset \mathbb{R}^{2}$ of the iterated function system $\Psi=\left\{F_{\omega}\right\}_{\omega \in \Omega}$ is called a Sierpiński-like carpet. It is well known that $\Psi$ satisfies the open set condition and $\operatorname{dim}_{H} \Lambda=\operatorname{dim}_{P} \Lambda=\operatorname{dim}_{B} \Lambda=\frac{\log \sharp \Omega}{\log N}>1$, where $\operatorname{dim}_{H} \Lambda$ denotes the Hausdorff dimension, $\operatorname{dim}_{P} \Lambda$ denotes the packing dimension and $\operatorname{dim}_{B} \Lambda$ denotes the box (or Minkowski) dimension of the set $\Lambda$. For the definition and basic properties of the box, packing and Hausdorff dimensions we refer the reader to [2].

The main purpose of this paper is to investigate the dimension theory of the slices with fixed slope. For an angle $\theta$ denote $\operatorname{proj}_{\theta}$ the $\theta$-angle projection onto the $y$-axis. That is, $\operatorname{proj}_{\theta}(x, y)=y-x \tan \theta$. For a point $a \in \operatorname{proj}_{\theta} \Lambda$ let

$$
L_{\theta, a}:=\left\{(x, y) \in \mathbb{R}^{2}: a=y-x \tan \theta\right\} \quad \text { and } \quad E_{\theta, a}=L_{\theta, a} \cap \Lambda
$$

be the corresponding slice of the attractor. Without loss of generality, by applying rotation and mirroring transformations on $\Lambda$, we may assume that $\theta \in[0, \pi / 2)$.

The dimension theory of some special cases was examined before for example in [1], [9], [10], and [15]. Liu, Xi, and Zhao [9] proved for the usual Sierpński carpet (i.e. $N=3$ and $\Omega=\{0,1,2\} \times\{0,1,2\} \backslash\{(1,1)\}$ ) that the box and Hausdorff dimension of a slice $E_{\theta, a}$ for Lebesgue almost every point $a$ are equal to a constant depending only on $\theta$ when the slope $\tan \theta$ is rational. Manning and Simon [10] showed that this constant is strictly less than $s-1$, where $s$ is the dimension of the usual Sierpiński carpet. Later Bárány, Ferguson, and Simon [1] proved analogous result for the usual Sierpinski gasket (i.e. $N=2$ and $\Omega=\{0,1\} \times\{0,1\} \backslash\{(1,1)\})$. Moreover, they showed that the box and Hausdorff dimension of a slice $E_{\theta, a}$ for almost every point $a$ with respect to the projection of the natural measure are equal to a constant depending only on $\theta$ strictly greater than $s-1$, when the slope $\tan \theta$ is rational, where $s$ is the dimension of the gasket. Furthermore, Bárány, Ferguson, and Simon [1] gave a non-complete multifractal spectra for the dimension of the slices. Our goal is to generalize the previous results.

Let $v$ be the unique self-similar measure satisfying

$$
v=\sum_{\omega \in \Omega} \frac{1}{\sharp \Omega} v \circ F_{\omega}^{-1} .
$$

We call the measure $v$ the natural measure supported on $\Lambda$. One may show that this measure is nothing else than the normalized $s$-dimensional Hausdorff measure restricted to $\Lambda$, i.e. $v=\frac{\mathscr{H}^{s} \Lambda_{\Lambda}}{\mathscr{H}^{s}(\Lambda)}$, where $s=\frac{\log \sharp \Omega}{\log N}$. We denote by

$$
v_{\theta}=v \circ \operatorname{proj}_{\theta}^{-1}
$$

the projection of the natural measure.

First, we mention a weak dimension conservation phenomena for the Sierpińskilike carpets.

Proposition 1.1. Let $N \geq 2$ be integer and $\Omega \subseteq\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$ then for every fixed $\theta \in[0, \pi / 2)$

$$
\operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}=\frac{\log \sharp \Omega}{\log N}-\operatorname{dim}_{H} v_{\theta} \quad \text { for } v_{\theta} \text {-a.e } a .
$$

In particular,

$$
\begin{equation*}
\operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}>\frac{\log \sharp \Omega}{\log N}-1 \quad \text { for } v_{\theta} \text {-a.e } a \quad \Longleftrightarrow \quad \operatorname{dim}_{H} v_{\theta}<1 \tag{1.2}
\end{equation*}
$$

This inequality makes sense when $N+1 \leq \sharp \Omega$. In the case of rational slopes we prove that the strict inequality is satisfied in (1.2) whenever $N \nmid \sharp \Omega$.

Theorem 1.2. Let $N \geq 2$ be an integer and $\Omega \subseteq\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$ such that $N+1 \leq \sharp \Omega$ and $N \nmid \sharp \Omega$. Then for every fixed $\theta \in[0, \pi / 2)$ such that $\tan \theta \in \mathbb{Q}$ there exists a constant $\alpha(\theta)$ depending only on $\theta$ such that

$$
\alpha(\theta)=\operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}>\frac{\log \sharp \Omega}{\log N}-1 \quad \text { for } v_{\theta} \text {-a.e } a .
$$

A similar theorem can be formalized for Lebesgue-typical points of the projection.
Theorem 1.3. Let $N \geq 2$ be integer and $\Omega \subseteq\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$ such that $N+1 \leq \sharp \Omega$ and $N \nmid \sharp \Omega$. For every fixed $\theta \in[0, \pi / 2)$ such that $\tan \theta \in \mathbb{Q}$ and $\operatorname{proj}_{\theta} \Lambda=[-\tan \theta, 1]$ there exists a constant $\beta$ depending only on $\theta$ such that

$$
\beta(\theta)=\operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}<\frac{\log \sharp \Omega}{\log N}-1 \quad \text { Leb.-a.e. } a \in \operatorname{proj}_{\theta} \Lambda .
$$

The proof of Theorem 1.2 and Theorem 1.3 uses a method different to one used in Manning, Simon [10] and Bárány, Ferguson, and Simon [1]. In both of the papers the authors construct a finite set of matrices. They prove that this set of matrices satisfies a very strong irreducibility property (i.e. there exists a finite sequence of matrices such that the product has strictly positive elements) and using this fact they prove that the Lebesgue typical slice for a fixed rational slope has dimension strictly less than $s-1$. The proof of this special irreducibility property is ad hoc, depends very much on the structure of the usual Sierpinski gasket and carpet and does not hold in general. We are going to modify this method as follows. We will construct the same type of matrices as in [1] and [9]. Using the general properties of those matrices we will show that a $v_{\theta}$ typical slice has dimension strictly greater than $s-1$ whenever $\tan \theta \in \mathbb{Q}$. Applying this fact and the results of Feng and Lau about nonnegative
matrices [6] we will be able to prove the theorem about Lebesgue typical slices. For further details see Section 4.

Because of Theorem 1.2 and Theorem 1.3 one can claim that the dimension of the slices has a non-trivial multifractal spectra for rational slopes. Bárány, Ferguson, and Simon [1] gave the incomplete spectrum of the dimension of the slices of the usual Sierpiński gasket. Precisely, they calculated the function

$$
\delta \longmapsto \operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{H} E_{\theta, a}=\delta\right\}
$$

for any $\theta$ such that $\tan \theta \in \mathbb{Q}$ and the values $\delta \geq \beta(\theta)$, where $\beta(\theta)$ is the Lebesguetypical dimension. Our aim is to generalize the previous result for the Hausdorff and packing dimension of the slices of the general Sierpiński-like carpets. Moreover, we will give the full spectra for the packing dimension of the slices of the usual Sierpiński gasket.

Consider the projected IFS $\psi=\left\{f_{\omega}\right\}$ of $\Psi=\left\{F_{\omega}\right\}_{\omega \in \Omega}$, i.e.

$$
\begin{equation*}
f_{k, l}(x)=\frac{x}{N}+\frac{-k \tan \theta+l}{N}, \quad(k, l) \in \Omega \tag{1.3}
\end{equation*}
$$

By straightforward calculations and Theorem 2.7 in [11] we see that $\psi$ satisfies the finite type condition for $\tan \theta \in \mathbb{Q}$ and therefore, the weak separation property.

Let us divide the interval $I=[-\tan \theta, 1]=\operatorname{proj}_{\theta} \Lambda$ into $p+q$ equal intervals, i.e. $I_{k}=\left[\frac{k-1-p}{q}, \frac{k-p}{q}\right]$ for $k=1, \ldots, p+q$. Moreover, let us divide $I_{k}$ for every $k$ into $N$ equal parts. That is, $I_{k}^{\xi}=\left[\frac{k-1-p}{q}+\frac{\xi}{N q}, \frac{k-1-p}{q}+\frac{\xi+1}{N q}\right]$ for $\xi=0, \ldots, N-1$. For every $\xi=0, \ldots, N-1$ let us define a $(p+q) \times(p+q)$ real matrix $A_{\xi}$ in the following way:

$$
\begin{equation*}
\left(A_{\xi}\right)_{i, j}:=\sharp\left\{\omega \in \Omega: f_{\omega}\left(I_{j}\right)=I_{i}^{\xi}\right\} . \tag{1.4}
\end{equation*}
$$

By some simple calculations the matrices $A_{n}, n=0, \ldots, N-1$ can be written in the form

$$
\left(A_{n}\right)_{i, j}=\sharp\{(k, l) \in \Omega: i N+n=k p+(N-1-l) q+j+N-1\}
$$

Denote by $P(t)$ the pressure function which is defined as

$$
\begin{equation*}
P(t)=\lim _{n \rightarrow \infty} \frac{1}{n \log N} \log \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1}\left(\underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}\right)^{t} \tag{1.5}
\end{equation*}
$$

where $\underline{e}=(1, \ldots, 1)^{T} \in \mathbb{R}^{p+q}$, and let us define

$$
\begin{equation*}
b_{\min }=\lim _{t \rightarrow-\infty} \frac{P(t)}{t} \text { and } b_{\max }=\lim _{t \rightarrow \infty} \frac{P(t)}{t} \tag{1.6}
\end{equation*}
$$

Theorem 1.4. Let $N \geq 2$ be integer and $\Omega \subseteq\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$. Then for every fixed $\theta \in[0, \pi / 2)$ such that $\tan \theta \in \mathbb{Q}$ and $[-\tan \theta, 1]=\operatorname{proj}_{\theta} \Lambda$ we have

$$
\begin{aligned}
\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{H} E_{\theta, a}=\delta\right\} & =\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{P} E_{\theta, a}=\delta\right\} \\
& =P^{*}(\delta) \text { for every } \delta \in\left[\beta(\theta), b_{\max }\right]
\end{aligned}
$$

where

$$
P^{*}(\delta):=\inf _{t}\{-\delta t+P(t)\}
$$

Moreover, the function $P^{*}(\delta)$ is continuous, concave and monotone decreasing on [ $\left.\beta(\theta), b_{\text {max }}\right]$.

Because of the special structure of the usual Sierpiński gasket (see Lemma 4.10), it is possible to give complete spectrum for the packing dimension of the slices.

Proposition 1.5. Let $\Lambda$ be the usual Sierpiński gasket, i.e. $N=2$ and $\Omega=$ $\{0,1\}^{2} \backslash\{(1,1)\}$. Then for every fixed $\theta \in[0, \pi / 2)$ such that $\tan \theta \in \mathbb{Q}$

$$
\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{P} E_{\theta, a}=\delta\right\}=P^{*}(\delta) \text { for every } \delta \in\left[b_{\min }, b_{\max }\right]
$$

The organization of the paper is as follows, in Section 2 we prove Proposition 1.1. In Section 3 we will construct our matrices according to the rational projection and using their general properties we prove Theorem 1.2. In Section 4 we define the socalled pressure function corresponding to our nonnegative matrices and using previous results of Feng and Lau [3], [4], and [6] we prove Theorem 1.3 and Theorem 1.4.

## 2. Proof of Proposition 1.1

Before we prove Proposition 1.1, we state a general dimension conservation phenomena for self-similar measures of Sierpiński-like carpets. Let $N \geq 2$ be integer and $\Omega \subseteq\{0, \ldots, N-1\} \times\{0, \ldots, N-1\}$. Then it is well known that for every positive probability vector $\left(p_{\omega}\right)_{\omega \in \Omega}$ there exists a unique probability measure $\mu$ satisfying

$$
\mu=\sum_{\omega \in \Omega} p_{\omega} \mu \circ F_{\omega}^{-1}
$$

where the IFS $\Psi=\left\{F_{\omega}\right\}_{\omega \in \Omega}$ are defined in (1.1). Denote by $\Lambda$ the attractor of $\left\{F_{\omega}\right\}_{\omega \in \Omega}$.

Proposition 2.1. For any $\theta \in[0, \pi / 2)$

$$
\operatorname{dim}_{H} \mu_{\theta}+\operatorname{dim}_{H} \mu_{a}^{\theta}=\operatorname{dim}_{H} \mu \text { for } \mu_{\theta} \text {-a.e. } a
$$

where $\mu_{\theta}=\mu \circ \operatorname{proj}_{\theta}^{-1}$ and $\left\{\mu_{a}^{\theta}\right\}_{a \in \operatorname{proj}_{\theta} \Lambda}$ denote the canonical system of conditional measures with respect to the partition $\left\{\operatorname{proj}_{\theta}^{-1}(a): a \in \operatorname{proj}_{\theta} \Lambda\right\}$. In particular, for the natural measure $v=\frac{\left.\mathscr{H}^{s}\right|_{\Lambda}}{\mathscr{H}^{s}(\Lambda)}$, where $s=\frac{\log \sharp \Omega}{\log N}$ (the measure corresponding to the probabilistic vector $\left.p_{\omega}=(1 / \sharp \Omega, \ldots, 1 / \sharp \Omega)\right)$, we have

$$
\frac{\log \sharp \Omega}{\log N}-\operatorname{dim}_{H} v_{\theta} \leq \operatorname{dim}_{H} E_{\theta, a} \quad \text { for } v_{\theta} \text {-a.e. } x .
$$

Proof. To prove the proposition we apply the results of Furstenberg [7] about ergodic CP-chains.

We define a measurable map

$$
T: \mathcal{P}\left([0,1]^{2}\right) \times[0,1]^{2} \longmapsto \mathcal{P}\left([0,1]^{2}\right) \times[0,1]^{2}
$$

where $\mathscr{P}(\Lambda)$ denotes the probability measures of $[0,1]^{2}$, as

$$
T(\vartheta, x):=\left(\frac{\left.\vartheta\right|_{\left[\frac{k}{N}, \frac{k+1}{N}\right) \times\left[\frac{l}{N}, \frac{l+1}{N}\right)} \circ F_{k, l}}{\vartheta\left(\left[\frac{k}{N}, \frac{k+1}{N}\right) \times\left[\frac{l}{N}, \frac{l+1}{N}\right)\right)}, N x \bmod 1\right),
$$

where $x \in\left[\frac{k}{N}, \frac{k+1}{N}\right) \times\left[\frac{l}{N}, \frac{l+1}{N}\right)$. Moreover, let us define a probability measure $\Theta$ on $\mathcal{P}\left([0,1]^{2}\right) \times[0,1]^{2}$ that $d \Theta(\vartheta, x)=d \vartheta(x) d \delta_{\mu}(\vartheta)$, where $\mu$ is a given self-similar measure of $\Lambda$. Then it is easy to see that the measure $\Theta$ is $T$-invariant and ergodic. The statement of proposition follows from Theorem 3.1 in [7].

For an alternative proof we refer the reader to Proposition 4.14 and Remark 4.15 in [5].

For a finite length word $\underline{\omega} \in \Omega^{n}$ let $F_{\underline{\omega}}=F_{\omega_{0}} \circ \cdots \circ F_{\omega_{n-1}}$ and denote by $G_{n}(\theta, a)$ the set of $n$th level cylinders intersecting the line $L_{\theta, a}$. That is,

$$
\begin{equation*}
G_{n}(\theta, a):=\left\{\underline{\omega} \in \Omega^{n}: F_{\underline{\omega}}(\Lambda) \cap L_{\theta, a} \neq \emptyset\right\} . \tag{2.1}
\end{equation*}
$$

Standard calculation gives us
Lemma 2.2. For any $\theta \in[0, \pi / 2)$,

$$
\underline{\operatorname{dim}}_{B} E_{\theta, a}=\liminf _{n \rightarrow \infty} \frac{\log \sharp G_{n}(\theta, a)}{n \log N}
$$

and

$$
\overline{\operatorname{dim}}_{B} E_{\theta, a}=\limsup _{n \rightarrow \infty} \frac{\log \sharp G_{n}(\theta, a)}{n \log N}
$$

Lemma 2.3. For any $\theta \in[0, \pi / 2)$

$$
\underline{d}_{v_{\theta}}(a)+\overline{\operatorname{dim}}_{B} E_{\theta, a} \leq \frac{\log \sharp \Omega}{\log N}, \quad a \in \operatorname{proj}_{\theta} \Lambda .
$$

Proof. First, let us observe that

$$
\nu_{\theta}\left(B_{N^{-n}}(a)\right) \geq \frac{\sharp G_{n}(\theta, a)}{\sharp \Omega^{n}} .
$$

Hence,

$$
\begin{aligned}
\underline{d}_{v_{\theta}}(a) & =\liminf _{n \rightarrow \infty} \frac{\log v_{\theta}\left(B_{\left.N^{-n}(a)\right)}\right.}{-n \log N} \\
& \leq \liminf _{n \rightarrow \infty} \frac{\log \frac{\sharp G_{n}(\theta, a)}{\# \Omega^{n}}}{-n \log N} \\
& =\frac{\log \sharp \Omega}{\log N}-\limsup _{n \rightarrow \infty} \frac{\log \sharp G_{n}(\theta, a)}{n \log N} \\
& =\frac{\log \sharp \Omega}{\log N}-\overline{\operatorname{dim}}_{B} E_{\theta, a},
\end{aligned}
$$

where the last inequality follows form the previous lemma.
Proof of Proposition 1.1. Since $d_{v_{\theta}}(a)=\operatorname{dim}_{H} v_{\theta}$ for $v_{\theta}$-almost every $a \in \operatorname{proj}_{\theta} \Lambda$, the combination of Proposition 2.1 and Lemma 2.3 proves the statement.

## 3. Proof of Theorem 1.2

Through this section we always assume that $N \nmid \sharp \Omega$ and $N+1 \leq \sharp \Omega$. Moreover, let $\theta \in[0, \pi / 2)$ and $\tan \theta=\frac{p}{q}$ be arbitrary but fixed. Let us recall the definition of projected IFS (1.3) and the definition of matrices (1.4). The projected IFS $\psi=\left\{f_{\omega}\right\}$ of $\Psi=\left\{F_{\omega}\right\}_{\omega \in \Omega}$ according to $\operatorname{proj}_{\theta}$ is

$$
f_{k, l}(x)=\frac{x}{N}+\frac{-k p+l q}{N q}, \quad(k, l) \in \Omega .
$$

Divide the interval $I=\left[-\frac{p}{q}, 1\right]$ into $p+q$ equal intervals, i.e. $I_{k}=\left[\frac{k-1-p}{q}, \frac{k-p}{q}\right]$ for $k=1, \ldots, p+q$. Furthermore, divide $I_{k}$ for every $k=1, \ldots, p+q$ into $N$ equal parts. That is, $I_{k}^{\xi}=\left[\frac{k-1-p}{q}+\frac{\xi}{N q}, \frac{k-1-p}{q}+\frac{\xi+1}{N q}\right]$ for $\xi=0, \ldots, N-1$. For every $\xi=0, \ldots, N-1$ let us define a $(p+q) \times(p+q)$ real matrix $A_{\xi}$ in the following way

$$
\left(A_{\xi}\right)_{i, j}:=\sharp\left\{\omega \in \Omega: f_{\omega}\left(I_{j}\right)=I_{i}^{\xi}\right\} .
$$

From the definition of the matrices (1.4) it is easy to see that

$$
\begin{equation*}
\sum_{i=1}^{p+q} \sum_{\xi=0}^{N-1}\left(A_{\xi}\right)_{i, j}=\sharp \Omega, \quad j=1, \ldots, p+q . \tag{3.1}
\end{equation*}
$$

In general, for $\xi_{1}, \ldots, \xi_{n} \in\{0, \ldots, N-1\}$ let $I_{j}^{\xi_{1}, \ldots, \xi_{n}}$ be the interval

$$
I_{j}^{\xi_{1}, \ldots, \xi_{n}}=\left[\frac{j-1-p}{q}+\frac{1}{q} \sum_{k=1}^{n} \frac{\xi_{k}}{N^{k}}, \frac{j-1-p}{q}+\frac{1}{q} \sum_{k=1}^{n} \frac{\xi_{k}}{N^{k}}+\frac{1}{q N^{n}}\right]
$$

By the definition, for the products of the matrices hold

$$
\begin{equation*}
\left(A_{\xi_{1}} \cdots A_{\xi_{n}}\right)_{i, j}=\sharp\left\{\underline{\omega} \in \Omega^{n}: f_{\underline{\omega}}\left(I_{j}\right)=I_{i}^{\xi_{1}, \ldots, \xi_{n}}\right\} . \tag{3.2}
\end{equation*}
$$

Because of (3.1) the matrix

$$
P=\frac{1}{\sharp \Omega} \sum_{n=0}^{N-1} A_{n}^{T}
$$

defines a Markov-chain on $\Xi:=\{1, \ldots, p+q\}$. Let us divide the set of states into two parts. Let

$$
\Xi_{r}=\left\{i \in \Xi: v_{\theta}\left(I_{i}\right)>0\right\} \quad \text { and } \quad \Xi_{t}=\left\{i \in \Xi: v_{\theta}\left(I_{i}\right)=0\right\}
$$

Lemma 3.1. The set $\Xi_{r}$ is a recurrent class and $\Xi_{t}$ is a transient class of the Markovchain defined by $P$. Moreover, $\Xi_{r}$ is aperiodic.

Proof. First, we show that if $i \in \Xi_{r}$ and $P_{i, j}>0$ then $j \in \Xi_{r}$. Since $P_{i, j}>0$ there exist $\omega \in \Omega$ and $n \in\{0, \ldots, N-1\}$ such that $f_{\omega}\left(I_{i}\right)=I_{j}^{n}$. Therefore $0<v_{\theta}\left(f_{\omega}\left(I_{i}\right)\right)=v_{\theta}\left(I_{j}^{n}\right) \leq v_{\theta}\left(I_{j}\right)$.

On the other hand, for every $K>0$ sufficiently large and for every $j \in \Xi_{r}$ there exists $\mathrm{a} \underline{\omega} \in \Omega^{K}$ such that $f_{\underline{\omega}}(I) \subseteq I_{j}$. This implies that for every $j \in \Xi_{r}$ and every $i \in \Xi,\left(P^{K}\right)_{i, j}>0$, which proves the statement.

We note that if $\operatorname{proj}_{\theta} \Lambda=[-\tan \theta, 1]$ then $\Xi_{r}=\Xi$ and $\Xi_{t}=\emptyset$. It is well known from the theory of Markov-chains that there exists a unique probability vector $\underline{p}$ such that $\underline{p}$ is the stationary distribution of $P$, i.e. $\underline{p}^{T} P=\underline{p}^{T}$. In particular,

$$
\left(\sum_{\xi=0}^{N-1} A_{\xi}\right) \underline{p}=\sharp \Omega \cdot \underline{p} .
$$

Lemma 3.2. For every $i \in\{1, \ldots, p+q\}$ and $\left(\xi_{1}, \ldots, \xi_{n}\right) \in\{0, \ldots, N-1\}^{n}$

$$
v_{\theta}\left(I_{i}^{\xi_{1}, \ldots, \xi_{n}}\right)=\frac{\underline{e}_{i} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{p}}{\sharp \Omega^{n}},
$$

where $\underline{e}_{i}$ denotes the $i$ th element of the natural basis of $\mathbb{R}^{p+q}$.
Proof. First, let us observe that $\underline{p}_{i}=v_{\theta}\left(I_{i}\right)$. That is,

$$
\begin{aligned}
v_{\theta}\left(I_{i}\right) & =\sum_{\xi=0}^{N-1} v_{\theta}\left(I_{i}^{\xi}\right) \\
& =\sum_{\xi=0}^{N-1} \sum_{j=1}^{p+q} \sum_{\omega \in \Omega: f_{\omega}\left(I_{j}\right)=I_{i}^{\xi}} \frac{v_{\theta}\left(I_{j}\right)}{\sharp \Omega} \\
& =\sum_{j=1}^{p+q} \frac{v_{\theta}\left(I_{j}\right)}{\sharp \Omega} \sum_{\xi=0}^{N-1}\left(A_{\xi}\right)_{i, j} .
\end{aligned}
$$

At the second equality we have used that $v_{\theta}$ is a self-similar measure. Therefore the vector $\left(v_{\theta}\left(I_{i}\right)\right)_{i=1}^{p+q}$ is a probability right-eigenvector of $\sum_{\xi=0}^{N-1} A_{\xi}$. Thus, in general,

$$
\begin{aligned}
\nu_{\theta}\left(I_{i}^{\xi_{1}, \ldots, \xi_{n}}\right) & =\sum_{j=1}^{p+q} \sum_{\underline{\omega} \in \Omega^{n}: f_{\underline{\varrho}}\left(I_{j}\right)=I_{i}^{\xi_{1}} \ldots, \xi_{n}} \frac{v_{\theta}\left(I_{j}\right)}{\sharp \Omega^{n}} \\
& =\sum_{j=1}^{p+q} \frac{v_{\theta}\left(I_{j}\right)}{\sharp \Omega^{n}}\left(A_{\xi_{1}} \cdots A_{\xi_{n}}\right)_{i, j} .
\end{aligned}
$$

Denote $A_{\xi}^{r}$ the submatrix of $A_{\xi}$ by deleting the rows and columns of $\Xi_{t}$. If $j \in \Xi_{r}$ and $i \in \Xi_{t}$ then $\left(A_{\xi}\right)_{i, j}=0$ for every $\xi=0, \ldots, N-1$. Hence,

$$
\begin{equation*}
\sum_{i \in \Xi_{r}} \sum_{\xi=0}^{N-1}\left(A_{\xi}^{r}\right)_{i, j}=\sharp \Omega, \quad j \in \Xi_{r} . \tag{3.3}
\end{equation*}
$$

Lemma 3.3. For any $i, j \in \Xi_{r}$ and $\xi_{1}, \ldots, \xi_{n} \in\{0, \ldots, N-1\}$

$$
\left(A_{\xi_{1}} \cdots A_{\xi_{n}}\right)_{i, j}=\left(A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r}\right)_{i, j} .
$$

Proof. Let us prove by induction. For $n=2$

$$
\begin{aligned}
\left(A_{\xi_{1}} A_{\xi_{2}}\right)_{i, j} & =\sum_{k=1}^{p+q}\left(A_{\xi_{1}}\right)_{i, k}\left(A_{\xi_{2}}\right)_{k, j} \\
& =\sum_{k \in \Xi_{r}}\left(A_{\xi_{1}}\right)_{i, k}\left(A_{\xi_{2}}\right)_{k, j} \\
& =\left(A_{\xi_{1}}^{r} A_{\xi_{2}}^{r}\right)_{i, j}
\end{aligned}
$$

We used in the second equation that $\left(A_{\xi_{2}}\right)_{k, j}=0$ whenever $k \in \Xi_{t}$. Then

$$
\left(A_{\xi_{1}} \cdots A_{\xi_{n}} A_{\xi_{n+1}}\right)_{i, j}=\sum_{k=1}^{p+q}\left(A_{\xi_{1}} \cdots A_{\xi_{n}}\right)_{i, k}\left(A_{\xi_{n+1}}\right)_{k, j}
$$

Again, $\left(A_{\xi_{n+1}}\right)_{k, j}=0$ whenever $k \in \Xi_{t}$, so

$$
\begin{aligned}
\sum_{k \in \Xi_{r}}\left(A_{\xi_{1}} \cdots A_{\xi_{n}}\right)_{i, k}\left(A_{\xi_{n+1}}\right)_{k, j} & =\sum_{k \in \Xi_{r}}\left(A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r}\right)_{i, k}\left(A_{\xi_{n+1}}\right)_{k, j} \\
& =\left(A_{\xi_{1}}^{r} \cdots A_{\xi_{n+1}}^{r}\right)_{i, j}
\end{aligned}
$$

In particular, an important consequence of Lemma 3.3 is that for every $\xi_{1}, \ldots, \xi_{n} \in$ $\{0, \ldots, N-1\}$ and $i \in \Xi_{r}$

$$
\begin{equation*}
v_{\theta}\left(I_{i}^{\xi_{1}, \ldots, \xi_{n}}\right)=\frac{\hat{\underline{e}}_{i}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n}}, \tag{3.4}
\end{equation*}
$$

where $\underline{\hat{p}}=\left(v_{\theta}\left(I_{j}\right)\right)_{j \in \Xi_{r}}$ and $\underline{\hat{e}}_{i}$ is the $i$ th element of the natural basis of $\mathbb{R}^{\# \Xi_{r}}$. Now, we define a left-shift invariant measure $\eta$ on the symbolic space $\Sigma=\{0, \ldots, N-1\}^{\mathbb{N}}$. Endow $\Sigma$ with the metric $d(\underline{\xi}, \underline{\zeta})=N^{-n}$ for $\underline{\xi}=\left(\xi_{1}, \xi_{2}, \ldots\right)$ and $\underline{\zeta}=\left(\zeta_{1}, \zeta_{2}, \ldots\right)$, where $n$ is the largest integer such that $\xi_{i}=\zeta_{i}(1 \leq i \leq n)$. For a cylinder set $\left[\xi_{1}, \ldots, \xi_{n}\right]=\left\{\left(\zeta_{1}, \zeta_{2}, \ldots\right) \in \Sigma: \zeta_{k}=\xi_{k}, k=1, \ldots, n\right\}$ let

$$
\begin{equation*}
\eta\left(\left[\xi_{1}, \ldots, \xi_{n}\right]\right):=\frac{\hat{\underline{e}}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n}}, \tag{3.5}
\end{equation*}
$$

where $\underline{\hat{e}}=\sum_{i \in \Xi_{r}} \underline{\hat{e}}_{i}$. By (3.3), $\eta$ is a probability measure.

Lemma 3.4. The probability measure $\eta$ is $\sigma$-invariant and mixing and hence ergodic, where $\sigma$ denotes the left-shift operator on $\Sigma$.

Proof. First, we prove the invariance. It is enough to prove for the cylinder sets. Since the vector $\underline{\hat{e}}$ is a left-eigenvector of $\sum_{\xi=0}^{N-1} A_{\xi}^{r}$ (3.3), then for a cylinder set $\left[\xi_{1}, \ldots, \xi_{n}\right.$ ]

$$
\begin{aligned}
\eta\left(\sigma^{-1}\left[\xi_{1}, \ldots, \xi_{n}\right]\right) & =\sum_{\xi=0}^{N-1} \eta\left(\left[\xi, \xi_{1}, \ldots, \xi_{n}\right]\right) \\
& =\sum_{\xi=0}^{N-1} \frac{\hat{e}^{T} A_{\xi} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n+1}} \\
& =\frac{\hat{e}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n}} \\
& =\eta\left(\left[\xi_{1}, \ldots, \xi_{n}\right]\right)
\end{aligned}
$$

To prove the mixing property it is enough to show that for any cylinder sets $\left[\xi_{1}, \ldots, \xi_{k}\right]$ and $\left[\zeta_{1}, \ldots, \zeta_{l}\right]$

$$
\lim _{n \rightarrow \infty} \eta\left(\left[\xi_{1}, \ldots, \xi_{k}\right] \cap \sigma^{-n}\left[\zeta_{1}, \ldots, \zeta_{l}\right]\right)=\eta\left(\left[\xi_{1}, \ldots, \xi_{k}\right]\right) \eta\left(\left[\zeta_{1}, \ldots, \zeta_{l}\right]\right)
$$

By the definition of $\eta$ (3.5), for sufficiently large $n$

$$
\begin{aligned}
& \eta\left(\left[\xi_{1}, \ldots, \xi_{k}\right] \cap \sigma^{-n}\left[\zeta_{1}, \ldots, \zeta_{l}\right]\right) \\
&=\sum_{i_{1}, \ldots, i_{n-k}=0}^{N-1} \frac{\hat{\underline{e}}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{k}}^{r} A_{i_{1}}^{r} \cdots A_{i_{n-k}}^{r} A_{\zeta_{1}}^{r} \cdots A_{\zeta_{l}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n+l}} \\
&=\frac{\underline{\hat{e}}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{k}}^{r}\left(\sum_{i=0}^{N-1} A_{i}^{r}\right)^{n-k} A_{\zeta_{1}}^{r} \cdots A_{\zeta_{l}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n+l}} .
\end{aligned}
$$

Applying Lemma 3.1 and the basic properties of aperiodic, irreducible Markov chains, we have

$$
\lim _{n \rightarrow \infty} \frac{\left(\sum_{i=0}^{N-1} A_{i}^{r}\right)^{n-k}}{\sharp \Omega^{n-k}}=\underline{\hat{p}} \underline{\hat{e}}^{T},
$$

which implies the mixing property.

Lemma 3.5. Denote by $h_{\eta}$ the entropy of measure $\eta$. If $N \nmid \sharp \Omega$ and $N+1 \leq \sharp \Omega$ then $h_{\eta}<\log N$.

Proof. We argue by contradiction. Suppose that $h_{\eta}=\log N$. By Theorem 4.10 in [14] and Theorem 4.18 in [14] we have that

$$
h_{\eta}=\lim _{n \rightarrow \infty}-\frac{1}{n} \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1} \frac{\underline{\hat{e}}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n}} \log \frac{\hat{\underline{e}}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n}},
$$

and the right hand side decreases as $n \rightarrow \infty$. That is, $h_{\eta}=\log N$ if and only if

$$
\begin{equation*}
\frac{\frac{\underline{e}}{}^{T} A_{\xi_{1}}^{r} \cdots A_{\xi_{n}}^{r} \underline{\hat{p}}}{\sharp \Omega^{n}}=\frac{1}{N^{n}}, \quad \text { for every } n \geq 1 \text { and } \xi_{1}, \ldots, \xi_{n} \in\{0, \ldots, N-1\} . \tag{3.6}
\end{equation*}
$$

By Lemma 3.1 there exists a $K>0$ such that $\left(\sum_{\xi=0}^{N-1} A_{\xi}^{r}\right)^{K}>0$, i.e. each element of the matrix is strictly positive. Without loss of generality, we may assume that $K>(p+q)^{2}+1$. Then there exists a word $\left(\zeta_{1}, \ldots, \zeta_{K}\right)$ of length $K$ such that $\left(\sum_{\xi=0}^{N-1} A_{\xi}^{r}\right)^{K}-A_{\zeta_{1}}^{r} \cdots A_{\zeta_{K}}^{r}>0$. Let $\mathscr{A}:=\{0, \ldots, N-1\}^{K} \backslash\left\{\left(\zeta_{1}, \ldots, \zeta_{K}\right)\right\}$. By Perron-Frobenius theorem there exists a $\rho>0$ and $\underline{u}, \underline{v}$ vectors such that $\rho$ is the largest eigenvalue of the matrix $\sum_{\underline{\xi} \in \mathscr{A}} A_{\underline{\xi}}^{r}$ and $\underline{u}, \underline{v}$ are the corresponding left and right eigenvectors. Moreover,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\rho^{n}}\left(\sum_{\underline{\xi} \in \mathscr{A}} A_{\underline{\underline{\xi}}}^{r}\right)^{n}=\underline{v u}^{T} \tag{3.7}
\end{equation*}
$$

By our assumption (3.6)

$$
\frac{1}{n} \log \underline{\hat{e}}^{T}\left(\sum_{\underline{\xi} \in \mathscr{A}} A_{\underline{\xi}}^{r}\right)^{n} \underline{\hat{p}}=\log \frac{\sharp \Omega^{K} \sharp \mathcal{A}}{N^{K}}=\log \frac{\sharp \Omega^{K}\left(N^{K}-1\right)}{N^{K}} .
$$

On the other hand, by (3.7)

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \underline{\hat{e}}^{T}\left(\sum_{\underline{\xi} \in \mathcal{A}} A_{\underline{\xi}}^{r}\right)^{n} \underline{\hat{p}}=\log \rho .
$$

So $\rho=\sharp \Omega^{K}-\frac{\sharp \Omega^{K}}{N^{K}}$ but this is a contradiction since $\sharp \Omega^{K}-\frac{\sharp \Omega^{K}}{N^{K}} \in \mathbb{Q} \backslash \mathbb{Z}$ cannot be a root of characteristic polynomial of $\sum_{\underline{\xi} \in \mathcal{A}} A_{\underline{\xi}}^{r}$, which is a matrix of integer coefficients.

Proof of Theorem 1.2. Let $\Gamma$ be the natural projection from $\Sigma$ to interval $[0,1]$, that is,

$$
\begin{equation*}
\Gamma\left(\xi_{1}, \xi_{2}, \ldots\right)=\sum_{n=1}^{\infty} \frac{\xi_{n}}{N^{n}} . \tag{3.8}
\end{equation*}
$$

Denote $h_{k}$ the linear function, mapping $I_{k}$ to $[0,1]$, that is, $h_{k}(x)=q x-(k-1-p)$. The measure

$$
\tilde{v}_{\theta}:=\left.\sum_{k \in \Xi_{r}} v_{\theta}\right|_{I_{k}} \circ h_{k}^{-1}=\eta \circ \Gamma^{-1}
$$

is $N x \bmod 1$ invariant and ergodic by (3.4) and Lemma 3.4. Moreover,

$$
\begin{equation*}
\operatorname{dim}_{H} \tilde{v}_{\theta}=\left.\min _{1 \leq k \leq p+q} \operatorname{dim}_{H} v_{\theta}\right|_{I_{k}} \circ h_{k}^{-1}=\operatorname{dim}_{H} v_{\theta} \tag{3.9}
\end{equation*}
$$

By the Volume Lemma Theorem 10.4.1 and Theorem 10.4.2 in [13] and Lemma 3.5, we have

$$
\begin{equation*}
\operatorname{dim}_{H} \tilde{v}_{\theta}=\frac{h_{\eta}}{\log N}<1 \tag{3.10}
\end{equation*}
$$

The statement of the theorem follows from (3.9), (3.10) and Proposition 1.1.

## 4. Proof of Theorem 1.3 and Theorem 1.4

In the rest of the paper we assume that $\operatorname{proj}_{\theta} \Lambda=[-\tan \theta, 1]$. In the previous section we have shown that the matrices, constructed in (1.4) can be used for determine the dimension of the projected natural measure. In this section we show that the matrices can be used for determine the box dimension of the slices, with the additional assumption that the projection is an interval.

We note that if $\operatorname{proj}_{\theta} \Lambda=[-\tan \theta, 1]$ then $\Xi_{r}=\Xi$ and $\Xi_{t}=\emptyset$. In particular, $A_{\xi}^{r}=A_{\xi}$ for every $\xi \in\{0, \ldots, N-1\}$.

Lemma 4.1. Let $\Omega \subseteq\{0, \ldots, N-1\}^{2}$ and $\theta \in[0, \pi / 2)$ such that $\tan \theta=\frac{p}{q}$ and $\operatorname{proj}_{\theta} \Lambda=[-\tan \theta, 1]$. Then, for $a=\frac{k-1-p}{q}+\frac{1}{q} \sum_{n=1}^{\infty} \frac{\xi_{n}}{N^{n}}$, we have

$$
\underline{\operatorname{dim}}_{B} E_{\theta, a}=\liminf _{n \rightarrow \infty} \frac{\log \underline{e}_{k} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N}
$$

and

$$
\overline{\operatorname{dim}}_{B} E_{\theta, a}=\limsup _{n \rightarrow \infty} \frac{\log \underline{e}_{k} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N}
$$

where $\underline{e}_{k}$ is the $k$ th element of the natural basis of $\mathbb{R}^{p+q}$.

Proof. Let $a=\frac{k-1-p}{q}+\frac{1}{q} \sum_{n=1}^{\infty} \frac{\xi_{n}}{N^{n}}$. Let us recall the definition (2.1) of $G_{n}(\theta, a)$, which is the number of cylinder sets intersecting the line $L_{\theta, a}$. Since $\operatorname{proj}_{\theta} \Lambda=$ $[-\tan \theta, 1]$ let us observe that for every $n \geq 1$ and every $\underline{\omega} \in \Omega^{n}$

$$
F_{\underline{\omega}}\left([0,1]^{2}\right) \cap L_{\theta, a} \neq \emptyset \Longleftrightarrow F_{\underline{\omega}}(\Lambda) \cap L_{\theta, a} \neq \emptyset .
$$

Hence

$$
\sharp G_{n}(\theta, a)=\sharp\left\{\underline{\omega} \in \Omega^{n}: F_{\underline{\omega}}\left([0,1]^{2}\right) \cap L_{\theta, a} \neq \emptyset\right\} .
$$

Since $\tan \theta$ is rational,

$$
\begin{aligned}
F_{\underline{\omega}}\left([0,1]^{2}\right) \cap L_{\theta, a} \neq \emptyset \Longleftrightarrow & \text { there exists a } 1 \leq j \leq p+q \\
& \text { such that } f_{\underline{\omega}}\left(I_{j}\right)=I_{k}^{\xi_{1}, \ldots, \xi_{n}}
\end{aligned}
$$

Using (3.2) we have $\underline{e}_{k} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}=\sharp G_{n}(\theta, a)$. The statement follows from Lemma 2.2.

Proposition 4.2. Let $\Omega \subseteq\{0, \ldots, N-1\}^{2}$ and $\theta \in[0, \pi / 2)$ such that $\tan \theta=\frac{p}{q}$ and $\operatorname{proj}_{\theta} \Lambda=[-\tan \theta, 1]$. Then there exists a constant $\beta=\beta(\theta)$ depending only on $\theta$ such that

$$
\operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}=\beta(\theta) \quad \text { for Leb.-a.e. } a \in \operatorname{proj}_{\theta} \Lambda
$$

For the proof of Proposition 4.2 we refer to Section 7 in [9].
Now, let us recall the definition of the pressure function $P(t)$, and $b_{\text {max }}$ defined in (1.5), (1.6), i.e.

$$
P(t)=\lim _{n \rightarrow \infty} \frac{1}{n \log N} \log \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1}\left(\underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}\right)^{t} \quad \text { and } \quad b_{\max }=\lim _{t \rightarrow \infty} \frac{P(t)}{t}
$$

Lemma 4.3. The pressure function $P(t)$ exists for every $t \in \mathbb{R}$, and monotone increasing, convex and continuous. Moreover, $P(t)$ is continuously differentiable for every $t>0$.

Proof. By Lemma 3.1, there exists a $K>0$ such that $\left(\sum_{\xi=0}^{N-1} A_{\xi}\right)^{K}>0$. Then the existence follows from Lemma 2.2 in [3]. The differentiability follows from Theorem 3.3 in [6], and the monotonicity, convexity, and continuity property can be proven by standard argument. The continuity of the derivative is not explicitly mentioned in Theorem 3.3 in [6], but it follows from convexity.

Theorem 4.4 ([3], Theorem 1.1). Let $A_{\xi}$ be non-negative matrices for $\xi=0, \ldots$, $N-1$. If there exists a $K>0$ such that $\sum_{n=0}^{K}\left(\sum_{\xi=0}^{N-1} A_{\xi}\right)^{n}>0$ then

$$
\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \lim _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N}=\alpha\right\}=\inf _{t}\{-\alpha t+P(t)\}=: P^{*}(\alpha)
$$

where $\operatorname{dim}_{H}$ is defined according to the metric $d(\underline{\xi}, \underline{\zeta})=N^{-n}$ for $\underline{\xi}=\left(\xi_{1}, \xi_{2}, \ldots\right)$ and $\underline{\zeta}=\left(\zeta_{1}, \zeta_{2}, \ldots\right)$, where $n$ is the largest integer such that $\xi_{i}=\bar{\zeta}_{i}(1 \leq i \leq n)$.

Lemma 4.5. For everyt $>0$ there is a unique ergodic, left-shift invariant Gibbs measure $\mu_{t}$ on $\Sigma$ such that there exists a $C>0$ that for any $\left(\xi_{1}, \ldots, \xi_{n}\right) \in\{0, \ldots, N-1\}^{*}$

$$
C^{-1} \leq \frac{\mu_{t}\left(\left[\xi_{1}, \ldots, \xi_{n}\right]\right)}{\left(\underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}^{t} N^{-n P(t)}\right.} \leq C
$$

Moreover,

$$
\operatorname{dim}_{H} \mu_{t}=-t P^{\prime}(t)+P(t)
$$

and

$$
\lim _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A \xi_{1} \cdots A_{\xi_{n}} \underline{e}}{n \log N}=P^{\prime}(t) \quad \text { for } \mu_{t}-a . a .\left(\xi_{1}, \xi_{2}, \ldots\right) \in \Sigma
$$

The proof of the lemma follows from [6], Theorem 3.2, and [6], Proof of Theorem 1.3.

Lemma 4.6. For every $t>0$

$$
\begin{aligned}
P^{\prime}(t) & =\lim _{n \rightarrow \infty} \frac{1}{n \log N} \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1} \mu_{t}\left(\left[\xi_{1}, \ldots, \xi_{n}\right]\right) \log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e} \\
& =\inf _{n \geq 1} \frac{1}{n \log N} \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1} \mu_{t}\left(\left[\xi_{1}, \ldots, \xi_{n}\right]\right) \log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e},
\end{aligned}
$$

where $\mu_{t}$ is the Gibbs measure defined in Lemma 4.5.
The proof of the lemma follows from [4], Theorem 1.2, and [4], Lemma 2.2(ii).
Lemma 4.7. For any $\delta>0$

$$
\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \limsup _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N} \geq \delta\right\} \leq \inf _{t>0}\{-\delta t+P(t)\}
$$

Proof. We will prove the upper bound with the method of Olsen and Winter [12].
Let $\varepsilon>0$ be arbitrary but fixed. Let us define the set of cylinders

$$
\mathbf{A}_{n}(\varepsilon):=\left\{\left[\xi_{1}, \ldots, \xi_{k}\right]: k \geq n, \delta-\varepsilon \leq \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{k}} \underline{e}}{k \log N}\right\}
$$

It is easy to see that the set

$$
\bigcup_{\left[\xi_{1}, \cdots, \xi_{k}\right] \in \mathbf{A}_{n}(\varepsilon)}\left[\xi_{1}, \ldots, \xi_{k}\right]
$$

covers the set

$$
G_{\delta}:=\left\{\underline{\xi} \in \Sigma: \limsup _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N} \geq \delta\right\}
$$

Let $\mathbf{B}_{n}(\varepsilon)$ be the set of disjoint cylinders in $\mathbf{A}_{n}(\varepsilon)$ such that

$$
\bigcup_{\left[\xi_{1}, \cdots, \xi_{k}\right] \in \mathbf{B}_{n}(\varepsilon)}\left[\xi_{1}, \ldots, \xi_{k}\right]=\bigcup_{\left[\xi_{1}, \cdots, \xi_{k}\right] \in \mathbf{A}_{n}(\varepsilon)}\left[\xi_{1}, \ldots, \xi_{k}\right]
$$

Then for every $t>0$

$$
\begin{aligned}
\mathscr{H}_{N^{-n}}^{-\delta t+P(t)+2 \varepsilon}\left(G_{\delta}\right) & \leq \sum_{\left[\xi_{1}, \ldots, \xi_{k}\right] \in \mathbf{B}_{n}(\varepsilon)} N^{-k(-\delta t+P(t)+2 \varepsilon)} \\
& \leq N^{-n \varepsilon} \sum_{\left[\xi_{1}, \ldots, \xi_{k}\right] \in \mathbf{B}_{n}(\varepsilon)} N^{-k P(t)}\left(\underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{k}} \underline{e}^{t}\right.
\end{aligned}
$$

By Lemma 4.5

$$
\mathscr{H}_{N^{-n}}^{-\delta t+P(t)+2 \varepsilon}\left(G_{\delta}\right) \leq N^{-n \varepsilon} \sum_{\left[\xi_{1}, \ldots, \xi_{k}\right] \in \mathbf{B}_{n}(\varepsilon)} \mu_{t}\left(\left[\xi_{1}, \ldots, \xi_{k}\right]\right) \leq N^{-n \varepsilon}
$$

Since $\varepsilon>0$ and $t>0$ were arbitrary,

$$
\operatorname{dim}_{H} G_{\delta} \leq \inf _{t>0}\{-\delta t+P(t)\}
$$

Before we prove our main theorems let us introduce $p+q$ projecting maps from $\Sigma$ to $I_{k}$. That is,

$$
\Gamma_{k}(\underline{\xi}):=\frac{k-1-p}{q}+\frac{1}{q} \sum_{k=1}^{\infty} \frac{\xi_{k}}{N^{k}}
$$

Denote $E_{\theta, \Gamma(\underline{\xi})}$ the union of slices corresponding to $\Gamma_{k}(\underline{\xi})$, i.e.

$$
E_{\theta, \Gamma(\underline{\xi})}:=\bigcup_{k=1}^{p+q} E_{\theta, \Gamma_{k}(\underline{\xi})}
$$

Proof of Theorem 1.3. By Proposition 4.2, it is enough to show that

$$
\begin{equation*}
\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}=s-1\right\}<1 \tag{4.1}
\end{equation*}
$$

(we remind that $s=\log \sharp \Omega / \log N$ is the Hausdorff dimension of the carpet). However,

$$
\begin{aligned}
& \operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{H} E_{\theta, a}=\operatorname{dim}_{B} E_{\theta, a}=s-1\right\} \\
& \quad \leq \operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{B} E_{\theta, a}=s-1\right\} \\
& \quad=\operatorname{dim}_{H} \bigcup_{k=1}^{p+q}\left\{a \in I_{k}: \operatorname{dim}_{B} E_{\theta, a}=s-1\right\} \\
& \quad=\operatorname{dim}_{H} \bigcup_{k=1}^{p+q}\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}=s-1\right\} \\
& \quad \leq \operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{B} E_{\theta, \Gamma(\underline{\xi})} \geq s-1\right\}
\end{aligned}
$$

By Lemma 4.1 and Lemma 4.7

$$
\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{B} E_{\theta, \Gamma(\underline{\xi})} \geq s-1\right\} \leq \inf _{t>0}\{-(s-1) t+P(t)\}
$$

By the definition of pressure function $P(t)$ we have $P(0)=1, P(1)=s$. Moreover, by Lemma 4.3 and Lemma 4.5, we have $P^{\prime}(1)=s-\operatorname{dim}_{H} \eta>s-1$, where $\eta$ is the probability measure defined in (3.5). Then there exists a $t^{\prime} \in[0,1]$, such that $P\left(t^{\prime}\right)<1+(s-1) t^{\prime}$. Hence

$$
\inf _{t>0}\{-(s-1) t+P(t)\} \leq-(s-1) t^{\prime}+P\left(t^{\prime}\right)<1
$$

which implies (4.1) and completes the proof.
Before we prove Theorem 1.4, we need two technical lemmas.
Lemma 4.8. Let $\mu_{t}$ be the measure defined in Lemma 4.5. Then for $\mu_{t}$-a.e. $\underline{\xi} \in \Sigma$

$$
\operatorname{dim}_{H} E_{\theta, \Gamma(\underline{\xi})}=\operatorname{dim}_{P} E_{\theta, \Gamma(\underline{\xi})}=\operatorname{dim}_{B} E_{\theta, \Gamma(\underline{\xi})}
$$

Proof. Let $H:(x, y) \mapsto(x, p x-q y \bmod 1)$ be a map of $S^{1} \times S^{1}$ into itself. Then $H(\Lambda) \subseteq S^{1} \times S^{1}$ compact, $T_{N} \times T_{N}$-invariant. Since $\mu_{t}$ is left-shift invariant then $\mu_{t} \circ \Gamma^{-1}$ is $T_{N}$-invariant. Using Proposition 2.6 in [8] we have for $\mu_{t} \circ \Gamma^{-1}$-a.e. $x$

$$
\operatorname{dim}_{H} \pi^{-1}(x)=\operatorname{dim}_{P} \pi^{-1}(x)=\operatorname{dim}_{B} \pi^{-1}(x)
$$

where $\pi: H(\Lambda) \mapsto S^{1}$ is the projection to the first coordinate.
Let $J: x \mapsto-q x \bmod 1$ be the mapping $\operatorname{proj}_{\theta} \Lambda$ into $S^{1}$. Then for every $k, l \in \Xi$ and $\underline{\xi} \in \Sigma, J\left(\Gamma_{k}(\underline{\xi})\right)=J\left(\Gamma_{l}(\underline{\xi})\right)=\Gamma(\underline{\xi})$, where $\Gamma: \Sigma \mapsto[0,1]$ is defined in (3.8). Observe that $\pi^{-1}(\Gamma(\xi))=\bar{H}\left(E_{\theta, \Gamma(\xi)}\right)$. The proof is completed by the fact that $\operatorname{dim} H\left(E_{\theta, \Gamma(\xi)}\right)=\operatorname{dim} E_{\theta, \Gamma(\xi)}$, where $\operatorname{dim}$ denotes packing, Hausdorff and box dimension simultaneously.

Lemma 4.9. For every $\delta \in\left(\beta(\theta), b_{\max }\right)$ there exists $a<t=t_{\delta}$ such that

$$
P^{\prime}\left(t_{\delta}\right)=\delta
$$

Proof. By Lemma 4.3, the function $P^{\prime}(t)$ is monotone increasing and continuous for $t>0$, hence it is enough to show that $\beta(\theta)=\lim _{t \rightarrow 0+} P^{\prime}(t)$.

First, we prove that

$$
\begin{equation*}
1=\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \lim _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N}=\beta(\theta)\right\}=\inf _{t}\{-\beta(\theta) t+P(t)\} \tag{4.2}
\end{equation*}
$$

The second equality follows from Theorem 4.4. Using Theorem 1.3, we have that for every $k \in \Xi$

$$
\mathscr{L}\left(\left\{a \in I_{k}: \operatorname{dim}_{B} E_{\theta, a}=\beta(\theta)\right\}\right)=\mathscr{L}\left(I_{k}\right)=\frac{1}{q}
$$

where $\mathscr{L}$ denotes the Lebesgue measure on the real line. Let $\lambda$ be the uniform Bernoulli measure on $\Sigma$. Using that $\left.q * \mathscr{L}\right|_{I_{k}}=\lambda \circ \Gamma_{k}^{-1}$, we have

$$
1=q * \mathscr{L}\left(\left\{a \in I_{k}: \operatorname{dim}_{B} E_{\theta, a}=\beta(\theta)\right\}\right)=\lambda\left(\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}=\beta(\theta)\right\}\right)
$$

Hence,

$$
\begin{align*}
1 & =\lambda\left(\bigcap_{k=1}^{p+q}\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}=\beta(\theta)\right\}\right)  \tag{4.3}\\
& \leq \lambda\left(\left\{\underline{\xi} \in \Sigma: \lim _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N}=\beta(\theta)\right\}\right)
\end{align*}
$$

Since $\operatorname{dim}_{H} \lambda=1$, we get the first equation in (4.2).
The other consequence of (4.3) combined with the sub-additive ergodic theorem [14], p. 231, is that

$$
\beta(\theta)=\lim _{n \rightarrow \infty} \frac{1}{n \log N} \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1} \frac{1}{N^{n}} \log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}
$$

Moreover, it follows from the definition of Gibbs measures $\left\{\mu_{t}\right\}_{t>0}$, defined in Lemma 4.5, that $\mu_{t} \rightarrow \lambda$ weakly as $t \rightarrow 0+$. Therefore, by Lemma 4.6,

$$
\begin{aligned}
\lim _{t \rightarrow 0+} P^{\prime}(t) & \leq \lim _{t \rightarrow 0+} \frac{1}{n \log N} \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1} \mu_{t}\left(\left[\xi_{1}, \ldots, \xi_{n}\right]\right) \log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e} \\
& =\frac{1}{n \log N} \sum_{\xi_{1}, \ldots, \xi_{n}=0}^{N-1} \frac{1}{N^{n}} \log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e} .
\end{aligned}
$$

Since it holds for every $n \geq 1$, we have $\lim _{t \rightarrow 0+} P^{\prime}(t) \leq \beta(\theta)$.

On the other hand, it follows from Theorem 4.4 that, for every $t>0$, we have $1 \leq-\beta(\theta) t+P(t)$. Since $P(0)=0$ and $P(t)$ is continuously differentiable for $t>0$, we have $\beta(\theta) \leq \lim _{t \rightarrow 0+} P^{\prime}(t)$.

Proof of Theorem 1.4. Denote by dim either the Hausdorff or packing dimension and let $\delta \in\left[\beta(\theta), b_{\max }\right)$ then

$$
\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim} E_{\theta, a}=\delta\right\}=\operatorname{dim}_{H} \bigcup_{k=1}^{p+q}\left\{a \in I_{k}: \operatorname{dim} E_{\theta, a}=\delta\right\}
$$

Then using the properties of $\Gamma_{k}: \Sigma \mapsto I_{k}$, we get

$$
\operatorname{dim}_{H} \bigcup_{k=1}^{p+q}\left\{a \in I_{k}: \operatorname{dim} E_{\theta, a}=\delta\right\}=\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \exists k \in \Xi, \operatorname{dim} E_{\theta, \Gamma_{k}(\underline{\xi})}=\delta\right\} .
$$

By simple property of dimension, we get

$$
\begin{aligned}
\operatorname{dim}_{H}\{\underline{\xi} & \left.\in \Sigma: \exists k \in \Xi, \operatorname{dim} E_{\theta, \Gamma_{k}(\underline{\xi})}=\delta\right\} \\
& \geq \operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{H} E_{\theta, \Gamma(\underline{\xi})}=\operatorname{dim}_{P} E_{\theta, \Gamma(\underline{\xi})}=\operatorname{dim}_{B} E_{\theta, \Gamma(\underline{\xi})}=\delta\right\}
\end{aligned}
$$

There are two possibilities, if $\delta=\beta(\theta)$ than we consider the uniform measure $\lambda$ and $\operatorname{dim}_{H} \lambda=P^{*}(\beta(\theta))=1$. Otherwise, by Lemma 4.9, there exists a $t_{\delta} \geq 0$ such that $P^{\prime}\left(t_{\delta}\right)=\delta$. Lemma 4.5 implies that $\operatorname{dim}_{H} \mu_{t_{\delta}}=-t_{\delta} P^{\prime}\left(t_{\delta}\right)+P\left(t_{\delta}\right)=P^{*}(\delta)$. Using Lemma 4.8 we get

$$
\begin{aligned}
& \operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim} E_{\theta, a}=\delta\right\} \\
& \geq \operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \operatorname{dim}_{H} E_{\theta, \Gamma(\underline{\xi})}=\operatorname{dim}_{P} E_{\theta, \Gamma(\underline{\xi})}=\operatorname{dim}_{B} E_{\theta, \Gamma(\underline{\xi})}=\delta\right\} \\
& \quad \geq \operatorname{dim}_{H} \mu_{t_{\delta}} \\
& \quad=P^{*}(\delta)
\end{aligned}
$$

which proves the lower bound. For the upper bound, using Lemma 4.7

$$
\begin{aligned}
& \operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \exists k \in \Xi, \operatorname{dim} E_{\theta, \Gamma_{k}(\underline{\xi})}=\delta\right\} \\
& \quad \leq \operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})} \geq \delta\right\} \\
& \quad \leq \inf _{t>0}\{-\delta t+P(t)\} .
\end{aligned}
$$

The function $P(t)$ is convex (Lemma 4.3), hence $t \mapsto-\delta t+P(t)$ is convex as well. So either $\delta=\beta(\theta)$ then $\lim _{t \rightarrow 0+} P^{\prime}(t)=\delta=\beta(\theta)$ or $\delta>\beta(\theta)$ then the convexity of the function implies that

$$
\inf _{t}\{-\delta t+P(t)\}=\inf _{t>0}\{-\delta t+P(t)\} \Longleftrightarrow \text { there exists a } t>0 \text { that } P^{\prime}(t)=\delta
$$

Therefore,

$$
\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim} E_{\theta, a}=\delta\right\} \leq \inf _{t>0}\{-\delta t+P(t)\}=P^{*}(\delta)
$$

which completes the proof.

Now we will turn to the special case of Sierpiński gasket.
Lemma 4.10. Suppose that $\Lambda$ is the Sierpinski gasket (i.e. $N=2$ and $\Omega=$ $\left.\{0,1\}^{2} \backslash\{(1,1)\}\right)$ then for any $\theta \in[0, \pi / 2)$ such that $\tan \theta \in \mathbb{Q}$ the set

$$
M:=\bigcup_{k=-\infty}^{\infty} \sigma^{k}\left\{\left(\xi_{1}, \xi_{2}, \ldots\right) \in \Sigma: \forall n \geq 1 \exists i, j \in \Xi,\left(A_{\xi_{1}} \cdots A_{\xi_{n}}\right)_{i, j}=0\right\}
$$

has Hausdorff dimension 0. Moreover, for every $\underline{\xi} \in \Sigma \backslash N$

$$
\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}=\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})}=\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\sigma \underline{\xi})}, \quad k=1, \ldots, p+q
$$

Proof. The first part of the lemma follows from Proposition 3.2 in [1].
To prove the rest of the statement, let us observe $\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})} \leq \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})}$ for every $\underline{\xi} \in \Sigma$ and $k \in \Xi$. Moreover, since $\underline{e}^{T} A_{\xi} \leq \sharp \Omega \cdot \underline{e}^{T}$ and

$$
\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})}=\limsup _{n \rightarrow \infty} \frac{\log \underline{e}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e}}{n \log N}
$$

we have $\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})} \leq \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\sigma \underline{\xi})}$.
If $\underline{\xi} \notin M$ then there exists a $K=K(\underline{\xi})$ such that

$$
A_{\xi_{1}} \cdots A_{\xi_{K}}>0
$$

Therefore, for every $n \geq K+1, \underline{e}_{k}^{T} A_{\xi_{1}} \cdots A_{\xi_{n}} \underline{e} \geq \underline{e}^{T} A_{\xi_{K+1}} \cdots A_{\xi_{n}} \underline{e}$ for any $k=$ $1, \ldots, p+q$. This implies that $\underline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})} \geq \underline{\operatorname{dim}}_{B} E_{\theta, \Gamma\left(\sigma^{K} \underline{\xi}\right)}$. Hence,

$$
\begin{aligned}
\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma\left(\sigma^{K} \underline{\xi}\right)} & \geq \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\sigma \underline{\xi})} \\
& \geq \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})} \\
& \geq \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})} \\
& \geq \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma\left(\sigma^{K} \underline{\xi}\right)} .
\end{aligned}
$$

Proposition 4.11. If $\Lambda$ is the Sierpiński gasket then for every $\underline{\xi} \notin M$ and $k \in \Xi$

$$
\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}=\operatorname{dim}_{P} E_{\theta, \Gamma_{k}(\underline{\xi})} .
$$

Proof. Let $\underline{\xi} \notin M$ and $k \in \Xi$. Moreover, let $\left\{A_{i}\right\}$ be an arbitrary countable decomposition of $E_{\theta, \Gamma_{k}(\underline{\xi})}$. Since the set $E_{\theta, \Gamma_{k}(\underline{\xi})}$ is compact, there exists a $j$ such that $A_{j}$ contains a non-empty interior in $E_{\theta, \Gamma_{k}(\underline{\xi})}$. That is, there exists an $\varepsilon>0$ and $x \in E_{\theta, \Gamma_{k}(\underline{\xi})}$ such that $B_{\varepsilon}(x) \cap E_{\theta, \Gamma_{k}(\xi)} \subseteq A_{j}$. In particular, there exists an $n \geq 1$ and $\left(\omega_{0}, \ldots, \omega_{n-1}\right) \in \Omega^{n}$ such that $F_{\omega_{0}, \ldots, \omega_{n-1}}(\Lambda) \cap E_{\theta, \Gamma_{k}(\xi)} \subseteq A_{j}$. It is easy to see that $F_{\omega_{0}, \ldots, \omega_{n-1}}(\Lambda) \cap E_{\theta, \Gamma_{k}(\xi)}=F_{\omega_{0}, \ldots, \omega_{n-1}}\left(E_{\theta, \Gamma_{i}\left(\sigma^{n} \xi\right)}\right)$ for an $i \in\{1, \ldots, p+q\}$.

Using Lemma 4.10 and the fact that $M$ is $\sigma$ invariant, we get

$$
\overline{\operatorname{dim}}_{B} A_{j} \geq \overline{\operatorname{dim}}_{B} F_{\omega_{0}, \ldots, \omega_{n-1}}\left(E_{\theta, \Gamma_{i}\left(\sigma^{n} \underline{\xi}\right)}\right)=\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{i}\left(\sigma^{n} \underline{\xi}\right)}=\overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}
$$

The statement follows from the definition of packing dimension.
Proof of Proposition 1.5. Let $\delta \in\left[b_{\min }, b_{\max }\right]$ arbitrary, then

$$
\operatorname{dim}_{H}\left\{a \in \operatorname{proj}_{\theta} \Lambda: \operatorname{dim}_{P} E_{\theta, a}=\delta\right\}=\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \exists k \in \Xi \operatorname{dim}_{P} E_{\theta, \Gamma_{k}(\underline{\xi})}=\delta\right\} .
$$

Using Proposition 4.11 and Lemma 4.10

$$
\begin{aligned}
\operatorname{dim}_{H} & \left\{\underline{\xi} \in \Sigma: \exists k \in \Xi, \operatorname{dim}_{P} E_{\theta, \Gamma_{k}(\underline{\xi})}=\delta\right\} \\
& =\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \exists k \in \Xi, \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma_{k}(\underline{\xi})}=\delta\right\} \\
& =\operatorname{dim}_{H}\left\{\underline{\xi} \in \Sigma: \overline{\operatorname{dim}}_{B} E_{\theta, \Gamma(\underline{\xi})}=\delta\right\} .
\end{aligned}
$$

The statement follows from Lemma 4.1 and Theorem 4.4.

## References

[1] B. Bárány, A. Ferguson, and K. Simon, Slicing the Sierpiński gasket. Nonlinearity 25 (2012), 1753-1770. MR 2929601 Zbl 1244.28007
[2] K. Falconer, Techniques in fractal geometry. John Wiley \& Sons, Chichester, 1997. MR 1449135 Zbl 0869.28003
[3] D.-J. Feng, Lyapunov exponents for products of matrices and multifractal analysis. II: General matrices. Israel J. Math. 170 (2009), 355-394. MR 2506331 Zbl 1181.37073
[4] D.-J. Feng, The variational principle for products of non-negative matrices. Nonlinearity 17 (2004), 447-457. MR 2039051 Zbl 1050.37013
[5] D.-J. Feng and H. Hu, Dimension theory of iterated function systems. Comm. Pure Appl. Math. 62 (2009), 1435-1500. MR 2560042 Zbl 1230.37031
[6] D.-J. Feng and K.-S. Lau, The pressure function for products of non-negative matrices. Math. Res. Lett. 9 (2002), 363-378. MR 1909650 Zbl 1116.37302
[7] H. Furstenberg, Ergodic fractal measures and dimension conservation. Ergodic Theory Dynam. Systems 28 (2008), 405-422. MR 2408385 Zbl 1154.37322
[8] R. Kenyon and Y. Peres, Intersecting random translates of invariant Cantor sets. Invent. Math. 104 (1991), 601-629. MR 1106751 Zbl 0745.28012
[9] Q.-H.Liu and L.-F. Xi, and Y.-F. Zhao, Dimensions of intersections of the Sierpiński carpet with lines of rational slopes. Proc. Edinb. Math. Soc. (2) 50 (2007), 411-427. MR 2334955 Zbl 1128.28006
[10] A. Manning and K. Simon, Dimension of slices through the Sierpiński carpet. Trans. Amer. Math. Soc. 365 (2013), 213-250. MR 2984058 Zbl 1273.28005
[11] S.-M. Ngai and Y. Wang, Hausdorff dimension of self-similar sets with overlaps. J. London Math. Soc. (2) 63 (2001), 655-672. MR 1825981 Zbl 1013.28008
[12] L. Olsen and S. Winter, Normal and non-normal points of self-similar sets and divergence points of self-similar measures. J. London Math. Soc. (2) 67 (2003), 103-122. MR 1942414 Zbl 1040.28014
[13] F. Przytycki and M. Urbański, Conformal fractals: ergodic theory methods. London Mathematical Society Lecture Note Series, 371. Cambridge University Press, Cambridge, 2010. MR 2656475 Zbl 1202.37001
[14] P. Walters, An introduction to ergodic theory. Graduate Texts in Mathematics, 79. Springer Verlag, New York etc., 1982. MR 0648108 Zbl 0475.28009
[15] W. Wu and L. Xi, Dimensions of slices through a class of generalized Sierpiński sponges. J. Math. Anal. Appl. 399 (2013), 514-523. MR 2996729 Zbl 1257.28007

Received February 2, 2014

Balázs Bárány, Institute of Mathematics, Polish Academy of Sciences, ul. Sniadeckich 8, 00-956 Warszawa, Poland
Budapest University of Technology and Economics, MTA-BME Stochastics Research Group, P.O.Box 91, 1521 Budapest, Hungary
E-mail: balubsheep@gmail.com

Michał Rams, Institute of Mathematics, Polish Academy of Sciences, ul. Sniadeckich 8, 00-956 Warszawa, Poland
E-mail: M.Rams@impan.gov.pl


[^0]:    ${ }^{1}$ Balázs Bárány was supported by the Warsaw Center of Mathematics and Computer Science - KNOW and by the grant OTKA K104745.
    ${ }^{2}$ Michał Rams was partially supported by the MNiSW (grant N201 607640, Poland).

