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Introduction

In geometry, groupoids are a joint generalisation of both spaces and groups. As
such they provide a generalised symmetry concept that has found many applications
in the theory of foliations, group actions, etc. In particular, the cohomology of the
classifying spaces of (Lie) groupoids are the natural domain for the characteristic
classes associated to such geometric structures. Symmetries in noncommutative
geometry, i.e., the noncommutative analogue of group actions, are encoded by the
action or coaction of some Hopf algebra on some algebra or coalgebra, which plays
the rôle of a “noncommutative space”.

Hopf algebroids are the noncommutative generalisation of groupoids and as such
provide a concept of generalised symmetries in noncommutative geometry: they gen-
eralise Hopf algebras to noncommutative base algebras. However, there exists more
than one definition. Originally introduced as cogroupoid objects in the category of
commutative algebras (see e.g. [Ra]), the main difficulty of defining Hopf algebroids
stems from the fact that the involved tensor category of bimodules is not symmetric,
so that a straightforward generalisation of the corresponding notion for Hopf algebras
does not make sense.

Thinking of a Hopf algebra as a bialgebra equipped with an antipode, the first step,
the generalisation to so-called bialgebroids (or�A-bialgebras), is unambiguous: this
is a bialgebra object in the tensor category of bimodules over a (noncommutative)
base algebra (cf. [S], [T], [Lu], [Sch1], [X2], [BrzMi]).

Approaches begin to differ when adding the antipode. The first general definition
appeared in [Lu], where an auxiliary structure (a section of a certain projection map)
was needed. Motivated by cyclic cohomology, as we discuss below, a closely related
notion of para-Hopf algebroid was introduced in [KR3].

In this paper we will consider the alternative definition of [BSz], [B1], which,
roughly speaking, consists of introducing two bialgebroid structures on a given alge-
bra, called left and right bialgebroid (cf. [KadSz]), and views the antipode as mapping
the left structure to the right one. This setup avoids the somewhat ad hoc choice of a
section and makes the definition completely symmetric. Also we will show in §3 that
Lie groupoids and Lie algebroids (or rather Lie–Rinehart algebras) lead to natural ex-
amples of such structures. However, the immediate generalisation of a Hopf algebra
to a noncommutative base ring is, strictly speaking, rather given by a�A-Hopf algebra
[Sch2], while Hopf algebroids in the sense of [BSz], [B1] generalise Hopf algebras
equipped with a character (i.e., with a possibly “twisted” antipode [Cr3], [CM2]).
For reasons to be explained in Remark 3.12, we will refer to �A-Hopf algebras as left
Hopf algebroids.

Cyclic cohomology for Hopf algebras, Hopf-cyclic cohomology, is the noncom-
mutative analogue of Lie algebra homology (which is recovered when applied to uni-
versal enveloping algebras of Lie algebras). It was launched in the work of Connes
and Moscovici [CM1] on the transversal index theorem for foliations and defined
in general in [Cr3] (cf. also [CM2]). A universal framework suited to describe all
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examples of cyclic (co)homology arising from Hopf algebras (up to cyclic duality)
was given in [Kay], based on a construction of para-(co)cyclic objects in symmetric
monoidal categories in terms of (co)monoids.

The generalisation of Hopf-cyclic cohomology to noncommutative base rings,
i.e., to Hopf algebroids, has been less explored. For instance, the general machinery
from [Kay] does not apply to this context (because the relevant category of modules
is not symmetric and in general not even braided). It appeared for the first time
in the particular example of the “extended” Hopf algebra governing the transversal
geometry of foliations in [CM3]. In this context, certain bialgebroids (in fact, left Hopf
algebroids) carrying a cocyclic structure arise naturally. Extending this construction
to general Hopf algebroids is not straightforward: for example, the notion of Hopf
algebroid in [Lu] is not well suited to the problem. This led in [KR3] to the definition of
para-Hopf algebroids, in which the antipode of [Lu] is replaced by a para-antipode. Its
axioms are principally designed for the cocyclic structure to be well defined adapting
the Hopf algebra case. However, the resulting para-antipode axioms appear quite
complicated and do not resemble the original symmetric Hopf algebra axioms. In
particular, guessing an antipode (and hence the cyclic operator) in concrete examples
remains intricate.

In [BŞ] a general cyclic theory for bialgebroids and left Hopf algebroids (in terms
of so-called (co)monads) is developed that works in an arbitrary category, and hence
embraces the construction in [Kay] for symmetric monoidal categories.

In this paper we shall show that the cyclic cohomology theory for Hopf algebroids
in the sense of [BSz], [B1] is actually naturally defined and explain how it fits into the
monoidal category of modules and the cyclic cohomology of coalgebras, generalising
the corresponding Hopf algebra approach from [Cr3], [CM2].

Besides the cyclic cohomology, we develop a dual cyclic homology theory by,
roughly speaking, applying cyclic duality to the underlying cocyclic object. This
generalises the dual theory for Hopf algebras [Cr2], [KR1] and is more related to a
certain category of comodules (over one of the underlying bialgebroid structures).
It should be stressed that this homology theory is not simply the Hom-dual of the
cohomology theory mentioned above; it can give interesting results even when the
cyclic cohomology is trivial, cf. §3.2 for an example. Generally, in each of the
classes of examples we consider, one of the two cyclic theories does not furnish
new information compared to the respective Hochschild theory, whereas the other
one does. However, these examples are in some sense “extremal” with respect to
primitive and (weakly) grouplike elements – we do not pursue this any further here.

Outline. This paper is set up as follows: in §1 we review the definition of a Hopf
algebroid as in [B1], [BSz] and give a brief description of the associated monoidal
categories of modules and comodules. We then give a systematic derivation of the
cyclic cohomology complexes using coinvariant localisation in the category of mod-
ules over the Hopf algebroid (§2.1 and §2.2). The dual homology is constructed in
§2.3 by applying the notion of duality in Connes’ cyclic category, after the cochain
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spaces have been mapped isomorphically into the category of certain comodules by
means of a Hopf–Galois map (cf. [Sch2]) associated to the Hopf algebroid.

The remainder of Section 2 is devoted to some ramifications of the theory. We
identify the Hochschild theory as certain derived functors (§2.5) and prove structure
theorems which allow to express the cyclic theory of commutative and cocommutative
Hopf algebroid in terms of their respective Hochschild theory (§2.6). This generalises
a similar approach for Hopf algebras [KR1].

Section 3 is devoted to examples: we discuss Hopf algebroids arising from étale
groupoids, Lie–Rinehart algebras (or Lie algebroids), and jet spaces of Lie–Rinehart
algebras. In all these examples, the left bialgebroid structure has been described
before in the literature, and we add both the right structure and the antipode. For Lie–
Rinehart algebras this leads to the following remarkable conclusion: the universal
enveloping algebra of a Lie–Rinehart algebra has a canonical left Hopf algebroid
structure (in particular it is a left bialgebroid), and a full Hopf algebroid structure
depends on the choice of a certain flat right connection (cf. [H2]) on the base algebra.
However, its dual jet space does carry a Hopf algebroid structure, free of choices.

Finally, we compute the cyclic homology and cohomology in all these exam-
ples and find that it generalises well-known Lie groupoid and Lie algebroid resp.
Lie–Rinehart homology and cohomology theories. In particular, it generalises corre-
sponding results in Hopf algebra theory [CM1], [Cr2], [Cr3], [KR1].

Acknowledgements. We would like to thank Andrew Baker, Gabriella Böhm, and
Marius Crainic for stimulating discussions and comments. This research was sup-
ported by NWO through the GQT cluster (N.K.) and a Veni grant (H.P.).

1. Hopf algebroids

1.1. Preliminaries. In this paper, the term “ring” always means “unital and associa-
tive ring”, and we fix a commutative ground ring k. Throughout the paper, we work
in the symmetric monoidal category of k-modules. For a k-algebra A, its opposite
is denoted by Aop, the enveloping algebra by Ae ´ A˝k A

op, and the category of
left A-modules by Mod.A/. The category of Ae-modules, that is, .A;A/-bimodules
with symmetric action of k, is monoidal by means of the tensor product ˝A over A.
AnA-algebra is a monoid in this category, i.e., an .A;A/-bimodule U equipped with
.A;A/-bimodule morphisms � W U ˝A U ! A and � W A! U satisfying the usual
associativity and unitality axioms. Likewise, the notion of an A-coalgebra is defined
as a comonoid in the category of Ae-modules. These notions also appear under the
name A-ring and A-coring in the literature; see e.g. [B3], [BrzWi].

1.2. Bialgebroids (cf. [T]). Bialgebroids are a generalisation of bialgebras. An
important subtlety is that the algebra and coalgebra structure are defined in different
monoidal categories. Let A and H be (unital) k-algebras, and suppose we have
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homomorphisms s W A ! H and t W Aop ! H whose images commute in H : this
structure is equivalent to the structure of an Ae-algebra on H . Such objects are also
called .s; t/-rings over A, whereas s and t are referred to as source and target maps.
Multiplication in H from the left equips H with the following .A;A/-bimodule
structure

a1 � h � a2 ´ s.a1/t.a2/h; a1; a2 2 A; h 2 H : (1.1)

With respect to this bimodule structure we define the tensor product ˝A. Inside
H ˝A H , there is a subspace called the Takeuchi product:

H �A H ´ ˚ P
i hi ˝A h

0
i 2 H ˝A H jP

i hi tl.a/˝ h0
i D

P
i hi ˝ h0

isl.a/ for all a 2 A�
:

This is a unital algebra via factorwise multiplication and even an .s; t/-ring again.

Definition 1.1. Let Al be a k-algebra. A left bialgebroid over Al or Al -bialgebroid
is an .sl ; tl/-ring Hl equipped with the structure of an Al -coalgebra .�l ; �l/ with
respect to the .Al ; Al/-bimodule structure (1.1), subject to the following conditions:

(i) the (left) coproduct �l W Hl ! Hl ˝Al
Hl maps into Hl �Al

Hl and defines a
morphism �l W Hl ! Hl �Al

Hl of unital k-algebras;

(ii) the (left) counit has the property

�l.hh
0/ D �l.hsl.�lh

0// D �l.htl.�lh
0// for all h; h0 2 Hl :

We shall indicate such a left bialgebroid by .Hl ; Al ; sl ; tl ; �l ; �l/, or simply
by Hl .

Given any .s; t/-ring H , besides the .A;A/-bimodule structure (1.1), one could
choose the one coming from the right action of H on itself:

a1 � h � a2 ´ ht.a1/s.a2/; a1; a2 2 A; h 2 H : (1.2)

Proceeding analogously as above, this leads to the notion of a right bialgebroid
.Hr ; Ar ; sr ; tr ; �r ; �r/, where the underlying algebra is denoted by Ar . We shall not
write out the details but rather refer to [KadSz], [B3]. For example, the corresponding
right counit �r W Hr ! Ar satisfies in this case

�r.hh
0/ D �r.sr.�rh/h

0/ D �r.tr.�rh/h
0/ for all h; h0 2 Hr :

We will use Sweedler notation with subscripts�l.h/ D h.1/˝h.2/ for left coproducts,
whereas right coproducts are indicated by superscripts: �r.h/ D h.1/ ˝ h.2/.

1.3. Hopf algebroids. A Hopf algebroid is now, roughly speaking, an algebra
equipped with a left and a right bialgebroid structure together with an antipode map-
ping from the left bialgebroid to the right. This idea leads to the following definition:



428 N. Kowalzig and H. Posthuma

Definition 1.2 (cf. [BSz]). A Hopf algebroid is given by a triple .Hl ;Hr ; S/, where
Hl D .Hl ; Al ; sl ; tl ; �l ; �l/ is a leftAl -bialgebroid and Hr D .Hr ; Ar ; sr ; tr ; �r ; �r/

is a right Ar -bialgebroid on the same k-algebra H , and S W H ! H is a k-module
map subject to the conditions:

(i) the images of sl and tr , as well as tl and sr , coincide:

sl�l tr D tr ; tl�lsrr D sr ; sr�r tl D tl ; tr�rsl D sl I (1.3)

(ii) twisted coassociativity holds:

.�l˝idH /�r D .idH˝�r/�l and .�r˝idH /�l D .idH˝�l/�r I (1.4)

(iii) for all a1 2 Al , a2 2 Ar and h 2 H we have

S.tl.a1/htr.a2// D sr.a2/S.h/sl.a1/I
(iv) the antipode axioms are fulfilled:

�H .S ˝ idH /�l D sr�r and �H .idH ˝ S/�r D sl�l ; (1.5)

where �H denotes multiplication in H .

Although we do not need this for all constructions in this paper, we shall from
now on assume that the antipode S is invertible.

Remark 1.3. The axioms above have the following implications (cf. [BSz], [B3]):

(i) Applying �r to the first two and �l to the second pair of identities in (1.3), one
obtains that Al and Ar are anti-isomorphic as k-algebras, i.e.,

� ´ �r B sl W Aop
l
��!Š Ar ; ��1 ´ �l B tr W Ar ��!Š A

op
l
;

� ´ �r B tl W Al ��!Š Aop
r ; ��1 ´ �l B sr W Aop

r ��!Š Al :
(1.6)

When S2 D id, i.e., when the antipode is involutive, it follows from (1.8) below
that � D �, so there is a canonical way to identify Aop

l
with Ar .

(ii) The antipode is an anti-algebra and anti-coalgebra morphism (between different
coalgebras) and satisfies

tw B .S ˝ S/�l D �rS; tw B .S ˝ S/�r D �lS; (1.7)

where tw W H˝k H ! H˝k H is the tensor flip permuting the two factors (one
can check that the maps above do respect the .Al ; Al/- resp. .Ar ; Ar/-bimodule
structure). Likewise, one has for the inverse:

tw B .S�1˝ S�1/�l D �rS
�1; tw B .S�1˝ S�1/�r D �lS

�1:
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(iii) We have the identities

sr�rsl D Ssl ; sl�lsr D Ssr ; sr�r tl D S�1sl ; sl�l tr D S�1sr ;

tr�rsl D Stl ; tl�lsr D Str ; tr�r tl D S�1tl ; tl�l tr D S�1tr ;

�rsl�l D �rS; �lsr�r D �lS; �r tl�l D �rS
�1; �l tr�r D �lS

�1:

(1.8)

We now collect a list of basic identities involving the antipode, the multiplication
and the (left or right) comultiplication that we need later in explicit computations.
All can be verified directly from the axioms.

Lemma 1.4. For aHopf algebroid H with invertible antipode, the following identities
hold true:

�H .S ˝ sl�l/�l D S; �H .sr�r ˝ S/�r D S;
�H op.S2 ˝ tl�lS

2/�l D S2; �H op.tr�rS
2 ˝ S2/�r D S2;

�H op.S2 ˝ S/�l D tr�rS
2; �H op.S ˝ S2/�r D tl�lS

2;

�H op.idH ˝ S�1/�l D tr�r ; �H op.S�1 ˝ idH /�r D tl�l ;

�H op.tl�l ˝ S�1/�l D S�1; �H op.S�1 ˝ tr�r/�r D S�1;

�H .S
�1 ˝ S�2/�l D sr�rS

�2; �H .S
�2 ˝ S�1/�r D sl�lS

�2:

Here �H op is the multiplication in the opposite of H .

1.4. Modules and comodules. Let H D .Hl ;Hr ; S/ be a Hopf algebroid. In
this section we discuss several categories of modules and comodules attached to H ,
together with some basic properties.

1.4.1. Left modules (cf. [Sch1]). A left module over H or left H -module M is
simply a left module over the underlying k-algebra H . We denote the structure map
usually by .h;m/ 7! h � m and the category of left H -modules by Mod.H /. The
left bialgebroid structure Hl induces the following structure on this category: first,
using the left Ae

l
-algebra structure, any module M 2 Mod.H / carries an underlying

.Al ; Al/-bimodule structure by

a1 �m � a2 ´ sl.a1/ � tl.a2/ �m; (1.9)

for all a1; a2 2 Al and m 2M . This defines a forgetful functor

Mod.H /! Mod.Ae
l /:

Secondly, the left coproduct defines a monoidal structure on Mod.H / by .M;N / 7!
M ˝Al

N , equipped with the H -module structure

h � .m˝ n/´ h.1/ �m˝ h.2/ � n; h 2 H ; m 2M; n 2 N: (1.10)
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The fundamental theorem of Schauenburg [Sch1], Thm. 5.1, states that conversely
such a tensor structure on Mod.H / is equivalent to a left bialgebroid structure on
H . The unit object in Mod.H / is given by Al with left H -action defined by H !
Endk.Al/, h 7! fa 7! �l.hsl.a//g. With this, Mod.H / is a monoidal tensor category.

1.4.2. Right modules. The category of right H -modules has a similar tensor struc-
ture by exploring the right bialgebroid structure. Its unit object is given by Ar

equipped with a right H -module structure induced by the right counit: H !
Endk.Ar/, h 7! fa 7! �r.sr.a/h/g. We write Mod.H op/ for this tensor category.
The antipode defines a functor from Mod.H / to Mod.H op/ because it is an anti-
homomorphism. When it is involutive, this is obviously an equivalence of categories.

1.4.3. Coinvariant localisation. There is an important functor .�/coinv W Mod.H /!
Mod.k/ from the category of left H -modules into the category of k-modules called
coinvariant localisation, defined by

Mcoinv ´ Ar ˝H M

for M 2 Mod.H /. Equivalently, Mcoinv ŠM=Ir , with Ir the k-module of coinvari-
ants given by

Ir ´ spankf�r.h/ �m � h �m; h 2 H ; m 2M g;
where the .Ar ; Ar/-bimodule structure onM is defined by (1.9) via ��1 W Ar ! A

op
l

.

Lemma 1.5 (Partial integration). Let H be a Hopf algebroid as before, andM;N 2
Mod.H /. InM ˝Al

N one has the identity

h �m˝ n � m˝ .Sh/ � n mod Ir

for all m 2M , n 2 N , and h 2 H .

Proof. First observe that the induced .Ar ; Ar/-bimodule structure onM˝Al
N reads

a1 � .m˝ n/ � a2 ´ S.sra2/ �m˝ sr.a1/ � n;
for a1; a2 2 Ar and m 2M , n 2 N . Then one has

m˝ .Sh/ � n D m˝ �
sr�r.h

.1//Sh.2/
� � n (by Lemma 1.4)

D �r.h
.1// � �m˝ .Sh.2// � n�

� h.1/ � �m˝ .Sh.2// � n�
mod Ir

D h.1/ �m˝ h.1/

.2/
� �Sh.2/

.2/
� n�

(by twisted coassociativity (1.4))

D h.1/ �m˝ �l.h.2// � n (by (1.5))

D �
tl�l.h.2//h.1/

� �m˝A n

D h �m˝A n;
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where the last identity is one of the comonoid identities of a left bialgebroid.

Considering H as a module over itself with respect to left multiplication, we get

Proposition 1.6. ForM 2 Mod.H /, there is a canonical isomorphism of k-modules

.H ˝Al
M/coinv ��!Š M;

given by

h˝m 7�! .Sh/ �m: (1.11)

Proof. Consider the mapM ! .H˝Al
M/coinv induced bym 7! 1˝m. This clearly

defines a right inverse to (1.11). By the previous lemma it is also a left inverse.

1.4.4. Right and left comodules over Hr (cf. [Sch1], [B2], [BrzWi]). A right
comodule over the underlying right bialgebroid Hr is a rightAr -moduleM equipped
with a right Ar -module map

�M W M !M ˝Ar
H ; m 7! m.0/ ˝m.1/;

satisfying the usual axioms for a coaction, where the involved .Ar ; Ar/-bimodule
structure on Hr is given by (1.2). We denote the category of right Hr -comodules by
ComodR.Hr/. Any object M 2 ComodR.Hr/ carries, besides the right Ar -module
structure denoted .m; a/ 7!m � a, a commuting left Ar -module structure defined by

a �m´ m.0/ � �r.sr.a/m
.1//; a 2 Ar : (1.12)

This yields a forgetful functor ComodR.Hr/!Mod.Ae
r/. The category ComodR.Hr/

is monoidal with tensor structure .M;N / 7!M ˝Ar
N equipped with the comodule

structure
m˝ n 7! m.0/ ˝ n.0/ ˝m.1/n.1/: (1.13)

The unit is given by Ar 2 ComodR.Hr/ equipped with coaction a 7! 1˝ sr.a/.
A left comodule N over Hr is defined similarly as a left Ar -module equipped

with a morphism �N W N ! H ˝Ar
N , n 7! n.�1/ ˝ n.0/, of left Ar -modules,

where as before Hr is an .Ar ; Ar/-bimodule by means of (1.2). Similarly as for
right Hr -comodules, this leads to a monoidal category ComodL.Hr/ with unit Ar

equipped with the coaction a 7! tr.a/˝ 1.

1.4.5. Comodules over Hl . Likewise, the underlying left bialgebroid Hl has asso-
ciated categories of left and right comodules which we will denote by ComodL.Hl/

and ComodR.Hl/, respectively. They have analogous structures as the category
ComodR.Hr/ above. For left and right Hl -coactions, we shall use an analogous
Sweedler notation as above, but with lower indices.
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1.4.6. The cotensor product and invariants. The cotensor product (cf. [EMo]) of
a right Hr -comodule M and a left Hr -comodule M 0 is defined as

M �Hr
M 0 ´ ker.�M ˝ idM 0 � idM ˝�M 0/ �M ˝Ar

M 0:

With this, the space of invariants of a, say, right Hr -comodule M is defined to be

M inv ´M �Hr
Ar :

There is a canonical embedding M inv �M as the subspace

M inv Š fm 2M j �M .m/ D m˝ 1g:
Likewise, one defines invariants for a, say, left Hl -comoduleN asN invDAl �Hl

N Š
fn 2 N j �N .n/ D 1 ˝ ng. The dual statement to Proposition 1.6 for these two
kinds of invariants is now given by

Proposition 1.7. Let M 2 ComodR.Hr/, and consider M ˝Ar
H as a right Hr -

comodule by means of the right coproduct in H and the coaction (1.13). Then one
has a canonical isomorphism of k-modules

M ��!Š .M ˝Ar
H /inv; m 7! m.0/ ˝ S.m.1//:

Similarly, for N 2 ComodL.Hl/,

N ��!Š .H ˝Al
N/inv; n 7! S.n.�1//˝ n.0/;

where H ˝Al
N is considered as a left Hl -comodule by means of the left coproduct

in H and the monoidal structure of ComodL.Hl/ which is analogous to (1.13).

Proof. It is not difficult to see that both maps indeed map into the space of invariants
with respect to the coaction (1.13) and its analogue for ComodL.Hl/, respectively.
To show that they are isomorphisms, define the two maps

M ˝Ar
H !M; m˝ h 7! m � �.�lh/;

H ˝Al
N ! N; h˝ n 7! ��1.�rh/ � n; (1.14)

for the first and the second case, respectively, where � and � are as in (1.6). Clearly,
these define inverses for the respective maps above.

Remark 1.8. For a left Al -module N , the tensor product H ˝Al
N is a left Hl -

comodule by the coaction �l ˝ idN . Since the space of invariants of H as a left
Hl -comodule is precisely given by Al , we have the standard isomorphism

N Š Al �Hl
.H ˝Al

N/; n 7! 1˝ n; (1.15)

with inverse as in (1.14).
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Remark 1.9. In each of the tensor categories discussed in this section, the Hopf
algebroid itself defines a canonical object, by either the product or (left or right)
coproduct. This defines six – a priori different – bimodule structures on H :

(i) H is a left module over itself. As an object in Mod.H /, this leads to the .Al ; Al/-
bimodule structure (1.1).

(ii) H is a right module over itself. This leads to the .Ar ; Ar/-bimodule structure
given by (1.2).

(iii) H is a right Hr -comodule via the right comultiplication, i.e., an object in
ComodR.Hr/. In this case, (1.12) leads to the .Ar ; Ar/-bimodule structure

a1 � h � a2 ´ sr.a1/hsr.a2/: (1.16)

(iv) As a left comodule over Hr using �r , we get the .Ar ; Ar/-bimodule structure
a1 � h � a2 ´ tr.a2/htr.a1/.

(v) The left comultiplication gives a right comodule structure on H over Hl . The
associated .Al ; Al/-bimodule structure reads a1 � h � a2 ´ tl.a2/htl.a1/.

(vi) Finally, H is a left comodule over Hl using �l . Similar to (iii), this leads to
the .Al ; Al/-bimodule structure a1 � h � a2 ´ sl.a1/hsl.a2/.

2. The cyclic theory

2.1. Hopf-cyclic cohomology: the basic complexes. As before, let .Hl ;Hr ; S/

be a Hopf algebroid. We consider H as a left module over itself, which induces the
.Al ; Al/-bimodule structure (1.1). With this we define

C n.H /´ H ˝Al
� � � ˝Al

H„ ƒ‚ …
n times

:

For n � 1, define maps ıi W C n.H /! C nC1.H / by

ıi .h
1 ˝ � � � ˝ hn/´

8̂<
:̂
1˝ h1 ˝ � � � ˝ hn if i D 0;
h1 ˝ � � � ˝�lh

i ˝ � � � ˝ hn if 1 � i � n;
h1 ˝ � � � ˝ hn ˝ 1 if i D nC 1:

(2.1)

For n D 0, put C 0.H /´ Al and define

ıi .a/´
´
tl.a/ if i D 0;
sl.a/ if i D 1: (2.2)

In the opposite direction we have codegeneracies �i W C n.H /! C n�1.H / given by

�i .h
1˝ � � �˝hn/ D h1˝ � � �˝ �l.h

iC1/ �hiC2˝ � � �˝hn; 0 � i � n� 1: (2.3)
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One easily verifies that .ı�; ��/ equipC �.H /with the structure of a cosimplicial space
which only depends on the underlying left bialgebroid structure of H . For further
use, introduce as usual the Hochschild differential by b ´ PnC1

iD0 .�1/iıi . Next,
define the cyclic operator 	n W C n.H /! C n.H / by

	n.h
1 ˝ � � � ˝ hn/ D .Sh1/ � .h2 ˝ � � � ˝ hn ˝ 1/; (2.4)

where the H -module structure on C n.H / is given as in (1.10).

Theorem 2.1. For a Hopf algebroid .Hl ;Hr ; S/ the formulae above giveC �.H / the
structure of a cocyclic module if and only if S2 D id. More specifically,

	nC1
n .h1 ˝ � � � ˝ hn/ D S2.h1/˝ � � � ˝ S2.hn/:

Remark 2.2. This theorem was first proved by Connes and Moscovici in [CM3] in a
special case using a characteristic map associated to a faithful trace. A more general
version (for the if -direction) appeared in [KR3] for so-called para-Hopf algebroids.

2.2. The approach via coinvariants. In this section we will prove Theorem 2.1
using coinvariant localisation. This approach is inspired by the analogous procedure
for Hopf algebras as in [Cr3].

Let us first define the fundamental cocyclic module associated to a Hopf algebroid
arising from its underlying left bialgebroid structure: define the k-module

Bn.H /´ Ar ˝Ae
l
C nC1.H /:

Here the right Ae
l
-module structure on Ar is given using � W Al ! A

op
r , whereas the

left Ae
l
-module structure on C nC1.H / is defined using sl and t 0

l
´ tl B ��1 B �:

the k-module Bn.H / is isomorphic to a quotient of C nC1.H / by the k-module
I n � C nC1.H / defined by

I n ´ spanfsl.a/h0 ˝ � � � ˝ hn � h0 ˝ � � � ˝ t 0l.a/hn; a 2 Al ; h
i 2 Hg:

When S2 D id, and therefore � D �, the right-hand side is the cyclic tensor product
(cf. [Q2]) of H in the category of .Al ; Al/-bimodules with respect to the bimodule
structure induced by the forgetful functor Mod.H /! Mod.Ae

l
/.

Define the coface, codegeneracy, and cocyclic operators on Bn.H / as follows:

ıi .h
0 ˝ h1 ˝ � � � ˝ hn/ D

´
h0 ˝ � � � ˝�lh

i ˝ � � � ˝ hn if 0 � i � n;
h0

.2/
˝ h1 ˝ � � � ˝ S2.h0

.1/
/ if i D nC 1;

�i .h
0 ˝ h1 ˝ � � � ˝ hn/ D h0 ˝ � � � ˝ hi � �l.h

iC1/˝ � � � ˝ hn;

0 � i � n � 1;
	n.h

0 ˝ h1 ˝ � � � ˝ hn/ D h1 ˝ h2 ˝ � � � ˝ hn ˝ S2.h0/:

(2.5)
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It is easy to verify that with these structure maps B�.H / is a para-cocyclic module,
which is cocyclic if and only if S2 D id. In this case this is just the canonical cocyclic
module associated to the Al -coalgebra .Hl ; �l ; �l/ arising from the underlying left
bialgebroid structure, and to which we will refer as H �

coalg;\
. Likewise, the underlying

right bialgebroid gives rise to a similar construction by means of .Hr ; �r ; �r/.
On the other hand, we have C nC1.H / 2 Mod.H /, and we can apply the functor

of coinvariants to get C nC1.H /coinv Š C n.H / by Proposition 1.6. Explicitly, this
isomorphism is implemented by the maps

C n.H /
ˆcoinv����! ����
‰coinv

C nC1.H /;

given by

ˆcoinv.h
1 ˝ � � � ˝ hn/´ 1˝ h1 ˝ � � � ˝ hn;

‰coinv.h
0 ˝ � � � ˝ hn/´ S.h0/ � .h1 ˝ � � � ˝ hn/: (2.6)

Now observe that I n 	 ker.‰coinv/, so that we have a diagram

C n.H /
ˆcoinv �� C nC1.H /

�������������

Bn.H /,
x‰coinv

������������

where 
 denotes the canonical projection and x‰coinv the induced map.

Proposition 2.3. The morphism x‰coinv intertwines the maps ıi , �i , and 	n from
(2.1)–(2.4) with the respective ones from (2.5).

Proof. Consider first the cyclic operator

	n
x‰coinv.h0 ˝ h1 ˝ � � � ˝ hn/

D 	n.S.h0/ � .h1 ˝ � � � ˝ hn//

D S..Sh0/.1/h1/ � ..Sh0/.2/h2 ˝ � � � ˝ .Sh/.n/hn ˝ 1/
D S.h1/ � S2.h

.n/
0 / � .S.h.n�1/

0 /h2 ˝ � � � ˝ S.h.1/
0 /hn ˝ 1/;

where we used that C n.H / 2 Mod.H / with the module structure on tensor products
given by (1.10), as well as the fact that the antipode S is an anti-algebra homomor-
phism. On the other hand,

x‰coinv	n.h0 ˝ h1 ˝ � � � ˝ hn/ D S.h1/ � .h2 ˝ � � � ˝ hn ˝ S2h0/:

The statement therefore follows from the following:
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Lemma 2.4. In C n.H / the identity

S2.h
.n/
0 / � .S.h.n�1/

0 /h1 ˝ � � � ˝ S.h.1/
0 /hn�1 ˝ 1/ D h1 ˝ � � � ˝ hn�1 ˝ S2h0:

holds.

Proof. This is proved by induction: first, for n D 2 we have by the right comonoid
identities (1.4), (1.8) and (1.5) for any h1; h 2 H in C 2.H /

h1 ˝ Sh D h1 ˝ S.h.1/sr.�rh
.2///

D tl�l.Sh
.2//h1 ˝ Sh.1/

D sr�rh
.2/h1 ˝ Sh.1/

D Sh.2/

.1/
h

.2/

.2/
h1 ˝ Sh.1/ D Sh.2/

.1/
h.2/h1 ˝ Sh.1/

.1/
:

(2.7)

Applying this identity to h ´ Sh0 proves the case n D 2. Assume now that the
identity holds for n � 1. Then we have, using (1.4), (1.8) and (1.5),

h1 ˝ � � � ˝ hn ˝ S2h0

D h1 ˝ .S2.h
.n/
0 / � .Sh.n�1/

0 h2 ˝ � � � ˝ Sh.1/
0 hn ˝ 1//

D h1 ˝ sl�l.S
2h0

.n/

.1/
/S2h0

.n/

.2/
� .Sh.n�1/

0 h2 ˝ � � � ˝ Sh.1/
0 hn ˝ 1/

D sr�r.Sh0
.n/

.1/
/h1 ˝ S2h0

.n/

.2/
� .Sh.n�1/

0 h2 ˝ � � � ˝ Sh.1/
0 hn ˝ 1/

D S2.h0
.nC1/

.1/
/Sh

.n/
0 h2 ˝ S2h0

.nC1/

.2/
� .Sh.n�1/

0 h2 ˝ � � � ˝ Sh.1/
0 hn ˝ 1/

D S2.h
.nC1/
0 / � .Sh.n/

0 h2 ˝ � � � ˝ Sh.1/
0 hnC1 ˝ 1/:

This completes the proof of the lemma.
Hence the proposition is proved.

Remark 2.5. The identity (2.7) for h1 D 1 appears as an axiom in the definition of
a para-Hopf algebroid in [KR3].

Proof of Theorem 2.1. Since x‰coinv is surjective with right inverseˆcoinv, this proves
Theorem 2.1.

Definition 2.6. In case S2 D id, we denote by H �

\
´ C �.H / the cocyclic module

equipped with the operators (2.1)–(2.4) and by .C �.H /; b; B/ its associated mixed
complex (cf. [C2], [Kas1]). Its Hochschild and (periodic) cyclic cohomology groups
are denoted by HH�

.H /, HC�
.H / and HP�

.H /, and are referred to as Hopf-cyclic
cohomology groups.

Remark 2.7. One may think of the forgetful functor Mod.H /! Mod.Ae
l
/ as coming

from the morphism of Hopf algebroids � W Ae
l
! H , a1 ˝ a2 7! sl.a1/tl.a2/; see
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Section 3.1 for the description of the Hopf algebroid structure of Ae
l
. From this point

of view, Bn.H / is simply the coinvariant localisation of C nC1.H / 2 Mod.H / with
respect toAe

l
. On the other hand, one can also directly show that under the projection

Bn.H / ! C nC1.H /coinv induced by �, the operators (2.5) descend to well-defined
maps on C nC1.H /coinv, turning it into a cocyclic module.

2.3. Dual Hopf-cyclic homology

2.3.1. The chain complexes. In this section we consider H as a right Hr -comodule
with .Ar ; Ar/-bimodule structure (1.16) given by left and right multiplication with
sr.a/; a 2 Ar . Using the tensor structure of the category ComodR.Hr/, we define

Cn.H /´ H ˝Ar
� � � ˝Ar

H„ ƒ‚ …
n times

:

Face and degeneracy operators can be introduced by

di .h
1 ˝ � � � ˝ hn/ D

8̂<
:̂
�r.h

1/ � h2 ˝ � � � ˝ hn if i D 0;
h1 ˝ � � � ˝ hihiC1 ˝ � � � ˝ hn if 1 � i � n � 1;
h1 ˝ � � � ˝ hn�1 � �r.S

�1hn/ if i D n;

si .h
1 ˝ � � � ˝ hn/ D

´
1˝ h1 ˝ � � � ˝ hn if i D 0;
h1 ˝ � � � ˝ hi ˝ 1˝ hiC1 ˝ � � � ˝ hn if 1 � i � n:

(2.8)

Elements of degree zero (i.e., elements of Ar ) are mapped to zero, i.e., d0.a/ D 0,
a 2 Ar . To define a cyclic structure we assume the antipode S to be invertible and
define

tn.h
1 ˝ � � � ˝ hn/ D S�1.h1

.2/ : : : h
n�1
.2/ h

n/˝ h1
.1/ ˝ h2

.1/ ˝ � � � ˝ hn�1
.1/ : (2.9)

One easily verifies that this operator is well defined. Below we shall prove that these
k-modules and maps are canonically isomorphic to the cyclic dual of the cocyclic
module C �.H / of §2.1. This also proves that C�.H / is indeed a cyclic module.

2.3.2. Cyclic duality (cf. [C1], [Lo]). We recall the notion of cyclic duality. Let ƒ
denote Connes’ cyclic category. A cyclic module is a functor ƒop ! Mod.k/, i.e.,
a contravariant functor from ƒ to Mod.k/; whereas a cocyclic module is a functor
ƒ ! Mod.k/. Remarkably, there is a canonical equivalence ƒ Š ƒop that allows
one to construct a cocyclic module out of a cyclic module and vice versa. Explicitly,
in the first direction this is done as follows: let Y D .Y �; ı�; ��; 	�/ be a para-cocyclic
module with invertible operator 	 . Its cyclic dual is defined to be {Y ´ . {Y�; d�; s�; t�/
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where {Yn ´ Y n in degree n and

di ´ �i�1 W {Yn ! {Yn�1; 1 � i � n;
d0 ´ �n�1	n W {Yn ! {Yn�1;

si ´ ıi W {Yn�1 ! {Yn; 0 � i � n � 1;
tn ´ 	�1

n W {Yn ! {Yn:

It can be shown that {Y carries the structure of a para-cyclic object in the category of
k-modules and is cyclic if Y is cocyclic.

2.3.3. The Hopf–Galois map and cyclic duality. In this section we will prove that
the cyclic module dual to C �.H / is canonically isomorphic to C�.H /. The explicit
map implementing this isomorphism is given by generalising the Hopf–Galois map
from [Sch2], Thm. 3.5, and its inverse from [BSz] for Hopf algebroids.

Lemma 2.8. For each n � 0, the k-modules Cn.H / and C n.H / are isomorphic
by means of the Hopf–Galois map 'n W Cn.H / ! C n.H / defined inductively by
'1 ´ idH and

'n.h
1 ˝ � � � ˝ hn/´ h1 � .1˝ 'n�1.h

2 ˝ � � � ˝ hn//; n � 2:
For n D 0 one defines '0 ´ � W Aop

l
! Ar .

Proof. The explicit formula for the Hopf–Galois map is given by

h1 ˝ � � � ˝ hn 7! h1
.1/ ˝ h1

.2/h
2
.1/ ˝ h1

.3/h
2
.2/h

3
.1/ ˝ � � � ˝ h1

.n/h
2
.n�1/ : : : h

n�1
.2/ h

n:

Define its inverse '�1
n W C n.H /! Cn.H / by

h1 ˝ � � � ˝ hn 7! h
.1/
1 ˝ S.h.2/

1 /h
.1/
2 ˝ S.h.2/

2 /h
.1/
3 ˝ � � � ˝ S.h.2/

n�1/hn:

To check that this is indeed an inverse, observe that one can decompose

'nC1 D .id˝ 'n/ .'2 ˝ id˝n�1/ and  nC1 D . 2 ˝ id˝n�1/ .id˝  n/;

and one easily verifies by induction that 'nC1 and  nC1 are mutually inverse.

To prove our main theorem about cyclic duality, we also need the inverses of the
cyclic operators on C �.H / and C�.H /. Since we assume S to be invertible, we have:

Lemma 2.9. Let n � 1. The inverse of the cocyclic operator 	n on C n.H / in (2.4)
is given by

	�1
n .h1 ˝ � � � ˝ hn/ D S�1.hn/ � .1˝ h1 ˝ � � � ˝ hn�1/: (2.10)

Likewise, the cyclic operator tn on Cn.H / has inverse given by

t�1
n .h1 ˝ � � � ˝ hn/ D h.1/

2 ˝ � � � ˝ h.1/
n ˝ S.h1h

.2/
2 : : : h.2/

n /:
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Proof. This can be verified directly, but we shall use induction. For n D 1, by (2.10)
we have 	�1

1 D S�1, and the statement is clear. For n � 2, define the map

Q'.h˝ h0/´ h.1/h
0 ˝ h.2/:

This defines a bijection of H ˝Al
H 2 ComodL.Hl/ to C 2.H / 2 Mod.H /, with

inverse
Q'�1.h˝ h0/ D h0.2/ ˝ S�1.h0.1/

/h:

With these maps, one has

	nC1 D .id˝n�1 ˝ Q'/ .	n ˝ id/;

	�1
nC1 D .	�1

n ˝ id/ .id˝n�1 ˝ Q'�1/:

This proves the first statement. As for the second part, introduce the maps

z .h˝ h0/´ h.2/h
0 ˝ h.1/;

z �1.h˝ h0/´ h0.1/ ˝ S.h0.2/
/h:

This time z maps the tensor product H˝Ar
H 2 ComodR.Hr/ to the tensor product

H ˝Ar
H ´ H ˝k H=spankft r.a/h˝k h

0 � h˝k s
r.���1.a//h0; a 2 Arg;

and one easily checks that z �1 is its inverse. Then one has

tnC1 D .tn ˝ id/ .id˝n�1 ˝ z /;
t�1
nC1 D .id˝n�1 ˝ z �1/ .t�1

n ˝ id/;

and with this one proves the second equality.

Theorem2.10. Let H be aHopf algebroidwith invertible antipode. TheHopf–Galois
map ' W C�.H / ! C �.H / identifies C�.H / as the cyclic dual of the para-cocyclic
module C �.H / of Theorem 2.1.

Proof. This is now a straightforward verification:

	�1
n 'n.h

1 ˝ � � � ˝ hn/

D 	�1
n .h1

.1/ ˝ h1
.2/h

2
.1/ ˝ h1

.3/h
2
.2/h

3
.1/ ˝ � � � ˝ h1

.n/h
2
.n�1/ : : : h

n�1
.2/ h

n/

D S�1.h1
.n/ : : : h

n�1
.2/ h

n/ � .1˝ h1
.1/ ˝ � � � ˝ h1

.n�1/h
2
.n�2/ : : : h

n�1
.1/ /;

and by coassociativity

'ntn.h
1 ˝ � � � ˝ hn/

D 'n.S
�1.h1

.2/ : : : h
n�1
.2/ h

n/˝ h1
.1/ ˝ h2

.1/ ˝ � � � ˝ hn�1
.1/ /

D S�1.h1
.2/ : : : h

n�1
.2/ h

n/ � .1˝ 'n�1.h
1
.1/ ˝ h2

.1/ ˝ � � � ˝ hn�1
.1/ //

D S�1.h1
.n/ : : : h

n�1
.2/ h

n/ � .1˝ h1
.1/ ˝ � � � ˝ h1

.n�1/h
2
.n�2/ : : : h

n�1
.1/ /:
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Hence, 'n B tn D 	�1
n B 'n or equivalently tn D  n B 	�1

n B 'n. In the same fashion,

�n�1	n'n.h
1 ˝ � � � ˝ hn/

D �n�1.S.h
1
.1// � .h1

.2/h
2
.1/ ˝ � � � ˝ h1

.n/ : : : h
n�1
.2/ h

n ˝ 1//
D S.h1

.1// � .h1
.2/h

2
.1/ ˝ � � � ˝ h1

.n/ : : : h
n�1
.2/ h

n/

D .S.h1
.1//h

1
.2/h

2/ � .1˝ 'n�2.h
3 ˝ � � � ˝ hn//

D .sr�r.h
1/h2/ � .1˝ 'n�2.h

3 ˝ � � � ˝ hn//

D 'n�1d0.h
1 ˝ � � � ˝ hn/:

The remaining identities are left to the reader.

Corollary 2.11. C�.H / is para-cyclic, and cyclic if and only if S2 D id.

Definition 2.12. In case S2 D id, let H \
�
´ C�.H / denote the cyclic module

equipped with the operators (2.8)–(2.9). Its respective Hochschild and (periodic)
cyclic homology groups are denoted by HH�.H /, HC�.H / and HP�.H /, and referred
to as dual Hopf-cyclic homology groups.

2.4. The approach via invariants. As is clear from the explicit formulae, the dual
cyclic homology is closely related to the underlying algebra structure of the Hopf
algebroid. To compare this homology to the usual cyclic homology of algebras, we
use the following approach, which is dual to that of Section 2.2. Remarkably, it only
works in some special cases.

Let H D .Hl ;Hr ; S/ be a Hopf algebroid. The standard cyclic module of H as
a k-algebra [FeTs] is defined by H alg;]

�
´ H ˝k.�C1/; with face maps

di .h
0 ˝ � � � ˝ hn/ D

´
h0 ˝ � � � ˝ hihiC1 ˝ : : : hn if 0 � i � n � 1;
hnh0 ˝ � � � ˝ hn�1 if i D n;

and degeneracies

si .h
0 ˝ � � � ˝ hn/ D h0 ˝ � � � ˝ hi ˝ 1˝ hiC1 ˝ � � � ˝ hn if 0 � i � n:

Finally the cyclic structure is given by

tn.h
0 ˝ � � � ˝ hn/ D hn ˝ h0 ˝ � � � ˝ hn�1:

On the other hand, we have CnC1.H / 2 ComodR.Hr/. Recall that underlying the
comodule structure is an .Ar ; Ar/-bimodule, so we can define

Bn.H /´ CnC1.H /˝Ae
r
Ar :

This space is a quotient of CnC1.H / by the k-submodule In � CnC1.H / given by

In ´ spankfsr.a/h0 ˝ � � � ˝ hn � h0 ˝ � � � ˝ hnsr.a/; a 2 Ar ; h
i 2 Hg:
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One then easily observes that the canonical projection H alg;\
�
! B�.H / equips the

latter with the structure of a cyclic module given by the same formulae as above.
By Proposition 1.7, we have Cn.H / Š CnC1.H /inv via the embedding

‰inv W h1 ˝ � � � ˝ hn 7! h
.1/
1 ˝ � � � ˝ h.1/

n ˝ S.h.2/
1 : : : h.2/

n /: (2.11)

Combined with the canonical projection CnC1.H / ! Bn.H /, this leads to a mor-
phism x‰inv W C�.H /! B�.H /. Unfortunately, this is not a map of cyclic objects, let
alone simplicial objects in general. However, there are Hopf algebroids for which this
is true, cf. §3.2 for an example. Also, the left inverse of the embedding above, given
as ˆinv W CnC1.H / ! Cn.H /, h1 ˝ � � � ˝ hnC1 7! h1 ˝ � � � ˝ hn � �r.S

�1hnC1/,
does not descend to the quotient Bn.H /. We therefore do not have a commutative
diagram as for the coinvariant localisation and the cyclic cohomology theory.

2.5. Hochschild theory with coefficients. Both the Hochschild cohomology for
bialgebroids as well as the dual homology for Hopf algebroids are part of a more
general theory with coefficients that we now describe. First, however, we introduce
certain resolutions of the base algebras in the categories discussed in §1.4, defined
by the left and right bialgebroid structure on H .

2.5.1. Cobar resolution. A straightforward generalisation of Theorem A.1.1.3 and
Lemma A.1.2.2 in [Ra] to the noncommutative setting (cf. Section 2.4 in [Ko]) shows
that if H is flat as right Al -module (1.1), the category ComodL.Hl/ is abelian and
has enough injectives. We call a (say, left) Hl -comodule N cofree if there is a left
Al -moduleM such thatN Š H˝Al

M as left Hl -comodules, and it is called relative
injective if it is a direct summand in a cofree one.

The cobar resolution of Al in the category ComodL.Hl/ generalises the well-
known construction for bialgebras [D] and for commutative bialgebroids in [Ra]:
define the graded space

Cobarn.H /´ H ˝Al
� � � ˝Al

H„ ƒ‚ …
nC1 times

;

the tensor product being the one in the category Mod.H /. Alternatively, we can view
this as the cofree left Hl -comodule generated by C �.H / 2 Mod.H /. This allows
us to view Cobar�

.H / 2 ComodL.Hl/ by using the left comultiplication on the first
component. Introduce the following cosimplicial structure on Cobar�

.H /: first, the
coface operators ı0

i W Cobarn.H /! CobarnC1.H / are given by

ı0
i .h

0 ˝ h1 ˝ � � � ˝ hn/ D
´
h0 ˝ � � � ˝�lh

i ˝ � � � ˝ hn if 0 � i � n;
h0 ˝ � � � ˝ hn ˝ 1 if i D nC 1:

The codegeneracies � 0
i W Cobarn.H /! Cobarn�1.H / are

� 0
i .h

0 ˝ � � � ˝ hn/ D h0 ˝ � � � ˝ �l.h
iC1/˝ � � � ˝ hn; 0 � i � n � 1:



442 N. Kowalzig and H. Posthuma

These maps are compatible with the left Hl -comodule structure on Cobar�
.H / but

not with the left Hl -module structure. The left Hl -coaction on Al given by the left
source map sl W Al ! H defines a coaugmentation for this cosimplicial object in
ComodL.Hl/, which yields a cosimplicial resolution of Al : consider the associated
cochain complex

Al

sl�! Cobar0.H /
b0

�! Cobar1.H /
b0

�! � � � ;
with differentials b0 ´ PnC1

iD0 .�1/iı0
i : It is easy to check that b0 is a morphism of

left Hl -comodules and that the maps sn�1 W Cobarn.H /! Cobarn�1.H / given by
h0˝� � �˝hn 7! �l.h

0/�h1˝� � �˝hn and s�1 W H D Cobar0.H /! Cobar�1.H /´
Al , h 7! �lh define a contracting homotopy for the complex .Cobar�

.H /; b0/ over

Al , i.e., sn B b0 C b0 B sn�1 D id. In particular, Al

sl�! Cobar�
.H / is a resolution

of Al by cofree (hence relative injective) left Hl -comodules: from (1.15) follows
ker b0 D fh 2 H ; �l.h/ D h˝ 1g Š Al , hence exactness in degree zero.

2.5.2. The bar resolution. Analogous to the standard case (see e.g. [We]), the bar
complex gives a resolution of Al in the category Mod.H / of left modules over H .
We define

Barn.H /´ H ˝Ar
� � � ˝Ar

H„ ƒ‚ …
nC1 times

;

where the tensor product is the one in ComodR.Hr/, but we view Bar�.H / in
Mod.H /, the left H -action being given by left multiplication on the first factor. The
simplicial structure on this graded H -module is given by the face and degeneracy
operators

d 0
i .h

0 ˝ � � � ˝ hn/ D
´
h0 ˝ � � � ˝ hihiC1 ˝ � � � ˝ hn if 0 � i � n � 1;
h0 ˝ � � � ˝ hn�1 � �r.S

�1hn/ if i D n;
s0

i .h
0 ˝ � � � ˝ hn/ D h0 ˝ � � � ˝ hi ˝ 1˝ hiC1 ˝ � � � ˝ hn; 0 � i � n:

This time these maps are morphisms of left H -modules, not of comodules. The
augmented bar complex is given by

� � � d 0

�! Bar1.H /
d 0

�! Bar0.H /
�l�! Al ;

with chain operator d 0 ´ Pn
iD0.�1/id 0

i : It is a straightforward check that the bar
complex is a contractible resolution of Al , where the extra degeneracy

sn W Barn.H /! BarnC1.H /; sn.h
0 ˝ � � � ˝ hn/ D 1˝ h0 ˝ � � � ˝ hn;

for n � 0 and s�1 ´ tl provide the contracting homotopies. Moreover, Bar�.H /

is H -projective if H is Ar -projective with respect to the left Ar -module structure

(1.16), and in this case Bar�.H /
�l�! Al is a projective resolution ofAl in the category

of left H -modules.
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2.5.3. The Hochschild theory as derived functors. The main point is now:

Theorem 2.13. For any Hopf algebroid H that is flat as rightAl -module (1.1), there
are natural isomorphisms

HH�
.H / Š Cotor�

H .Al ; Al/;

and if H is projective as left Ar -module (1.16), then

HH�.H / Š TorH
�
.Ar ; Al/:

Proof. Recall (cf. [EMo]) that Cotor�

H .Al ; Al/ is the right derived functor of the left
cotensor productAl �Hl

�W ComodL.Hl/! Mod.k/, whereAl is seen as right Hl -
comodule by means of tl W Al ! Hl . That this derived functor can be computed by
relative injective resolutions (like the cobar complex) follows from a straightforward
generalisation of Lemmas A.1.2.8 and A.1.2.9 in [Ra] to the noncommutative case. A
little thought reveals that the spaceAl �Hl

Cobar�
.H / can be alternatively expressed

as fh ˝ w 2 Cobar�
.H / j h ˝ w D 1H ˝ sl.�lh/wg, where w 2 C �.H /. Using

then the isomorphism f W Al �Hl
Cobar�

.H / Š C �.H / given by (1.15), one easily
checks that b B f D f B .idAl

˝ b0/, i.e., the induced differential coincides with that
of the Hochschild complex. This proves the first isomorphism.

To prove the second isomorphism, use the bar resolution in Mod.H / to com-
pute the left derived functor of Ar ˝H �W Mod.H / ! Mod.k/. We have Ar ˝H

Bar�.H / Š C�.H /, and one easily sees that the differentials coincide.

Remark 2.14. The definition of the Hochschild cohomology depends solely on the
underlying left bialgebroid structure of H . This is because for any left bialgebroid
Hl , the base algebra Al carries canonical left and right Hl -coactions given by left
source and target maps, respectively. By contrast, the definition of dual Hochschild
homology does depend on the Hopf algebroid structure: although the base algebra
Ar of the underlying right bialgebroid is naturally a right H -module, there is a priori
no canonical left H -module structure defined on it without the antipode.

2.5.4. Coefficients. Having identified Hochschild homology and cohomology as
derived functors, we can assume a different perspective and put coefficients in: for
M 2 ComodR.Hl/ with coaction �M and H flat as right Al -module (1.1), define

H
�
.H ;M/´ Cotor�

H .M;Al/:

If M is projective as a right Al -module, one may use the cobar complex to compute
these groups: using the isomorphism

M �Hl
Cobar�

.H / ŠM ˝Al
C

�
.H /; m˝ h˝ w 7! m � �l.h/˝ w;
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with inversem˝w 7! �M .m/˝w, wherew 2 C �.H /, as well as the isomorphism

M �Hl
Cobar�

.H /

Š fm˝ h˝ w 2M ˝Al
Cobar�

.Hl/ j m˝ h˝ w D �M .m � �lh/˝ wg;
similarly as above, one obtains the explicit corresponding complex with coefficients
in M .

Likewise, we put
H�.H ; N /´ TorH

�
.N;Al/

forN 2 Mod.H op/. If H is projective as leftAr -module (1.16), one may use the bar
resolution to write down the explicit complex computing these groups.

2.6. The case of commutative and cocommutative Hopf algebroids. For commu-
tative and cocommutative Hopf algebroids, one of the respective two cyclic theories
is particularly simple to calculate in terms of the associated Hochschild theory. This
phenomenon is known for Hopf algebras, cf. [KR1], Thm. 4.1, and originated from
Karoubi’s computation of the cyclic homology of kŒG� in [Ka], whereG is a discrete
group.

In a commutative Hopf algebroid, the underlying left bialgebroid may serve to de-
fine the right bialgebroid structure by means of the prescriptions Ar ´ Al , sr ´ tl ,
tr ´ sl , �r ´ �l , and �r ´ �l , recovering the notion of Hopf algebroids in [Ra].
On the other hand, cocommutativity for Hopf algebroids is defined as the cocommuta-
tivity of the underlying left bialgebroid Hl (which by (1.7) implies cocommutativity
for Hr as well) and only makes sense for commutative Al D Ar for which sl D tl
as well as sr D tr .

Proposition 2.15. (i) Let H be a commutative Hopf algebroid withAr D Al , sr D tl ,
tr D sl ,�r D �l , and �r D �l . Then Cobar�

.H / 2 ComodL.Hl/ is a para-cocyclic
object by means of the cocyclic operator

	 0
n.h

0 ˝ � � � ˝ hn/ D h0 � .1˝ 	n.h
1 ˝ � � � ˝ hn//;

where on the right-hand side the monoidal structure of Mod.H / is used.
(ii) Let H be a cocommutative Hopf algebroid over commutative base algebra

A with invertible antipode S . Then Bar�.H / is a para-cyclic H -module with cyclic
operator

t 0n.h0 ˝ � � � ˝ hn/ D h0h
.2/
1 : : : h.2/

n ˝ tn
�
h

.1/
1 ˝ � � � ˝ h.1/

n

�
:

In both cases one obtains cocyclic resp. cyclic structures if and only if S2 D id.

Proof. (i) Though we view the cobar complex as cosimplicial object in ComodL.Hl/,
it has a natural left H -module structure as in (1.10) from which it is also immediate
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that 	 0 is a morphism of graded left Hl -comodules. Let us now show that 	 0 is para-
cocyclic: from the explicit formula (2.5) of the cocyclic operator 	 , one easily shows
by induction that

h � 	j
n .h

1 ˝ � � � ˝ hn/ D 	j
n .h

1 ˝ � � � ˝ hjS�1h˝ � � � ˝ hn/;

for all 1 � j � n. With this equation we can now compute

	 0nC1
n .h0 ˝ � � � ˝ hn/ D 	 0n

n.h
0 � .1˝ 	n.h

1 ˝ � � � ˝ hn///

D 	 0n
n.h

0
.1/ ˝ h0

.2/ � 	n.h
1 ˝ � � � ˝ hn//

D 	 0n
n.h

0
.1/ ˝ 	n.h

1S�1h0
.2/ ˝ � � � ˝ hn//

D 	 0n�1
n .h0

.1/ ˝ h0
.2/ � 	2

n .h
1S�1h0

.3/ ˝ � � � ˝ hn//

D 	 0n�1
n .h0

.1/ ˝ 	2
n .h

1S�1h0
.3/ ˝ h2S�1h0

.2/ ˝ � � � ˝ hn//

:::

D h0
.1/ ˝ h0

.2/ � 	nC1
n .h1S�1h0

.nC2/ ˝ � � � ˝ hnS�1h0
.3//

D h0
.1/ ˝ h0

.2/ � .S2.h1S�1h0
.nC2//˝ � � � ˝ S2.hnS�1h0

.3///

D h0 ˝ S2h1 ˝ � � � ˝ S2hn:

The last equality is verified by writing out the expression and using the left comonoid
identities. This proves that 	 0 generates an action of the cyclic groups if and only if
S2 D id. The remaining cocyclic identities, compatibility with the ı0

i and � 0
i that is,

are easy to verify.
(ii) From sr D tr it follows that the space C�.H / carries a left Hr -coaction given

by �r.h1 ˝ � � � ˝ hn/ ´ h
.2/
1 : : : h

.2/
n ˝ h.1/

1 ˝ � � � ˝ h.1/
n , which appears in the

expression of the cyclic operator. One has

�r.tn.h1 ˝ � � � ˝ hn// D S�1.h1.2/ : : : hn�1.2/hn.1//h1
.2/

.1/
: : : hn�1

.2/

.1/

˝ S�1.h1.3/ : : : hn�1.3/hn.2//˝ h1
.1/

.1/
˝ � � � ˝ hn�1

.1/

.1/

D S�1hn.1/ ˝ tn.h1 ˝ � � � ˝ hn�1 ˝ hn.2//:

With this we now compute

t 0nC1
n .h0 ˝ � � � ˝ hn/

D t 0nn.h0h
.2/
1 : : : h.2/

n ˝ tn.h.1/
1 ˝ � � � ˝ h.1/

n //

D t 0n�1
n .h0h

.2/
1 : : : h

.2/
n�1h

.2/
n S�1hn

.1/

.1/
˝ t2n .h.1/

1 ˝ � � � ˝ h.1/
n�1 ˝ hn

.1/

.2/
//

D t 0n�1
n .h0h

.2/
1 : : : h

.2/
n�1tr�r.h

.1/
n /˝ t2n .h.1/

1 ˝ � � � ˝ h.2/
n //
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D t 0n�1
n .h0h

.2/
1 : : : h

.2/
n�1 ˝ t2n .h.1/

1 ˝ � � � ˝ h.1/
n�1 ˝ hn//

:::

D h0 ˝ tnC1
n .h1 ˝ � � � ˝ hn/

D h0 ˝ S�2h1 ˝ � � � ˝ S�2hn;

where the vertical dots mean the .n�1/-fold repetition of the previous manipulation.
To obtain the fourth line we have used sr D tr and

a1 � tn.h1 ˝ � � � ˝ hn/ � a2 D tn.h1 ˝ � � � ˝ a2 � hn � a1/; a1; a2 2 Ar ;

with respect to the respective .Ar ; Ar/-bimodule structure (1.16), as follows from
(2.9) and by exploiting the Takeuchi condition of the left coproduct on p. 427.

Theorem 2.16. Let H be a Hopf algebroid with involutive antipode.
(i) When H is commutative with Al D Ar , sl D tr , tl D sr , �l D �r , �l D �r ,

and flat as right Al -module (1.1), one has

HC�
.H / Š L

i�0

HH��2i .H /:

(ii) When H is cocommutative and projective as left Ar -module (1.16), there is a
natural isomorphism

HC�.H / Š L
i�0

HH��2i .H /:

Proof. (i) Consider (cf. [Ts], [Lo]) Tsygan’s double complex CC�
.Cobar�

.H // of the
cocyclic left Hl -comodule Cobar�

.H /. Since Cobar�
.H / is a resolution of Al in the

category of left Hl -comodules, the double complex CC�
.Cobar�

.H // is a resolution
(in the sense of hypercohomology, see [We], Sec. 5.7) of the cochain complex

Al� W 0! Al ! 0! Al ! 0! � � � ;
with the first 0 in degree zero. From the explicit form of the cyclic operator in
Proposition 2.15, one easily observes that the natural isomorphism

Al �Hl
Cobar�

.H / Š C �
.H /

of (1.15) is one of cocyclic k-modules. This identifies cyclic cohomology of H as
the hyper-derived Cotor, written Cotor, of Al with values in the chain complex Al�:

HC�
.H / D Cotor�

.Al ; Al�/:

Clearly, any resolution for Al defines a resolution of the complex Al� by putting 0 in
the even degree columns, and therefore Cotor�

.Al ; Al�/ D
L

i�0 HH��2i .H /.
(ii) is proved in very much the same fashion, this time identifying HC�.H / D

Tor�.Ar ; Al�/, the hyper-derived functors of Ar ˝H �W Mod.H /! Mod.k/.
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3. Examples

In this section we discuss examples of Hopf algebroids and compute their cyclic
homology and cohomology groups.

3.1. The enveloping Hopf algebroid of an algebra. A very simple example of a
Hopf algebroid is given by the enveloping algebra Ae D A ˝k A

op of an arbitrary
(unital) k-algebra A. It is a left bialgebroid over A by means of the structure maps
sl.a/´ a˝k 1, tl.b/´ 1˝k b,�l.a˝b/´ .a˝k 1/˝A .1˝k b/, �l.a˝k b/´
ab, and a right bialgebroid over Aop by means of sr.b/´ 1˝k b, tr.a/´ a˝k 1,
�r.a ˝ b/ ´ .1 ˝k a/ ˝A .b ˝k 1/, �r.a ˝k b/ ´ ba. With the antipode
S.a˝k b/´ b ˝k a, these data coalesce to a Hopf algebroid.

Proposition 3.1. Let A be a k-algebra and Ae its enveloping algebra.
(i) The Hopf-cyclic cohomology of Ae is trivial, i.e.,

HC�
.Ae/ D

´
k if � D 0;
0 else:

(ii) The dual Hopf-cyclic homology of Ae equals the cyclic homology of the
k-algebra A

HC�.A
e/ D HCalg

�
.A/:

Proof. (i) was proved in [CM3]. It actually also follows by cyclic duality from (ii).
To prove (ii), one just writes out the cyclic object associated to Ae; it is exactly equal
to the cyclic object Aalg;\ associated to the algebra A.

Recall that, when passing to the periodic theory, the right-hand side in (ii) yields
the noncommutative generalisation of classical de Rham cohomology, cf. [C2].

3.2. Étale groupoids. Notation. LetE and F be vector bundles (or more generally,
c-soft sheaves of vector spaces) over two manifolds X and Y , respectively. Suppose
thatf W X ! Y is an étale map and f̨ W E Š f �F an isomorphism of vector bundles
over X . Then the push-forward (or fibre sum) of f , denoted by f� W c.X;E/ !
c.Y; F /, is defined by

.f�s/.y/ D P
f .x/Dy

f̨ .s.x//;

where x 2 X , y 2 Y and s 2 c.X;E/. This construction is functorial in the obvious
sense.

Another class of examples of Hopf algebroids comes from étale groupoids, as
essentially already noted in [Mrč1], [Mrč2] (a different way to obtain a (topological)
Hopf algebroid from an étale groupoid is described in [KamTa]). A groupoid G, to
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start with, is a small category in which each arrow is invertible. We denote the space
of objects by M and the space of arrows by G. The structure maps can be organised
in the following diagram:

G2
m�! G

i�! G
s

�
t
M

u�! G:

Here u is the unit map, s and t are the source and target of arrows in G, i is the
inversion and m the multiplication defined on the space of composable arrows:

G2 ´ G s�t
M G D f.g1; g2/ 2 G � G; s.g1/ D t .g2/g:

A Lie groupoid is a groupoid G � M for which G andM are smooth manifolds and
all structure maps listed above are smooth. In an étale groupoid, these are assumed
to be local diffeomorphisms. For simplicity of exposition, we will assume that G is
Hausdorff.

Associated to an étale groupoid is its convolution algebra C1
c .G/ with product

.f1 
 f2/.g/ D P
g1g2Dg

f1.g1/f2.g2/; (3.1)

where f1; f2 2 C1
c .G/ and g; g1; g2 2 G. We shall equip this noncommutative

algebra with the structure of a Hopf algebroid in the following way: the base algebra
is given by the commutative algebraC1

c .M/ and we put sl D tl D sr D tr D u�, the
push-forward along the inclusion of the units. We are left with two C1

c .M/-actions
on C1

c .G/ by left and right multiplication with respect to which we define the tensor
products˝ll,˝rl and˝rr. The formula

�.f1 ˝ f2/.g1; g2/´ f1.g1/f2.g2/;

with f1; f2 2 C1
c .G/ and g1; g2 2 G, induces isomorphisms

�s;t W C1
c .G/˝rl C1

c .G/ ��!Š C1
c .G s�t

M G/ D C1
c .G2/;

�t;t W C1
c .G/˝ll C1

c .G/ ��!Š C1
c .G t�t

M G/;

�s;s W C1
c .G/˝rr C1

c .G/ ��!Š C1
c .G s�s

M G/:

(3.2)

That these maps are indeed isomorphisms can be derived from a more general result
on sheaves in [Mrč2], p. 271. With this, we define the left coproduct�l W C1

c .G/!
C1

c .G/˝ll C1
c .G/ Š C1

c .G t�t
M G/ by the formula

�lf .g1; g2/´
´
f .g1/ if g1 D g2;

0 else:

Alternatively, this is simply the push-forward along the diagonal inclusion d l W G!
G t�t

M G, g 7! .g; g/. In a similar fashion, the right coproduct is defined as�r D d r� ,
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where d r W G! G s�s
M G is again the diagonal. Left and right counit are defined as

the push-forward along the target resp. source map:

.�lf /.x/´
P

t.g/Dx

f .g/ and .�rf /.x/´ P
s.g/Dx

f .g/:

Finally, the antipode S W C1
c .G/! C1

c .G/ is given by the groupoid inversion:

.Sf /.g/´ f .g�1/:

Proposition 3.2. WhenM is compact, C1
c .G/ is a Hopf algebroid over C1.M/ by

means of the structure maps mentioned above.

Proof. We remark that compactness of M is needed in order to make both algebras
C1

c .M/ and C1
c .G/ unital. The fact that .C1

c .G/; C1.M/;�l ; �l/ is a left bial-
gebroid having an antipode S with certain properties was already shown in [Mrč2],
Prop. 2.5. The right bialgebroid structure follows at once by replacing G by its op-
posite Gop. It remains to verify the Hopf algebroid axioms in which left and right
bialgebroid structures are intertwined: for example, twisted coassociativity is obvi-
ous. As for the second identity in (1.5), let f 2 C1

c .G/ and compute

.f.1/ 
 S.f.2///.g/ D
P

g1g2Dg

f.1/.g1/f.2/.g
�1
2 /

D P
g1g�1

1
Dg

f .g1/

D
´P

t.g1/Dx f .g1/ if g D 1x for some x 2M;
0 else;

D .sl�lf /.g/:

The remaining identities in Definition 1.2 are left to the reader.

3.2.1. Cyclic cohomology. The Hopf-cyclic cohomology of this example is easily
computed:

Proposition 3.3. The Hopf-Hochschild cohomology of C1
c .G/ is trivial except in

degree 0, i.e.,

HH�
.C1

c .G// Š
´
C1.M/ � D 0;
0 else:

Hence, for the (periodic) Hopf-cyclic cohomology of C1
c .G/ one has

HP0.C1
c .G// Š C1.M/; HP1.C1

c .G// Š 0:
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Proof. Generalising a construction in [Cr3] for group algebras, define the following
periodic resolution of C1.M/ by cofree (left) C1

c .G/-comodules:

I W 0! C1.M/
u��! C1

c .G/
˛�! C1

c .G/
ˇ�! C1

c .G/
˛�! � � � ;

where ˛.f / ´ f � f jM and ˇ.f / ´ f jM . According to Theorem 2.13, the
Hochschild cohomology groups are computed by C1.M/�C 1

c .G/ I , i.e., by means

of 0 ! C1.M/
0�! C1.M/

id�! C1.M/
0�! C1.M/

id�! � � � . Then one has
HHn.C1

c .G// D C1.M/ for n D 0 and zero in all other cases. Applying an SBI
sequence argument, the second statement follows.

3.2.2. Cyclic homology and groupoid homology. For the dual homology theory,
consider the nerve G� ´ fGngn�0 of G defined as usual

G0 ´M; Gn ´ f.g1; : : : ; gn/ 2 G�n; s.gi / D t .giC1/; 1 � i � 0g;
equipped with face operators di W Gn ! Gn�1 defined by

di .g1; : : : ; gn/ D

8̂<
:̂
.g2; : : : ; gn/ if i D 0;
.g1; : : : ; gigiC1; : : : ; gn/ if 1 � i � n � 1;
.g1; : : : ; gn�1/ if i D n;

(3.3a)

whereasd0; d1 W G1 ! G0 are given by source and target map, respectively. Equipped
with degeneracies si W Gn ! GnC1 given as

si .g1; : : : ; gn/ D
´
.1t.g1/; g1; : : : ; gn/ if i D 0;
.g1; : : : ; gi ; 1s.gi /; giC1; : : : ; gn/ if 1 � i � n; (3.3b)

the nerve is a simplicial manifold whose geometric realisation is a model for the
classifying space BG. Denote by 	n W Gn ! M the map 	n.g1; : : : ; gn/ D t .g1/.
Given a representation E of G, that is a vector bundle E over M equipped with an
action of G, define

C d
n .GIE/´ c.Gn; 	

�
nE/:

This space of chains carries a differential @ W C d
n .GIE/! C d

n�1.GIE/ given by

@´
nP

iD0

.�1/i .di /�;

where the push-forward is defined with respect to the tautological isomorphisms
	�

nE Š d�
i 	

�
n�1E for 1 � i � n and g1 W Es.g1/ ! Et.g1/ is the isomorphism

	�
nE Š d�

0 	
�
n�1E at .g1; : : : ; gn/ 2 Gn. This defines a differential because of the

simplicial identities of the underlying face maps, and its homology is the groupoid
homology of E, denoted as Hd

�
.G; E/, cf. [CrMoe].
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Theorem 3.4. Let G be an étale groupoid. There are natural isomorphisms

HH�.C
1
c .G// Š Hd

�
.G;C/;

HC�.C
1
c .G// Š L

n�0

Hd
�C2n.G;C/:

Proof. The obvious generalisation of the isomorphism (3.2) to higher degrees yields

�n
s;t W C�.C

1
c .G// ��!Š C1

c .G�/ D C d
�
.G;C/; (3.4)

where C denotes the trivial representation on the line bundle M � C. To identify
the differential, remark that the convolution product (3.1) is simply the push-forward
along the multiplication mapm W G2 ! G, and right and left counit the push-forwards
along source and target maps, i.e., �r D s�, �r B S�1 D �l D t�. It is then a
straightforward check that the isomorphism (3.4) intertwines the simplicial maps (2.8)
with the push-forwards along the face operators (3.3a) on G�, and this identifies the
differential with the groupoid homology differential @. This proves the first assertion.
The second follows from Theorem 2.16.

Remark 3.5. In particular, the isomorphism (3.4) is an isomorphism of cyclic mod-
ules: the operators Qtn W Gn ! Gn,

Qtn.g1; : : : ; gn/´ ..g1g2 : : : gn/
�1; g1; : : : ; gn�1/ (3.5)

for n � 2, and t1.g/ ´ g�1, t0 ´ idG0
define a cyclic operation on G� such that

C1
c .G/ together with the push-forwards of (3.3a), (3.3b) and (3.5) becomes a cyclic

module. One then has with respect to the dual Hopf-cyclic operator (2.9):

.�n
s;t tn.f

1 ˝rl � � � ˝rl f n//.g1; : : : ; gn/

D �n
s;t .S

�1.f 1
.2/ 
 � � � 
 f n�1

.2/ 
 f n/˝rl f 1
.1/ ˝rl � � � ˝rl f n�1

.1/ /.g1; : : : ; gn/

D P
g�1

1
Dg0

1
:::g0

n

f 1
.2/
.g0

1/ : : : f
n�1

.2/
.g0

n�1/f
n.g0

n/f
1

.1/
.g2/ : : : f

n�1
.1/

.gn/

D f 1.g2/ : : : f
n�1.gn/f

n..g1 : : : gn/
�1/;

and this is exactly the push-forward of Qtn.

Remark 3.6. The first isomorphism of the theorem above readily generalises as
follows: let E be a representation of G. Then E ´ c.M;E/ is a module over
C1

c .G/ by the action

.f � '/.x/ D P
t.g/Dx

f .g/'.s.g//;

where f 2 C1
c .G/ and ' 2 c.M;E/. With this module, we have

H�.C
1
c .G/IE/ Š Hd

�
.G; E/:
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Remark 3.7. Analogously as in group theory, a little computation reveals that the
Hopf–Galois map from Lemma 2.8 and its inverse are (via the isomorphisms (3.2))
the push-forwards of the following maps on the groupoid level:

Q'n W Gn ! Gn; .g1; : : : ; gn/ 7! .g1; g1g2; : : : ; g1g2 : : : gn/;

where Gn ´ f.g1; : : : ; gn/ 2 G�n; t .gi / D t .giC1/; 1 � i � 0g, with inverse

z n W Gn ! Gn; .g1; : : : ; gn/ 7! .g1; g
�1
1 g2; : : : ; g

�1
n�1gn/:

3.2.3. Relationwith the computationsofBrylinski–NistorandCrainic. In [BrN],
[Cr1] the cyclic homology of C1

c .G/ as an algebra, i.e., not as a Hopf algebroid, was
computed. Let us show how the present result fits into that computation. A funda-
mental tool in the papers mentioned above was the “reduction to loops”

C1
c .G/alg;\

n ! c.Bn; 	
�1
n C1

M �.nC1//; (3.6)

where on the left-hand side we have the usual cyclic object associated to an algebra
(but using topological tensor products). The space

Bn ´ f.g0; : : : ; gn/ 2 G�.nC1/ j t .gi / D s.gi�1/ for 1 � i � n; t.g0/ D s.gn/g;
above is the so-called higher Burghelea space of closed strings of nC 1 composable
arrows and 	n W Bn !M�.nC1/ is here the map 	n.g0; : : : ; gn/ D .t.g0/; : : : ; t .g0//.
This is a simplicial space by defining face operators d 0

i W Bn ! Bn�1,

d 0
i .g0; g1; : : : ; gn/ D

´
.g0; : : : ; gigiC1; : : : ; gn/ if 0 � i � n � 1;
.gng0; g1; : : : ; gn�1/ if i D n;

and degeneracy operators s0
i W Bn ! BnC1,

s0
i .g0; g1; : : : ; gn/ D

´
.g0; : : : ; gi ; 1t.giC1/; giC1; : : : ; gn/ if 0 � i � n � 1;
.g0; : : : ; gn; 1s.gn// if i D n:

Furthermore, it has a cyclic operator t 0n W Bn ! Bn defined by

t 0n.g0; : : : ; gn/ D .gn; g0; : : : ; gn�1/;

turning B� into a cyclic object in the category of manifolds. The map (3.6) is a
morphism of cyclic objects if we equip the right-hand side with the cyclic structure
induced by B�, together with the (twisted) cyclic structure of the cyclic object .C1

M /\

in the category of sheaves onM . This is the diagonal of a bicyclic complex which is
quasi-isomorphic to its total complex. On the level of Hochschild homology, this is
the Eilenberg–Zilber theorem (see, for example, [We], Thm. 8.5.1), which – in one
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direction – is implemented by the Alexander–Whitney map. Applying the HKR map
on the level of sheaves, one eventually finds

HH�.C
1
c .G// Š L

pCqD�

Hp.ƒ.G/;
^q
T �B0/:

The groupoid ƒ.G/´ B0 Ì G is disconnected in general, which induces a decom-
position of the Hochschild and cyclic homology. The component G 	 ƒ.G/ is called
the unit component, and for this one finds

HH�.C
1
c .G//Œ1� Š

L
pCqD�

Hp.G;
^q
T �M/: (3.7)

We compare this with the Hopf-cyclic theory as follows: using the isomorphisms
(3.2), one has for the fundamental space from §2.4

Bn.C
1
c .G// Š C1

c .Bn/:

One easily checks that the induced simplicial and cyclic operators are equal to the
push-forwards along the simplicial and cyclic maps onB� as above. In a similar spirit,
the invariant map C1

c .Gn/ ,! C1
c .Bn/ from (2.11) is induced by the morphism

Gn ! Bn; .g1; : : : ; gn/ 7! ..g1 : : : gn/
�1; g1; : : : ; gn/:

With this, we now see that the map

HHalg
�
.C1

c .G//! HHHopf
�

.C1
c .G//

induced by the projectionC1
c .G/\ ! B�.C

1
c .G// is in turn induced by the projection

onto the degree zero component
L

i�0

^i
T �M ! C of representations of G.

Remark 3.8. As remarked in [Cr2], the dual cyclic homology of a Hopf algebra
captures the full “localisation at units” of the cyclic homology of the underlying
algebra. Here we see explicitly that this is not the case for Hopf algebroids: the right-
hand side of (3.7) has far more components than those appearing in Theorem 3.4.

3.3. Lie–Rinehart algebras. Important examples of Hopf algebroids also arise
from Lie–Rinehart algebras as we shall now explain.

3.3.1. Definitions. Here we briefly recapitulate the basic definitions and properties
of Lie–Rinehart algebras, cf. [Ri], [H1]. Let A be a commutative algebra over the
ground ring k, containing Q. A Lie–Rinehart algebra over A is a pair .A;L/, where
L is a k-Lie algebra equipped with an A-module structure and a morphism of k-Lie
algebras L! Derk A, X 7! fa 7! X.a/g such that

.aX/.b/ D a.X.b//; X 2 L; a; b 2 A;
ŒX; aY � D aŒX; Y �CX.a/Y; X; Y 2 L; a 2 A:
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The morphism L ! Derk.A/ is usually referred to as the anchor of .A;L/. For
convenience we shall also assume that A is unital in what follows.

A Lie–Rinehart algebra is the algebraic analogue of the notion of a Lie algebroid
in differential geometry. The algebraic geometric generalisation is given by a sheaf
of Lie algebroids, defined over a locally ringed space. In fact, a Lie–Rinehart algebra
defines such a sheaf over the affine scheme Spec.A/.

A left .A;L/-module over a Lie–Rinehart algebra is a left A-module M which is
also a left Lie algebra module over L with action X ˝k m 7! X.m/ satisfying

.aX/.m/ D a.X.m//; X.am/ D X.a/mC aX.m/:
Alternatively, we can view a left .A;L/-module as an A-module M equipped with a
flat left .A;L/-connection: this is a map rl W M ! HomA.L;M/ satisfying

rl
X .am/ D arl

X .m/CX.a/m (3.8)

for all a 2 A, X 2 L and m 2M . Flatness amounts to the usual condition

Œrl
X ;rl

Y � D rl
ŒX;Y �

for all X; Y 2 L. We write Mod.A;L/ for the category of left .A;L/-modules.
The universal enveloping algebra of a Lie–Rinehart algebra .A;L/ is constructed

as follows [Ri]: the direct A-module sum A˚ L can be made into a k-Lie algebra
by means of the Lie bracket

Œ.a1; X1/; .a2; X2/�´ .X1.a2/ �X2.a1/; ŒX1; X2�/:

Let U.A˚L/ denote its universal enveloping algebra and UC.A˚L/ the subalgebra
generated by the canonical image of A˚L in U.A˚L/. For z 2 A˚L, denote by
z0 its canonical image in UC.A˚L/. The quotient VL´ UC.A˚L/=I , where I
is the two-sided ideal in UC.A˚L/ generated by the elements .az/0 � a0z0, a 2 A,
is called the universal enveloping algebra of the Lie–Rinehart algebra .A;L/. It
comes equipped with a k-algebra morphism iA W A ! VL, as well as a morphism
iL W L! Lie.VL/ of k-Lie algebras, subject to the conditions

iA.a/iL.X/ D iL.aX/; iL.X/iA.a/� iA.a/iL.X/ D iA.X.a//; a 2 A; X 2 L:
It is universal in the following sense: for any other triple .W; �L; �A/ of a k-algebra
W and two morphisms �A W A ! W, �L W L ! Lie.W/ of k-algebras and k-Lie
algebras, respectively, that obey

�A.a/�L.X/ D �L.aX/; �L.X/�A.a/ � �A.a/�L.X/ D �A.X.a//

for all a 2 A, X 2 L, there is a unique morphism ˆ W VL! W of k-algebras such
that ˆ B iA D �A and ˆ B iL D �L. This property shows that the natural functor
Mod.VL/! Mod.A;L/ is an equivalence of categories. With this, the Lie–Rinehart
cohomology of .A;L/ with values in a left .A;L/-module M is defined as

H
�
.L;M/´ Ext�

VL.A;M/: (3.9)
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The Poincaré–Birkhoff–Witt theorem. The algebra VL carries a canonical filtra-
tion

VL.0/ � VL.1/ � VL.2/ � � � � (3.10)

by defining VL.�1/ ´ 0, VL.0/ ´ A and VL.p/ to be the left A-submodule of VL

generated by iL.L/p , i.e., products of the image of L in VL of length at most p.
Since aD �Da 2 VL.p�1/ for all a 2 A and D 2 VL.p/, left and right A-module
structures coincide on VL.p/=VL.p�1/. It follows that the associated graded object
gr.VL/ inherits the structure of a graded commutative A-algebra.

LetS �

ALbe the graded symmetricA-algebra ofL andSp
AL its degreep part. When

L is projective over A, the Poincaré–Birkhoff–Witt theorem (cf. [Ri], and [NWX] in
the context of Lie algebroids) states that the canonicalA-linear epimorphism SAL!
gr.VL/ is an isomorphism of A-algebras. While iA is always injective, in this case
even iL is injective and we may identify elements a 2 A andX 2 Lwith their images
in VL. Hence, the symmetrisation


 W Sp
AL! VL.p/; X1 ˝ � � � ˝Xp 7! 1

pŠ

P
�2Sp

X�.1/ : : : X�.p/;

where Xi 2 L or Xi 2 A induces an isomorphism of left A-modules SAL! VL.

3.3.2. The associated Hopf algebroid. The fact that Lie–Rinehart algebras give
rise to left bialgebroids in the sense of Definition 1.1 by means of their enveloping
algebras has been observed before in the literature, cf. [X2], [KR2], [MoeMrč]. In
this section we shall determine the extra datum needed to define a Hopf algebroid
structure.

In the previous section, we have discussed the category of left VL-modules, and
its interpretation on the level of the Lie–Rinehart algebra as flat connections (3.8).
Let us now consider right VL-modules. A right .A;L/-connection (cf. [H2]) on an
A-module N is a map rr W N ! Homk.L;N / which fulfills

rr
X .an/ D arr

Xn �X.a/n; (3.11)

rr
aXn D arr

Xn �X.a/n; a 2 A; X 2 L; n 2 N: (3.12)

Again, the connection is called flat if one has Œrr
X ;rr

Y � D rr
ŒY;X�

for all X; Y 2 L,
in which case they integrate to a right VL-module. If L is A-projective of finite
constant rank, then by [H2], Thm. 3, flat right .A;L/-connections on A correspond
to flat left .A;L/-connections on

Vmax
A L, the maximal exterior power of L. As such

they were introduced in [X1] in the context of Lie algebroids to define Lie algebroid
homology. In the more general context of Lie–Rinehart algebras such flat right
.A;L/-connections on A need not exist at all, cf. Remark 3.12.

For M a right .A;L/-module – or, equivalently, a right VL-module – we define
Lie–Rinehart homology with coefficients in M by

H�.L;M/´ TorVL
�
.M;A/: (3.13)
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We will now describe left and right bialgebroid structures on VL: to start with, set

sr � tr � sl � tl � iA W A ,! VL:

With this identification at hand, the various A-module structures on VL reduce to
left and right multiplication in VL. With this, we write ˝ll for the tensor product in
Mod.VL/ and˝rr for the one in Mod.VLop/.

Proposition 3.9. Flat left and right .A;L/-connections on A correspond to respec-
tively left and right bialgebroid structures on VL over A.

Proof. Flat left and right .A;L/-connectionsrl andrr onA give rise to resp. left and
right VL-actions on A which will be denoted, only in this proof, by .D; a/ 7! D � a
and .a;D/ 7! a �D for a 2 A and D 2 VL. Define left and right counit by

�l.D/´ D � 1A; �r.D/´ 1A �D
forD 2 VL. In particular, we have of course �l.a/ D a D �r.a/ for a 2 A. Seen as
maps VL! A, one has by the properties of a left connection

�l.D�l.E// D .D�l.E// � 1A D D � �l.E/ D D � .E � 1A/ D .DE/ � 1A D �l.DE/

with D;E 2 VL, and also, by (3.11) and (3.12),

�r.�r.D/E/ D 1A � .�r.D/E/ D �r.D/ �E D .1A �D/ �E D 1A � .DE/ D �r.DE/:

Define left and right coproduct by setting on generators X 2 L, a 2 A,

�lX D 1˝ll X CX ˝ll 1 � �l.X/˝ll 1; �la D a˝ll 1;

�rX D 1˝rr X CX ˝rr 1 � �r.X/˝rr 1; �ra D a˝rr 1:

Extending these maps to the whole of VL by requiring them to corestrict to k-
algebra morphisms �l W VL ! VL �A VL and �r W VL ! VL �A VL into the
respective Takeuchi products (cf. p. 427) associated to the .A;A/-bimodule struc-
tures (1.1) and (1.2), respectively, one easily checks that .VL;A; iA; �l ; �l/ is a left
and .VL;A; iA; �r ; �r/ is a right bialgebroid, respectively.

Remark 3.10. The anchor of a Lie–Rinehart algebra yields a canonical flat left
.A;L/-connection and therefore defines a left bialgebroid structure. The associated
left counit �l is simply the projection VL! A, and one has �l.X/ D 0 and �lX D
X ˝ll 1C 1˝ll X for X 2 L. This is the left bialgebroid structure on VL of [X2],
[KR2], [MoeMrč], which we from now on will fix as the (canonical) left bialgebroid
structure on VL. Observe however that for the right bialgebroid structure there is no
canonical choice, and in general �r.X/ ¤ 0 for X 2 L.
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Next we will define an antipode: let .A;L/ be a Lie–Rinehart algebra and rr a
right .A;L/-connection onA, and define the operator �L

r D �r W L! A,X 7! rr
X1A.

Define a pair of maps SL W L! VL and SA W A! VL by

SL.X/ D �X C �r.X/; SA.a/ D a; a 2 A; X 2 L:
Combining (3.11) with (3.12), this implies that SL.aX/ D �aX Crr

Xa:

Proposition 3.11 (Antipodes for Lie–Rinehart algebras). The pair .SA; SL/ extends
to a k-algebra antihomomorphism S W VL! VL if and only if the underlying right
.A;L/-connection onA is flat. In such a case S is an involutive antipode with respect
to the canonical left bialgebroid structure and the right bialgebroid structure from
Proposition 3.9.

Conversely, givenak-module isomorphismS W VL! VL satisfyingS.a1Da2/ D
a2S.D/a1 for allD 2 VL, a1; a2 2 A, and S.1/ D 1, the assignment

rr W A! Homk.L;A/; a 7! fX 7! �l.S.X/a/g;
defines a right .A;L/-connection on A which is flat if and only if S is a k-algebra
antihomomorphism.

Proof. We use the universal property of VL: clearly SA W A! VL is a morphism of
k-algebras. Next, compute

ŒSLX;SLY � D ŒX; Y �C ŒY; �r.X/� � ŒX; �r.Y /�C �r.X/�r.Y / � �r.Y /�r.X/

D ŒX; Y �C Y�r.X/ �X�r.Y /

D SL.ŒY;X�/ � �r.ŒY;X�/C Y�r.X/ �X�r.Y /

C �r.X/�r.Y / � �r.Y /�r.X/

D SL.ŒY;X�/ � rr
ŒY;X�1A Crr

X�r.Y / � rr
Y �r.X/

D SL.ŒY;X�/ � rr
ŒY;X�1A Crr

Xrr
Y 1A � rr

Yrr
X1A

D SL.ŒY;X�/C .Œrr
X ;rr

Y � � rr
ŒY;X�/.1A/:

The term between brackets is the curvature of rr , so SL W L ! Lie.VLop/ is a
morphism of k-Lie algebras if and only if rr is flat. We now check

SA.a/SL.X/ D �XaC a�r.X/ D �aX Crr
Xa D SL.aX/

and also

SL.X/SA.a/ � SA.a/SL.X/ D �aX C a�r.X/CXa � a�r.X/ D SA.X.a//:

Thus by the universal property of VL, there exists a unique homomorphismS W VL!
VLop which fulfillsS BiA D SA andS BiL D SL. If the connection is flat, the antipode
axioms including S2 D id are straightforward to check by considering a PBW basis
of VL and making use of the antihomomorphism property.
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For the converse statement, we need to check the properties (3.11) and (3.12) in
order to be a right connection. As for (3.11), we compute

rr
X .ab/ D �l.S.X/ab/

D �l..�XaC a�r.X//b/

D �l..�aX �X.a/C a�r.X//b/

D a�l.S.X/b/ �X.a/b
D arr

Xb �X.a/b;
and (3.12) is left to the reader. To show flatness if and only if S is a k-algebra
antihomomorphism, use again the universal property of VL to compare

ŒrY ;rX �.a/ D �l.S.Y /�l.S.X/a// � �l.S.X/�l.S.Y /a//

D �l.S.Y /S.X/a// � �l.S.X/S.Y /a/:

with rŒX;Y �a D �l.S.ŒX; Y �/a/. This completes the proof.

Remark 3.12 (The left Hopf algebroid structure). Let VL˝rl VL denote the tensor
product defined with respect to the ideal generated by fDa˝E �D˝ aE; D;E 2
VL; a 2 Ag. Although the antipode S depends on the right connectionrr , the trans-
lation map VL! VL˝rl VL, D 7! DC ˝D� ´ D.1/ ˝ S.D.2// is independent
of rr . Indeed, evaluated on a PBW basis D D aXi1 : : : Xin , one finds

DC ˝D� D
nP

j D0

P
i1<���<ij

ij C1<���<in

.�1/n�jaXi1 : : : Xij ˝Xij C1
: : : Xin :

In [KoKr] it was proved that this defines a left Hopf algebroid (�A-Hopf algebra
[Sch2]) structure on VL, i.e., the Hopf–Galois map ˇ´ '2 W VL˝rl VL! VL˝ll

VL, D ˝ E 7! D.1/ ˝ D.2/E (see §2.3.3) is bijective with inverse D ˝ E 7!
DC˝D�E. Among others, this implies that the map above satisfies several identities
of which we will only list the three needed later on when dealing with jet spaces:

DC.1/ ˝DC.2/D� D D ˝ 1 2 VL˝ll VL; (3.14)

DC.1/ ˝DC.2/ ˝D� D D.1/ ˝D.2/C ˝D.2/� 2 VL˝ll VL˝rl VL; (3.15)

DCD� D �l.D/: (3.16)

Hence, ifA does not admit a flat right .A;L/-connection (see [KoKr] for a counterex-
ample), VL is merely a left Hopf algebroid, but not a Hopf algebroid. Since every
Hopf algebroid (with bijective antipode) can be described by two different kinds of
bijective Hopf–Galois maps (see Prop. 4.2 in [BSz] for details), we thus propose the
name left Hopf algebroid rather than �A-Hopf algebra (see also [Ko], §2.6.14, why
this is a reasonable terminology, apart from solving a pronunciation problem).
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3.3.3. The cyclic theory of VL. In this section we present the computations of the
Hopf-cyclic cohomology and dual Hopf-cyclic homology of the universal enveloping
algebra VL of a Lie–Rinehart algebra .A;L/. Let for the rest of this section L be
projective as a left A-module. Furthermore, let r D rr be a flat right .A;L/-
connection on A with associated right counit �r , and denote Ar for A equipped with
this right .A;L/-module structure. By Proposition 3.11, the connectionr determines
an antipode, and therefore the cyclic cohomology and homology are defined. In
the following we shall write Br for the corresponding cyclic cohomology operator
to stress this dependence; remark that the Hochschild operator b is independent
of r. Consider the exterior algebra

^�

AL over A equipped with the differential
@ W ^n

AL!
^n�1

A L defined by

@.aX1 ^ � � � ^Xn/

´
nP

iD1

.�1/iC1�r.aXi /X1 ^ � � � ^ yXi ^ � � � ^Xn

C P
i<j

.�1/iCjaŒXi ; Xj � ^X1 ^ � � � ^ yXi ^ � � � ^ yXj ^ � � � ^Xn:

Theorem 3.13. Let .A;L/ be a Lie–Rinehart algebra with L projective over A and
equipped with a flat right .A;L/-connection r on A. The antisymmetrisation map

X1 ^ � � � ^Xn 7! 1
nŠ

P
�2Sn

.�1/�X�.1/ ˝ll � � � ˝ll X�.n/

defines a quasi-isomorphism of mixed complexes

Alt W .^�

AL; 0; @/! .C
�
.VL/; b; Br/;

which induces natural isomorphisms

HH�
.VL/ Š ^�

AL; HP�
.VL/ Š L

n�� mod 2

Hn.L;Ar/:

Proof. The isomorphism for the Hochschild groups relies on a similar considera-
tion for k-modules [Car], [Kas2] and is also known in the Lie algebroid case [Cal],
Thm. 1.2. The proof of the algebraic case proceeds analogously: first one checks
that the morphism Alt W ^�

AL ! C �.VL/ indeed commutes with the differentials,
b B Alt D 0. Since the Hochschild cohomology only depends on the A-coalgebra
structure, it suffices to prove that the morphism gr.Alt/ W ^�

AL ! C �.gr.VL// Š
C �.SAL/ is a quasi-isomorphism: observe that SAL can be seen as the universal
enveloping algebra of the Lie–Rinehart algebra defined by theA-moduleL equipped
with zero bracket and zero anchor. With this, the PBW map SAL ! VL is an
isomorphism of A-coalgebras.

Assume firstL to be finitely generated projective over A. Localising with respect
to a maximal ideal m � A, the module Lm is free over Am of rank (say) r , and the



460 N. Kowalzig and H. Posthuma

morphism descends to a cochain morphism

gr.Alt/m W ^�

Am
Lm ! C

�
.SAmLm/:

We shall prove that this map is a quasi-isomorphism for all m. Fix a basis ei 2 Lm,
i D 1; : : : ; r , over Am as well as a dual basis ei 2 L�

m. We then have SAmLm Š
AmŒe1; : : : ; er �. The dual Koszul resolution of Am by left SAmLm-comodules has
the form

K 0 W Am
S�!Am Lm

d�! SAmLm ˝Am Lm
d�! SAmLm ˝Am

^2
Am

Lm
d�! � � �

with d DPr
iD1 �ei ˝ ei , that is,

d.D ˝X1 ^ � � � ^Xn/´
rP

iD1

�eiD ˝ ei ^X1 ^ � � � ^Xn:

Here �˛ denotes the action of ˛ 2 L� ´ HomA.L;A/ by derivations: �˛D ´
˛.D.1//D.2/, D 2 SAL, with respect to the coproduct �SL on SAL. Defining a
contracting homotopy by

s.D ˝X1 ^ � � � ^Xn/´
rP

iD1

.�1/iC1DXi ˝X1 ^ � � � ^ yXi ^ � � � ^Xn;

it can be checked thatK 0 yields a cofree resolution in the category ComodL.SAmLm/,
hence the resolution is also relative injective. To compare this with the cobar resolu-
tion, one shows that the natural map

D0 ˝D1 ˝ � � � ˝Dn 7! D0 ˝ pr.D1/ ^ � � � ^ pr.Dn/;

where pr W SAmLm ! Lm denotes the canonical projection, defines a cochain equiv-
alence. Indeed this amounts to the identity

.id˝ pr/�SLD D
rP

iD1

�eiD ˝ ei

for allD 2 SAmLm, an identity that is easily checked on generators. To compute the
Cotor groups, we use the natural isomorphism

Am �SAm Lm .SAmLm ˝Am

^�

Am
Lm/ Š ^�

Am
Lm;

which induces the zero differential on the right-hand side. By the fact that the pro-
jection .SAmLm/

˝n ! ^n
Am

Lm is a left inverse to Alt, the claim now follows.
In the general case where L is projective over A, but not finitely generated, there

exists as in [Lo], Thm. 3.2.2, a filtered ordered set J as well as an inductive system
of finitely generated projective (or even free) A-modules Lj such that

L ' lim�!j 2J
Lj :
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Since both HH (which is the derived functor Cotor here) as well as S commute with
inductive limits over a filtered ordered set, the projective case follows from the finitely
generated projective case.

To prove the second isomorphism, we need to show that Alt intertwines the cyclic
cohomology differential with @. The best way to do this is to use localisation onto
coinvariants. Let Br W C �.VL/! C ��1.VL/ and B W B�.VL/! B��1.VL/ denote
the cyclic cohomology differentials of the mixed complexes associated to the Hopf-
cocyclic module VL\ and the fundamental A-coalgebra cocyclic module VLcoalg;\,
respectively. As usual, B D N��1.1 � �/, where � ´ .�1/n	n, N ´ Pn

iD0 �
i ,

and ��1 ´ �n�1	n. Hence, B W Bn.VL/! Bn�1.VL/ is given explicitly by

B.D0 ˝ � � � ˝Dn/

D
nP

iD0

..�1/ni�l.D0/DiC1 ˝ � � � ˝Dn ˝D1 ˝ � � � ˝Di�1

� .�1/n.i�1/�l.Dn/DiC1 ˝ � � � ˝Dn�1 ˝D0 ˝ � � � ˝Di�1/:

Note that Bn.VL/ Š C nC1.VL/ as .A;A/-bimodules in this example. From our
general considerations in §2.2, we have Br B x‰coinv D x‰coinv B B for the morphism
x‰coinv W Bn.VL/! C n.VL/. Using its right inverse (2.6), it is seen that

Alt.aX1 ^ � � � ^Xn/ D x‰coinv
�

1
nŠ

P
�2Sn

.�1/�a˝X�.1/ ˝ � � � ˝X�.n/

�
:

Since L � ker �l and because �l is a left A-module map, we can compute

Br.Alt.aX1 ^ � � � ^Xn// D Br x‰coinv

�
1
nŠ

P
�2Sn

.�1/�a˝X�.1/ ˝ � � � ˝X�.n/

�
D x‰coinvB

�
1
nŠ

P
�2Sn

.�1/�a˝X�.1/ ˝ � � � ˝X�.n/

�
D x‰coinv

�
1

.n�1/Š

P
�2Sn

.�1/�aX�.1/ ˝ � � � ˝X�.n/

�
D 1

.n�1/Š

P
�2Sn

.�1/�S.aX�.1// � .X�.2/ ˝ � � � ˝X�.n//:

Now as an element in VL˝lln it is easy to see that

�n�1
l S.aX/ D �

nP
iD1

1˝ � � � ˝ 1„ ƒ‚ …
i�1 times

˝aX ˝ 1˝ � � � ˝ 1„ ƒ‚ …
n�i times

C�r.aX/˝ 1˝ � � � ˝ 1„ ƒ‚ …
n�1 times
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for a 2 A, X 2 L. With this one then obtains

1

.n � 1/Š
X

�2Sn

.�1/�S.aX�.1// � .X�.2/ ˝ � � � ˝X�.n//

D 1

.n � 1/Š
X

�2Sn

.�1/��r.aX�.1//X�.2/ ˝ � � � ˝X�.n/

� 1

.n � 1/Š
nX

iD1

X
�2Sn

.�1/�aX�.2/ ˝ � � � ˝X�.1/X�.i/ ˝ � � � ˝X�.n/

D Alt
� Pn

iD1.�1/iC1�r.aXi /X1 ^ � � � ^ yXi ^ � � � ^Xn

CP
i<j .�1/iCjaŒXi ; Xj � ^X1 ^ � � � ^ yXi ^ � � � ^ yXj ^ � � � ^Xn

�
D Alt

�
@.a˝X1 ^ � � � ^Xn/

�
:

(3.17)

This completes the proof.

Theorem 3.14. Let .A;L/ be a Lie–Rinehart algebra. Under the same assumptions
as in Theorem 3.13, there are natural isomorphisms

HH�.VL/ Š H�.L;Ar/; HC�.VL/ Š L
i�0

H��2i .L;Ar/:

Proof. The first isomorphism follows from Theorem 2.13, together with the definition
(3.13) of Lie–Rinehart homology as a Tor functor. The second isomorphism follows
from Theorem 2.16 (ii).

Proposition 3.15. The isomorphism of Hochschild homology above is induced by the
chain morphism

'�1
n B nŠ Alt W .^n

AL; @/! .Cn.VL/; b/;

where ' is the Hopf–Galois map of Lemma 2.8.

Proof. In view of Theorem 2.10 it is equivalent to prove that the map Alt W ^�

AL!
C �.VL/ maps the differential @ W ^n

AL!
^n�1

A L to

Lb´ �n�1 B 	n C
n�1P
iD0

.�1/iC1�i ;

i.e., Alt B @ D Lb BAlt on C �.VL/. Since the maps �i are just given by the left counit
acting on the i th slot of the tensor product, the second sum is zero when evaluated on
the image of Alt, and we are left with the term �n�1 B 	n, which gives

�n�1	n Alt.aX1 ^ � � � ^Xn/ D 1
nŠ

P
�2Sn

.�1/�S.aX�.1// � .X�.2/ ˝ll � � � ˝ll X�.n//:
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Inspection of the calculation (3.17) shows that this is exactly 1
n

Alt.@.aX1 ^ � � � ^
Xn//. Hence '�1

n B nŠAlt is a morphism of complexes. To prove that it is a quasi-
isomorphism, consider the so-called Koszul–Rinehart resolution

A
iA�! VL

b0

�! VL˝A L
b0

�! VL˝A
^2

AL
b0

�! � � � ;
with b0 W VL˝A

^n
L! VL˝A

^n�1
L given by

b0.D ˝X1 ^ � � � ^Xn/

D
nP

iD1

.�1/i�1DXi ˝X1 ^ : : : yXi � � � ^Xn

C P
1�i<j �n

.�1/iCjD ˝ ŒXi ; Xj � ^X1 ^ : : : yXi : : : yXj � � � ^Xn;

where D 2 VL and X1; : : : ; Xn 2 L. This is a projective resolution of A in the
category Mod.VL/. By the same computation as above, one shows that the map

nŠ.id˝ '�1
n B Alt/ W VL˝A

^n
AL! Barn.VL/

is a homotopy equivalence. Taking A˝VL � on both sides, one finds the map of the
proposition. This proves that it is a quasi-isomorphism.

3.4. Jet spaces

3.4.1. The dual jet space of a Lie–Rinehart algebra. In this section we describe
another Hopf algebroid associated to a Lie–Rinehart algebra .A;L/, the Hopf alge-
broid of L-jets. Some of its structure maps have been used before in the literature,
cf. [NeTs], [CalVdB], here we give a complete description: it is in a certain sense
the dual of VL. (Note added in proof : this Hopf algebroid was later independently
reobtained in [CalRoVdB], App. A.) In general, duality in the category of bialge-
broids has been described in [KadSz] (see [BSz] for an extension to Hopf algebroids)
assuming that the bialgebroid is finitely generated projective over the base algebra.
This is clearly not the case for VL, but each successive quotient VL.p/=VL.p�1/ in
the Poincaré–Birkhoff–Witt filtration (3.10) is projective, provided L is projective
over A.

For the remainder of this section, letL be finitely generated projective of constant
rank as an A-module. The space of p-jets of .A;L/ is then defined as

JpL´ HomA.VL�p; A/;

where VL�p denotes the elements in VL of degree p or less. The infinite jet space
is defined as the projective limit

J1L´ lim � JpL:
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By definition, J1L is complete with respect to the canonical PBW filtration (3.10).
In this section we will therefore always complete tensor products using this filtration
(cf. [Q1]).

We are now going to show that this space carries the structure of a Hopf algebroid
over A: first of all, there is a commutative algebra structure that can be described
using the (left) comultiplication on VL:

�1�2.D/ D �1.D.1//�2.D.2//; �1; �2 2 J1L; D 2 VL:

The unit for this multiplication is given by the left counit �l W VL! A, since

�l�.D/ D �l.D.1//�.D.2// D �.�l.D.1//D.2// D �.D/:
There are two homomorphisms s; t W A! J1L given by

s.a/.D/´ �l.aD/ D a�l.D/; t.a/.D/´ �l.Da/ D D.a/; a 2 A; D 2 VL;

where we recall that here and in the rest of this section D.a/´ �l.Da/, D 2 VL,
is the canonical VL-action on A given by extension of the anchor of .A;L/. A
small computation shows that the images commute, and therefore .J1L;A; s; t/ is
an .s; t/-ring. Next we consider the coproduct. For this we need the following:

Lemma 3.16. There is a canonical isomorphism

J1L˝A J1L Š lim �
p

HomA..VL˝rl
A VL/�p; A/:

Proof. By definition, J1L ˝A J1L is the quotient of J1L ˝k J1L by the ideal
generated by ft .a/�1 ˝ �2 � �1 ˝ s.a/�2; �1; �2 2 J1L; a 2 Ag: The first term
in this ideal, evaluated on D ˝E 2 VL˝k VL, we write as

.t.a/�1 ˝ �2/.D ˝E/ D t .a/�1.D/˝ �2.E/

D D.1/.a/�1.D.2//˝ �2.E/

D �1.�l.D.1/a/D.2//˝ �2.E/

D �1.Da/˝ �2.E/:

The second term gives

.�1 ˝ s.a/�2/.D ˝E/ D �1.D/˝ a�l.E.1//�2.E.2// D �1.D/˝ �2.aE/:

Note that these two expressions use exactly the .A;A/-bimodule structure on VL

used in the˝rl-tensor product. It therefore follows that the map

�1 ˝ �2 7! fD ˝E 7! �1.D�2.E//g
induces the desired isomorphism.
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Observe now that the product on VL descends to a mapm W VL˝rlVL! VL. We
can therefore dualise the product to obtain a coproduct � W J1L! J1L˝A J1L,

�.DE/μ �.�/.D ˝rl E/ D �.1/.D�.2/.E//:

Associativity of the multiplication implies that� is coassociative. The counit for this
coproduct is given by � W � 7! �.1VL/. It is now easy to verify that .J1L;A; s; t; �;�/
is a left bialgebroid, and since J1L is commutative, it is also a right bialgebroid.
Hence, to obtain a Hopf algebroid all we need is an antipode.

As observed in [NeTs], there are two left VL-module structures on J1L. First
there is the “obvious” module structure given by

.D �1 �/.E/´ �.ED/; � 2 J1L; D;E 2 VL:

Second, there is another left VL-module structure constructed as follows: consider the
A-module structure defined by left multiplication by the source map, i.e., .a��/.D/´
.s.a/�/.D/ D �.aD/: On this A-module, there is a canonical left connection, also
called the Grothendieck connection, given by

rl
X .�/.D/´ X

�
�.D/

� � �.XD/; � 2 J1L; D 2 VL; X 2 L: (3.18)

One easily checks that this connection is flat, and we can write the induced VL-module
structure as

.D �2 �/.E/ D DC.�.D�E//; D;E 2 VL;

where we used the canonical left Hopf algebroid structure on VL, cf. Remark 3.12.
With respect to the coproduct, these two module structures satisfy

�.D �1 �/ D D �1 �.1/ ˝ �.2/; �.D �2 �/ D �.1/ ˝D �2 �.2/: (3.19)

We now define the antipode on J1L to be

.S�/.D/´ �.D �2 �/ D DC
�
�.D�/

�
:

By construction, this is the map that intertwines the two module structures.

Theorem 3.17. Equipped with this antipode, J1L is a Hopf algebroid with involutive
antipode in the sense of Definition 1.2.

Proof. SinceL acts on VL via (3.18) by derivations,L! Derk.J
1L/ is a morphism

of Lie algebras. It therefore follows from the Poincaré–Birkhoff–Witt theorem that

D �2 .�1�2/ D .D.1/ �2 �1/.D.2/ �2 �2/:

Using this property, one finds that S is a homomorphism of commutative algebras:

S.�1�2/.D/ D .D �2 .�1�2//.1VL/

D ..D.1/ �2 �1/.D.2/ �2 �2//.1VL/

D ..S�1/.S�2//.D/:
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To prove that S2 D id, one first computes .S2�/.D/ D �l.DCD�C�.D��//; using
the properties of a left counit. Next, to find a simpler expression forDCD�C˝D�� 2
VL˝rl VL, apply the Hopf–Galois map ˇ from Remark 3.12 to it:

ˇ.DCD�C ˝D��/ D DC.1/D�C.1/ ˝DC.2/D�C.2/D��
D DC.1/D� ˝DC.2/

D 1˝D 2 VL˝ll VL:

Here (3.14) and the fact that VL is cocommutative were used. Hence

DCD�C ˝D�� D ˇ�1.1˝D/ D 1C ˝ 1�D D 1˝D 2 VL˝rl VL;

and therefore .S2�/.D/ D �.D/.
We now verify the axioms in Definition 1.2: since s D sl D tr , t D tl D sr , the

first one is trivially satisfied, whereas the second is equivalent to the coassociativity
of �, because � D �l D �r . For the third one, with (3.14), (3.16), and the Leibniz
rule for the canonical left VL-action on A we compute

S.s.a//.D/ D DC
�
a�l.D�/

� D �l.DC.1/a/�l.DC.2/D�/ D D.a/ D t .a/.D/;
for a 2 A, D 2 VL, and S B t D s then follows using S2 D id. Finally, since S
is an algebra homomorphism and an involution, it suffices to prove one of the two
identities in (1.5). For example, with (3.15) and (3.16) we obtain

�.1/S.�.2//.D/ D �.1/.D.1//D.2/C.�.2/.D.2/�//
D �.1/.DC.1//DC.2/.�.2/.D�//
D �.1/.DC�.2/.D�//
D �.DCD�/
D �l.D/�.1/ D s.�.�//.D/;

and this is precisely the second identity in (1.5). This completes the proof that J1L
has the structure of a Hopf algebroid with involutive antipode.

Remark 3.18. Theorem 3.17 is remarkable in the sense that whereas the universal
enveloping algebra VL of a Lie–Rinehart algebra carries no canonical Hopf algebroid
structure, its dual J1L is a Hopf algebroid without making further choices. Close
inspection of the preceding proof shows that the Hopf algebroid structure – more
precisely the antipode – depends solely on the left Hopf algebroid structure on VL

which is canonical, i.e., does not depend on the choice of a flat right connection.

Remark 3.19. In the construction of the jet space – now written as J1
l
L – we

considered VL as an A-module by left multiplication. Right multiplication leads to
a space J1

r L, a priori without much structure. Only after introducing a flat right
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.A;L/-connection on A we can introduce a ring structure using the right coproduct
�r on VL, as well as source and target maps using the right counit �r . This does
again lead to a Hopf algebroid, but one easily proves that the map � 7! � BS defines
an isomorphism J1

l
L ! J1

r L of Hopf algebroids, where S is the antipode on VL

constructed from the same flat right connection as in Proposition 3.11.

3.4.2. The cyclic theory of J1L. Let .A;L/ be a Lie–Rinehart algebra. If L is
A-projective, Lie–Rinehart cohomology with values inA (cf. (3.9)) can be computed
by the complex .HomA.

^�

AL;A/; d/ with differential d W ^n
AL!

^nC1
A L defined

by

d!.X0 ^ � � � ^Xn/ D
nP

iD0

.�1/iXi .!.X0; : : : ; yXi ; : : : ; Xn//

C P
i<j

.�1/iCj!.ŒXi ; Xj �; X0; : : : ; yXi ; : : : ; yXj ; : : : ; Xn/:

Theorem 3.20. Let .A;L/ be a Lie–Rinehart algebra, where L is finitely generated
A-projective of constant rank. There are canonical isomorphisms

HH�
.J1L/ Š H �

.L;A/; HC�
.J1L/ Š L

i�0

H �C2i .L;A/:

Proof. Write L� ´ HomA.L;A/. By the given conditions we have
^�

AL
� Š

HomA.
^�

AL;A/. To compute Hochschild cohomology, instead of the cobar resolu-
tion one can use the dual of the Koszul–Rinehart resolution given by (cf. [NeTs])

0! A
s�! J1L r�! J1L˝A

^1
AL

� r�! J1L˝A
^2

AL
� r�! � � � ;

where r is the continuation of the Grothendieck connection, cf. (3.18):

r.� ˝ !/.X1; : : : ; XnC1/

D
nC1P
iD1

.�1/i�1rl
Xi
� ˝ !.X1; : : : ; yXi ; : : : ; XnC1/

C P
i<j

.�1/iCj� ˝ !.ŒXi ; Xj �; X1 : : : ; yXi ; : : : ; yXj ; : : : ; XnC1/

for � 2 J1L, ! 2 ^n
AL

� and X1; : : : ; XnC1 2 L. It follows from (3.19) that this is
indeed a cofree resolution of A in the category of left J1L-comodules (observe that
s W A! J1L is a morphism of left J1L-comodules). To compute the Cotor groups,
we take invariants and apply the isomorphism (1.15),

^�

AL
� ��!Š A�J1L .J

1L˝A
^�

AL
�/;

given byX1^� � �^Xn 7! 1A˝1J1L˝X1^� � �^Xn. Since the unit in J1L is given
by the left counit �l W VL! A, the induced differential is exactly the differential for
Lie–Rinehart cohomology. This proves the isomorphism for Hochschild cohomology.
The second isomorphism on cyclic cohomology follows from Theorem 2.16 (i).
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Theorem 3.21. Let .A;L/ be a Lie–Rinehart algebra, where L is finitely generated
A-projective of constant rank. There is a natural morphism of mixed complexes

F W .C�.J
1L/; b; B/! .

^�

AL
�; 0; d/

defined in degree n by

F.�1 ˝ � � � ˝ �n/.X1 ^ � � � ^Xn/´ .�1/n.S.�1/ ^ � � � ^ S.�n//.X1; : : : ; Xn/;

which induces isomorphisms

HH�.J
1L/ Š ^�

AL
�; HP�.J

1L/ Š Q
i�0

H �C2i .L;A/:

Proof. This statement is very much the dual of Theorem 3.13. The dual of the PBW
isomorphism gives J1L Š OSAL

� as commutative algebras. Similar to Lemma 3.16
there is a canonical isomorphism

Cn.J
1L/ Š lim �

p

HomA..VL
˝lln/.p/; A/;

induced by the map

.�1 ˝ � � � ˝ �n/.D1 ˝ � � � ˝Dn/ D S.�1/.D1/ : : : S.�
n/.Dn/:

Observe that Cn.J
1L/ is defined here with respect to the tensor product in the

category ComodR.J
1L/, the dual of ˝rr, and the antipode is needed to go from

(the duals of) VL˝rrn to VL˝lln to make the map F well defined. Since J1L is a
commutative algebra, it maps the Hochschild differential b to zero.

Clearly, F is a morphism of A-modules, where A acts on C�.J
1L/ by multi-

plication by t .a/; a 2 A, on the first component. We can therefore localise with
respect to a maximal ideal m � A to prove that F is a quasi-isomorphism. As in
the proof of Theorem 3.13, Lm is free of rank r over Am, and we choose a basis
ei 2 Lm; e

i 2 L�
m; i D 1; : : : ; r . The Koszul resolution

0 Am
� � J1Lm

@0

 � J1Lm ˝Am L�
m

@0

 � J1Lm ˝Am

^2
Am

L�
m

@0

 � � � �
is a free resolution of Am in the category Mod.J1Lm/ with differential

@0.� ˝ !/ D
rP

iD1

ei� ˝ �ei
!:

The natural map J1Lm ˝Am

^�

Am
L�

m ! Bar�.J
1Lm/ given by

� ˝ ˛1 ^ � � � ^ ˛n ´ �0 ˝ .˛1 B pr/ ^ � � � ^ .˛n B pr/;

is a morphism of complexes as one easily checks. Since S.˛ B pr/ D �˛ B pr for
˛ 2 L�, the map id˝Fm W Bar�.J

1Lm/! J1Lm˝Am

^�

Am
L�

m is a right inverse
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and induces the morphism F when taking the tensor product Am˝J1Lm � on both
sides. This proves the first claim.

As for the second, notice that one has Bn.J
1L/ Š CnC1.J

1L/ since J1L is
commutative, and the map to invariants ‰inv W Cn.J

1L/! CnC1.J
1L/ of §2.4 is a

morphism of cyclic modules. Explicitly, this map, when restricted to L�, is given by

‰inv.�
1 ˝ � � � ˝ �n/.X1 ˝ � � � ˝XnC1/

D S�1
.1/.X1/ : : : S�

n
.1/.Xn/rl

XnC1
.�1

.2/ : : : �
n
.2//.1/

D
nP

iD1

.S�1.X1/ : : :
3S�i .Xi / : : : S�

n.Xn//S�
i
.1/
.Xi /.XnC1.�

i
.2/
.1//� �i

.2/
.XnC1//:

Since the cyclic structure on C�C1.J
1L/ depends only on the structure of J1L as a

commutative algebra, it is well known (see, for example, [Lo]) that the morphism

�1 ˝ � � � ˝ �nC1 7! �nC1d�1 ^ � � � ^ d�n

induces a morphism of mixed complexes .C�.J
1L/Œ1�; b; B/ ! .

^�

AL
�; 0; d/.

Composing this morphism with ‰inv as above, one finds exactly the map stated in
the theorem. This proves that it intertwines the B-operator with the coboundary
operator for Lie–Rinehart cohomology. Since we already know that this map is a
quasi-isomorphism on the level of Hochschild homology, the SBI sequence implies
that it is a quasi-isomorphism for cyclic homology. This proves the theorem.

3.4.3. Lie groupoids. Here we explain the relationship between the previous con-
structions and so-called formal Lie groupoids [Kar], justifying the name jet spaces.
Among others, it gives a natural explanation of the Hopf algebroid structure.

LetX � Y be a closed subset of a smooth manifold Y . Its formal neighbourhood
is the commutative ring

J1
Y .X/´ C1.Y /=I1

X ;

where IX denotes the ideal of functions vanishing on X and I1
X D T

I nC1
X . It has

the following functorial property: let f W .X1; Y1/! .X2; Y2/ be a smooth map from
Y1 to Y2 with the property that f .X1/ � X2. This induces a canonical morphism of
rings f � W J1

Y2
.X2/! J1

Y1
.X1/ by pull-back.

Consider the Lie–Rinehart algebra arising from a Lie algebroid E.G/ of a Lie
groupoid s; t W G � M : this is the vector bundle overM defined by the kernel of the
derivative of the source map: E.G/´ ker.ds/jM . The derivative of the target map,
restricted to M , provides the anchor, so that the space of sections of E.G/ defines
a Lie–Rinehart algebra over A D C1.M/. Let C1

M denote the structure sheaf of
smooth functions on M , and define the sheaf

Jn
G ´ s�.C1

G =�nC1
M /;

on M , where �M denotes the sheaf of smooth functions on G vanishing on M . This
defines a sheaf of commutative algebras on M which has two natural inclusions
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C1
M ,! Jn

G given by pull-back via s or t . As above, J1
G denotes the projective limit

of these sheaves. The pair .M; J1
G / is a locally ringed space, and the ring of global

sections J1
G .M/ is the formal neighbourhood of M in G as defined above.

Remark 3.22. For the so-called pair groupoidM �M � M , source and target map
are given by the projection onto the first resp. second component. The associated Lie
algebroid overM is then nothing but the tangent bundle TM . Since the unit inclusion
is just the diagonal map, the definition above is the standard definition of the sheaf of
jets of smooth functions on M , cf., e.g., [KuSp], Ch. 1.

Proposition 3.23. There is a canonical isomorphism J
p
G.M/ Š Jp.E.G//.

Proof. On M there is a short exact sequence of vector bundles

0! E.G/! TGjM ds�! TM ! 0:

There is therefore a canonical map

J
p
G.M/! Jp.E.G//; f 7! fD 7! D.f /g;

where we viewD 2 VE.G/�p as a germ of a differential operator on G of order� p.
This map is clearly left C1

M -linear, so it indeed defines an element in Jp.E.G//.
Let .x1; : : : ; xs; y1; : : : ; yr/ W U ! RsCr be local coordinates on U � G, where
.x1; : : : ; xs/ are defined on U \M . For some f 2 C1

G .U / we have by Taylor’s
expansion

f .x; y/ D P
j˛j�p

D˛
yf .x; 0/

y˛

˛Š
mod �

pC1
M ; (3.20)

where ˛ D .˛1; : : : ; ˛r/ denotes a multiindex, j˛j D P
i ˛i , ˛Š D ˛1Š : : : ˛r Š, and

D˛
y D @j˛j=@y˛1

1 : : : @y
˛r
r . This gives locally a representative of each local section of

J
p
G as a polynomial of degree� p in they-coordinates. A general elementD 2 VL�p

can locally be written as
D D P

j˛j�p

c˛.x/D
˛
y ;

with c˛ 2 C1
M .U /, and this shows that the map defined above is an isomorphism in

each degree. Taking the projective limit proves the proposition.

As remarked, the formal neighbourhood J1
G .M/ comes equipped with two homo-

morphisms s; t W C1.M/ ! J1
G .M/ given by pull-back along the groupoid source

resp. target map. As a commutative algebra it therefore inherits the structure of an
.s; t/-ring.

Consider now the inclusion .u; u/ W M ,! G2 and define the sheaf

J1
G2
´ lim �

p

s�.C1
G2
=�

pC1
M /;

on M , where s W G2 !M is given by s.g1; g2/ D s.g1/.



The cyclic theory of Hopf algebroids 471

Proposition 3.24. There is a canonical isomorphism of sheaves

J1
G ˝C1

M
J1

G ��!Š J1
G2

by which the coproduct � is identified with the pull-back of the multiplication.

Proof. Define the morphism of sheaves as follows: let f1 and f2 be local sections of
J1

G . Define the local section f of J1
G2

stalkwise by

Œf �.g1;g2/ ´ Œf1�g1
Œf2�g2

:

Clearly, this morphism factors over the ideal generated by .s�C1
M ˝ 1� 1˝ t�C1

M /

in J1
G ˝ J1

G defining the tensor product and is therefore well defined. With respect
to G2, there is a short exact sequence

0! E.G2/! TG2
ds�! TM ! 0

of vector bundles over M , where E.G2/ is the vector bundle with fiber at x 2 M
given by

E.G2/x D f.X; Y / 2 E.G/x ˚E.G/x j dt.X/ D ds.Y /g:
It then follows from (3.20) that the map defined above is an isomorphism.

Next we turn to the antipode, given by the dual of the groupoid inversion map,
S ´ i�. Notice that on the level of sheaves i W G! G induces a morphism

i� W J1
G ! t�.C1

G =�1
M /;

but on the level of global sections it defines a homomorphism S W J1
G .M/! J1

G .M/

satisfyingS.s�f1�t
�f2/D s�f2S.�/t

�f1 for all� 2 J1
G .M/ andf1; f2 2 C1.M/.

With this antipode, it is easy to check that all Hopf algebroid axioms in Definition 1.2
are satisfied by the fact that G � M is a Lie groupoid.

Remark 3.25. It is clear from the construction above that not the full groupoid
G � M is needed, but rather its structure in a neighbourhood of M in G. Such an
object is called a local groupoid. Although for a general Lie algebroid there may be
obstructions to integrate to a Lie groupoid [CrF], one can always find an integrating
local Lie groupoid, see Cor. 5.1 of [CrF]. The previous construction gives therefore
an alternative proof of Theorem 3.17 for Lie algebroids.

Remark 3.26 (The van Est isomorphism). Let G be a compact Lie group with Lie
algebra g. One may consider G as a Lie groupoid with only one object, the unit, and
the previous construction defines a Hopf algebra of jets of functions onG at the unit.
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In this case, Vg D Ug, the universal enveloping algebra of g. Therefore J1g D OSg�,
and the preceding theorem gives

HC�.J
1.g// Š H �

Lie.g;R/:

On the other hand, C1.G/ has a Hopf algebra structure by dualising the struc-
ture maps of G, provided one uses the projective tensor product Ő and its property
C1.G/ Ő C1.G/ Š C1.G �G/, cf. [G]. For this Hopf algebra one has

HC�.C
1.G// Š L

i�0

H ��2i
diff .G;R/:

There is an obvious morphism C1.G/ ! J1.g/ of Hopf algebras by taking the
jet of a function at the unit. On the level of cyclic homology, this induces a map
H �

diff.G;R/! H �

Lie.g;R/, which is the van Est map.

Example 3.27 (The coordinate ring of an affine variety). Let A be the coordinate
ring of an affine variety X . For the Lie–Rinehart algebra .A;Derk A/ we have

J1.Derk.A// D lim �
p

.A˝ A=mpC1/;

where m � A˝A is the kernel ideal of the multiplication. We can consider this Hopf
algebroid to be the localisation of the enveloping algebra Ae – viz. the pair groupoid
– of §3.1 to the diagonal X � X �X . By Theorem 3.21 we have

HH�.J
1.X// Š ��

X; HP�.J
1.X// Š Q

i�0

H �C2i
alg .X/:

SinceA is commutative, we also have HC�.A/ Š H �

alg.X/. In view of Proposition 3.1,
compare this with the van Est isomorphism of the previous remark.
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[Mrč2] J. Mrčun, On duality between étale groupoids and Hopf algebroids. J. Pure Appl.
Algebra 210 (2007), 267–282. Zbl 1115.22003 MR 2311185

[NeTs] R. Nest and B. Tsygan, Deformations of symplectic Lie algebroids, deformations
of holomorphic symplectic structures, and index theorems. Asian J. Math. 5
(2001), 599–635. Zbl 1023.53060 MR 1913813

[NWX] V. Nistor, A. Weinstein, and P. Xu, Pseudodifferential operators on differential
groupoids. Pacific J. Math. 189 (1999), 117–152. Zbl 0940.58014 MR 1687747

[Q1] D. Quillen, Rational homotopy theory. Ann. of Math. (2) 90 (1969), 205–295.
Zbl 0191.53702 MR 0258031

[Q2] D. Quillen, Cyclic cohomology and algebra extensions. K-Theory 3 (1989),
205–246. Zbl 0696.16021 MR 1040400

[Ra] D. C. Ravenel, Complex cobordism and stable homotopy groups of spheres.
Pure Appl. Math. 121, Academic Press, Orlando, FL, 1986. Zbl 0608.55001
MR 0860042

[Ri] G. S. Rinehart, Differential forms on general commutative algebras. Trans. Amer.
Math. Soc. 108 (1963), 195–222. Zbl 0113.26204 MR 0154906

[Sch1] P. Schauenburg, Bialgebras over noncommutative rings and a structure theorem
for Hopf bimodules. Appl. Categ. Structures 6 (1998), 193–222. Zbl 0908.16033
MR 1629385

[Sch2] P. Schauenburg, Duals and doubles of quantum groupoids (�R-Hopf algebras).
In New trends in Hopf algebra theory (La Falda, 1999), Contemp. Math. 267,
Amer. Math. Soc., Providence, RI, 2000, 273–299. Zbl 0974.16036 MR 1800718

[S] M. E. Sweedler, Groups of simple algebras. Inst. Hautes Études Sci. Publ. Math.
44 (1974), 79–189. Zbl 0314.16008 MR 0364332

http://igitur-archive.library.uu.nl/dissertations/2009-0702-200408/UUindex.html
http://www.emis.de/MATH-item?05696939
http://www.ams.org/mathscinet-getitem?mr=2594665
http://www.emis.de/MATH-item?0258.58015
http://www.ams.org/mathscinet-getitem?mr=0380908
http://www.emis.de/MATH-item?0885.18007
http://www.ams.org/mathscinet-getitem?mr=1600246
http://www.emis.de/MATH-item?0884.17010
http://www.ams.org/mathscinet-getitem?mr=1369905
http://www.emis.de/MATH-item?05791732
http://www.ams.org/mathscinet-getitem?mr=2653938
http://www.emis.de/MATH-item?0986.16017
http://www.ams.org/mathscinet-getitem?mr=1836002
http://www.emis.de/MATH-item?1115.22003
http://www.ams.org/mathscinet-getitem?mr=2311185
http://www.emis.de/MATH-item?1023.53060
http://www.ams.org/mathscinet-getitem?mr=1913813
http://www.emis.de/MATH-item?0940.58014
http://www.ams.org/mathscinet-getitem?mr=1687747
http://www.emis.de/MATH-item?0191.53702
http://www.ams.org/mathscinet-getitem?mr=0258031
http://www.emis.de/MATH-item?0696.16021
http://www.ams.org/mathscinet-getitem?mr=1040400
http://www.emis.de/MATH-item?0608.55001
http://www.ams.org/mathscinet-getitem?mr=0860042
http://www.emis.de/MATH-item?0113.26204
http://www.ams.org/mathscinet-getitem?mr=0154906
http://www.emis.de/MATH-item?0908.16033
http://www.ams.org/mathscinet-getitem?mr=1629385
http://www.emis.de/MATH-item?0974.16036
http://www.ams.org/mathscinet-getitem?mr=1800718
http://www.emis.de/MATH-item?0314.16008
http://www.ams.org/mathscinet-getitem?mr=0364332


476 N. Kowalzig and H. Posthuma

[T] M. Takeuchi, Groups of algebras over A ˝ NA. J. Math. Soc. Japan 29 (1977),
459–492. Zbl 0349.16012 MR 0506407

[Ts] B. L. Tsygan, Homology of matrix Lie algebras over rings and the Hochschild
homology. Uspekhi Mat. Nauk 38 (1983), 217–218; Englsih transl. Russian
Math. Surveys 38 (1983), No.2, 198–199. Zbl 0526.17006 MR 695483

[We] C. A. Weibel, An introduction to homological algebra. Cambridge Stud. Adv.
Math. 38, Cambridge University Press, Cambridge 1994. Zbl 0797.18001
MR 1269324

[X1] P. Xu, Gerstenhaber algebras and BV-algebras in Poisson geometry. Comm.
Math. Phys. 200 (1999), 545–560. Zbl 0941.17016 MR 1675117

[X2] P. Xu, Quantum groupoids. Comm. Math. Phys. 216 (2001), 539–581.
Zbl 0986.17003 MR 1815717

Received June 12, 2009; revised February 7, 2010

N. Kowalzig, Department of Mathematics, Utrecht University, P.O. Box 80.010,
3508 TA Utrecht, The Netherlands

E-mail: kowalzig@ihes.fr

H. Posthuma, Department of Mathematics, University of Amsterdam, Korteweg-de Vries
Institute for Mathematics, P.O. Box 94.248, 1090 GE Amsterdam, The Netherlands

E-mail: H.B.Posthuma@uva.nl

http://www.emis.de/MATH-item?0349.16012
http://www.ams.org/mathscinet-getitem?mr=0506407
http://www.emis.de/MATH-item?0526.17006
http://www.ams.org/mathscinet-getitem?mr=695483
http://www.emis.de/MATH-item?0797.18001
http://www.ams.org/mathscinet-getitem?mr=1269324
http://www.emis.de/MATH-item?0941.17016
http://www.ams.org/mathscinet-getitem?mr=1675117
http://www.emis.de/MATH-item?0986.17003
http://www.ams.org/mathscinet-getitem?mr=1815717

	Introduction
	Hopf algebroids
	Preliminaries
	Bialgebroids
	Hopf algebroids
	Modules and comodules

	The cyclic theory
	Hopf-cyclic cohomology: the basic complexes
	The approach via coinvariants
	Dual Hopf-cyclic homology
	The approach via invariants
	Hochschild theory with coefficients
	The case of commutative and cocommutative Hopf algebroids

	Examples
	The enveloping Hopf algebroid of an algebra
	Étale groupoids
	Lie–Rinehart algebras
	Jet spaces

	References

