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Travelling front solutions arising in the chemotaxis-growth model
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We consider a bistable reaction-diffusion-advection system describing the growth of biological
individuals which move by diffusion and chemotaxis. We use the singular limit procedure to study
the dynamics of growth patterns arising in this system. It is shown that travelling front solutions
are transversally stable when the chemotactic effect is weak and, when it becomes stronger, they
are destabilized. Numerical simulations reveal that the destabilized solution evolves into complex
patterns with dynamic network-like structures.
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1. Introduction

Some biological individuals have a tendency to move preferentially toward higher concentrations
of chemicals in their environment, which is calledchemotaxis. It is experimentally observed, for
instance, that bacteria calledE.coli, which move by not only diffusion but also chemotaxis and
grow by performing cell-division, to exhibit complex spatio-temporal colony patterns (Budrene and
Berg [4, 5]).

For theoretical understanding of such chemotactic growth patterns, several continuum as well
as discrete models have been proposed so far (see Woodward et al. [25], Brenner et al. [3], Stevens
[19], Ezoe et al. [6], Kawasaki and Shigesada [12], for instance). In the previous paper (Mimura
and Tsujikawa [14]), we considered a chemotaxis-growth model to investigate the influence of the
chemotactic effect on growth patterns under the special situation where nutrients are constantly
supplied. Let the density of biological individuals beu(t, x) and the concentration of a chemical
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attractant bev(t, x) at timet and positionx in the planeR2. The model is described by
∂u

∂t
= du∆u− ∇(u∇χ(v))+ f (u),

∂v

∂t
= dv∆v + αu− βv,

t > 0, x ∈ R2, (1.1)

where the migration of individuals consists of two effects, “randomly walking” by diffusion and
“directed movements” by chemotaxis.du anddv are the diffusion rates ofu andv, respectively.χ(v)
is the chemotactic sensitivity function of the chemical attractant, satisfyingχ ′(v) > 0 for v > 0,
in the sense that the flux rate of individuals is the response to its chemical gradient distributed in
space. Several plausible forms ofχ(v) have been proposed (Ford and Lauffenburger [9]). A simple
example isχ(v) = kv with a constantk > 0. The growth termf (u) takes the formf (u) =

(g(u)− δ)u with growth rateg(u) and degradation rateδ modelling the stress due to waste products
(see [22], for instance). Ifg(u) includes the Allee effect (see [16], for instance), the functional form
of g(u) is threshold-like. For suitableδ, we may assumef (u) to have a cubic-like nonlinearity, that
is, f (u) satisfiesf (0) = f (u∗) = f (u∗) = 0 with two constantsu∗ andu∗ (0 < u∗ < u∗) where
f ′(0) < 0 andf ′(u∗) < 0. For the chemical attractantv, α is the production rate andβ is the
degradation rate, which are both positive constants.

For the system (1.1) we consider the situation where (i) the chemical attractant diffuses much
faster than the movement of individuals; (ii) individuals mainly move by chemotaxis rather than
diffusion. In order to model this situation, we conveniently introduce a small parameterε > 0 to
rewrite (1.1) in the following form:

∂u

∂t
= ε2∆u− ε∇(u∇χ(v))+ f (u),

∂v

∂t
= ∆v + u− γ v,

t > 0, x ∈ R2, (1.2)

whereγ is a positive constant andf (u) has three zeros 0, a and 1 (0< a < 1). Hereafter, we
simply specifyf (u) asf (u) = u(1− u)(u− a) with 0< a < 1. Note that (1.2) has three spatially
constant equilibria(u, v) = (0,0), (a, a/γ ) and(1,1/γ ) for which (0,0) and(1,1/γ ) are both
stable, while(a, a/γ ) is unstable, that is, (1.2) is a bistable system. For the boundary condition to
(1.2), it is biologically natural to impose

lim
|x|→∞

(u, v)(t, x) = (0,0), t > 0. (1.3)

If there is no chemotactic effect in the system, (1.2) with (1.3) simply reduces to the following
scalar bistable reaction-diffusion equation:

∂u

∂t
= ε2∆u+ f (u), t > 0, x ∈ R2, (1.4)

with the boundary condition
lim

|x|→∞
u(t, x) = 0, t > 0. (1.5)

The qualitative behaviour of solutions of (1.4), (1.5) has been intensively investigated by many
authors (see Aronson and Weinberger [1, 2], for instance). Suppose that the initial datau(0, x) is
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given such that the region whereu(0, x) > a is bounded and relatively large. Then the behaviour of
solutions to (1.4) essentially consists of two stages: (i) There occur internal layers which separate
R2 into two qualitatively different regions whereu nearly takes the value either 1 or 0, and (ii) if∫ 1

0 f (u)du > 0 (resp.< 0), the region whereu(t, x) is nearly 1 (we may call it the aggregating
region) expands (resp. shrinks) uniformly (Jones [10, 11]). Thus, in the absence of chemotaxis, the
pattern dynamics is so simple thatu expands uniformly and its shape becomes asymptotically disk-
like. If ε is sufficiently small, the behaviour of internal layers can be more precisely analyzed by
using the singular limit analysis (de Mottoni and Schatzman [15]). In the limitε ↓ 0, the layers
become interfaces, sayΓ (t), which indicate the boundary between two regionsΩ1(t) = {x ∈ R2

|

u(t, x) = 1} andΩ0(t) = {x ∈ R2
| u(t, x) = 0}, and the time evolution ofΓ (t) is approximately

described by
V (t) = ε(c − εκ(t)), (1.6)

whereV (t) is the normal velocity atΓ (t), which is oriented fromΩ1(t) to Ω0(t) andκ(t) is the
curvature atΓ (t). Herec is the velocity of the travelling front solutionu(x − ct) of the following
1-dimensional problem: {

ut = uxx + f (u), t > 0, x ∈ R,
u(t,−∞) = 1 and u(t,∞) = 0.

If
∫ 1

0 f (u)du > 0 (resp.< 0), we knowc > 0 (resp.< 0) (see Fife and McLeod [8], for example).
In particular, if the shape ofΓ (0) is given by a disk with radiusr0, Γ (t) is also a disk with radius
r(t), satisfying the simple differential equation

ṙ = ε(c − ε/r), t > 0, (1.7)

with r(0) = r0.
In this paper, we assume

∫ 1
0 f (u)du > 0 (or 0< a < 1/2) to require the situation where the

aggregating region uniformly expands in the absence of chemotactic effect, and study how this effect
influences the expanding pattern. More precisely, we study the dependence of the functional forms
of χ(v) on the stability of the expanding pattern. Let us first show some numerical computations
for (1.2), (1.3). To do it, we putχ(v) = kχ0(v) with maxv>0χ

′

0(v) = 1, so thatk is a parameter to
measure the intensity of the chemotactic effect. Let us specifyχ0(v) asχ0(v) = 8v2/3(3+ v2) (see
Schaaf [18], for instance). The first case is restricted to the radially symmetric situation with|x| = r,
that is, the initial condition is given byu(0, r) = 1 for 0< r < r0 andu(0, r) = 0 for r0 < r with
some constantr0 andv(0, r) ≡ 0 for anyr > 0. Because of radial symmetry, the solution of (1.2),
(1.3) is represented as(u, v)(t, r) where there occurs an internal layer inu(t, r), whose location is
described by a circle in such a way thatu takes the value nearly 1 inside and nearly 0 outside of
the circle. Whenk is small, one can easily expect by (1.7) that the circle of internal layer uniformly
expands with asymptotically constant velocity where the velocity is slightly slower than the one in
the casek = 0. Whenk increases, the influence of chemotaxis on the expanding circle becomes
apparent so that there appears a disk-like equilibrium solution. Whenk still increases, there is no
more disk-like equilibrium solution, the initial circle shrinks and finally becomes extinct [14]. These
phenomena clearly suggest that the chemotactic effect suppresses expanding of growth.

Next, we numerically consider the case where the initial shape ofu(0, x) is slightly deformed
from the circle. Whenk is small, the deformation instantly decays and the pattern recovers the
circular shape. However, whenk increases, the situation changes. The initial circular shape is
destabilized so that there appears a flower-like pattern (Figure 1a). Whenk increases further, the
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(a) (b) (c)

FIG. 1. Time evolution ofu(t, x) under non–radially symmetric initial conditions, where the curve the contourC(t) = {x ∈

R2
| u(t, x) = 0.1}. Parameters are choosen asε = 0.05,a = 0.1 andγ = 1.0 and the system size is 20× 20. (a) Formation

of the flower–like pattern (k = 1.3): (i) t = 0, (ii) t = 80, (iii) t = 160,(iv) t = 240, (v)t = 320, (vi) t = 400. (b) Formation
of network–like pattern (k = 2.0): (i) t = 0, (ii) t = 100, (iii) t = 200 (iv) t = 300, (v)t = 400, (vi) t = 500. (c) Formation
of the finger–like pattern (k = 5.0): (i) t = 0, (ii) t = 20, (iii) t = 40, (iv) t = 100, (v)t = 200, (vi) t = 300.

circular shape is destabilized to be a star-like one with multi-branches and then the resulting pattern
exhibits dynamic network-like structure through tip-splitting and coalescing processes (Figure 1b).
Whenk still increases further, the instability of the circular shape occurs, which is similar to the
initiation in Figure 1b and then each branch proceeds as if it were a 2-dimensional travelling finger
wave. Also a triple junction phenomenon is observed (Figure 1c). These numerical results indicate
that the chemotactic effect provides not only suppression of expanding but also shape-destabilization
of patterns.

In order to analytically understand the dependence of the chemotactic effect on these properties,
we consider the 1-dimensional travelling front solutions of (1.2) and their transversal stability in the
strip domainΩ` = {(x, y) ∈ R2

| −∞ < x < ∞, 0 < y < `} with width ` > 0, where the
boundary conditions are{

(u, v)(t,−∞, y) = (1,1/γ ), t > 0, 0< y < `,

(u, v)(t,+∞, y) = (0,0), t > 0, 0< y < `,
(1.8)

and 
(
∂u

∂y
,
∂v

∂y

)
(t, x,0) = (0,0), t > 0, −∞ < x < +∞,(

∂u

∂y
,
∂v

∂y

)
(t, x, `) = (0,0), t > 0, −∞ < x < +∞.

(1.9)

This paper is organized as follows: In Section 2, we apply the singular perturbation method
to (1.2) with a sufficiently smallε > 0 and show the existence of 1-dimensional travelling front
solutions(U ε, V ε)(z) (z = x − εθ(ε)t) with velocityεθ(ε). The profiles of(U ε, V ε)(z) are shown
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z

Vε(z) Uε(z)

FIG. 2. Spatial profiles of the travelling front solution(Uε, V ε)(z), where the parameters are as in Figure 1 exceptk = 1.0.

k*
k

FIG. 3. Dependence of the velocityθ∗(k) on k for a travelling front solution where2 means the velocity given by (2.11).
The parameters except fork are as in Figure 1.

in Figure 2; they demonstrate thatV ε(z) is smooth andU ε(z) possesses a single internal layer,
which becomes a sharp interface asε ↓ 0. As for the dependence ofk on the velocityθ(ε), it is
shown thatθ(ε) is decreasing withk and there isk∗(ε) with limε↓0 k

∗(ε) = k∗
= 2

√
γ c/χ ′

0(1/2γ )
such thatθ(ε) > 0 for 0< k < k∗(ε), while θ(ε) < 0 for k∗(ε) < k (Figure 3). Consequently, this
result indicates that chemotaxis suppresses expanding of patterns.

In Section 3, we use the singular limit analysis asε ↓ 0 to study the transversal stability of
the travelling front solutions(U ε, V ε)(z) in the strip domainΩ`. Our result (Theorem 2) reveals
that the transversal stability crucially depends on the sign ofχ ′′

0 (vI) wherevI is the value of the 1-
dimensional travelling front solutionV ε(z) at the interfacial point, which is obtained by taking the
limit ε ↓ 0. If χ ′′

0 (vI) 6 0, the solution is stable for anyk > 0 and` > 0. However, ifχ ′′

0 (vI) > 0,
the stability depends on the value ofk. Whenk is small, travelling front solutions are stable for any
fixed ` > 0, while they are destabilized whenk increases. In order to show the stability property,
we consider the distribution of eigenvalues of the linearized eigenvalue problem of (1.2), (1.8), (1.9)
around the planar travelling front solution, depending on the parametersk and`. It should be noted
that the fastest growing mode, saym, of the perturbations given in the planar interface isO(ε−1/3)

for sufficiently smallε > 0, that is, the fastest growing wavelength 2`/m isO(ε1/3). This indicates
that the destabilized pattern in short time does not depend on the width` but on the smallness ofε.
We remark that this behaviour is also observed in reaction-diffusion systems with activator-inhibitor
interaction [21]. In Section 4, we give some remarks on our results. Finally, the Appendix is devoted
to the proofs of the lemmas used in Section 3.
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The following function spaces are used in this paper:

Cunif(R) ≡ {u | u is bounded and uniformly continuous onR},

C2
unif(R) ≡

{
u ∈ C2(R)

∣∣ u(x), d

dx
u(x),

d2

dx2
u(x) ∈ Cunif(R)

}
,

L2
µ(R) ≡

{
u ∈ L2(R)

∣∣∣∣ ‖u‖L2
µ

≡

( ∫
R

|eµ|x|u(x)|2 dx

)1/2

< ∞

}
,

H s(R) ≡ the interpolation space [H 1(R), L2(R)]1−s for 0< s < 1,

H−1(R) ≡ the dual space ofH 1(R), H−s(R) ≡ the dual space ofH s(R),

andC2
c.u.(R) indicates uniform convergence on any compact subset ofR with respect toC2(R)-

norm.

2. Travelling front solutions

We will briefly demonstrate how 1-dimensional travelling front solutions of (1.2), (1.8) can be
constructed, by using the well known singular perturbation methods. By introducing the travelling
coordinatez = x−εθt with velocityεθ in (1.2), one finds that the travelling front solution(u, v)(z)
satisfies the following system:{

0 = ε2uzz + εθuz − εk[uχ ′

0(v)vz]z + f (u),

0 = vzz + εθvz + u− γ v,
z ∈ R, (2.1)

with the boundary conditions

(u, v)(−∞) = (1,1/γ ) and (u, v)(+∞) = (0,0). (2.2)

We first construct the outer and inner approximate solutions of (2.1) with (2.2), taking the limit
ε ↓ 0.

2.1 Outer and inner solutions

By puttingε = 0 in (2.1), the lowest outer solution(u0, v0) of (2.1) satisfies{
0 = f (u),

0 = vzz + u− γ v,
z ∈ R. (2.3)

From the first equation of (2.3) with the boundary conditions (2.2), we may takeu0(z) as

u0(z) =

{
0 (z > 0),

1 (z < 0).
(2.4)

Substituting it into the second equation of (2.3), we obtainv0(z) as

v0(z) =


1

2γ
exp(−

√
γ z) (z > 0),

1

γ
−

1

2γ
exp(

√
γ z) (z < 0),

(2.5)
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which belongs toC1(R). (u0, v0)(z) is called anoutersolution of (2.1), (2.2) inR. Sinceu0(z) is
discontinuous atz = 0, it is not an approximate solution of (2.1) in a neighbourhood ofz = 0, so
that we have to look for another approximate solution there. In order to construct an approximate
solution in a neighbourhood ofz = 0, we introduce the usual stretched variableξ = z/ε and rewrite
(2.1) as {

0 = ũξξ + {θ − kχ ′

0(ṽ)ṽz}ũξ − εk{χ ′

0(ṽ)ṽz}zũ+ f (ũ),

0 = ṽξξ + ε2
{θṽξ + ũ− γ ṽ},

ξ ∈ R, (2.6)

where(ũ, ṽ)(ξ) = (u, v)(εξ). Puttingε = 0 in (2.6) and notingv0(0) = 1/2γ , we obtain{
0 = ũξξ + {θ − kχ ′

0(ṽ)ṽz}ũξ + f (ũ),

0 = ṽξξ ,
ξ ∈ R, (2.7)

with the boundary conditions 
ũ(−∞) = 1, ũ(+∞) = 0,

ṽ(±∞) =
1

2γ
.

(2.8)

Since the second equation of (2.7) with (2.8) leads toṽ(ξ) ≡ 1/2γ , the first equation of (2.7) is

0 = ũξξ +

{
θ +

k

2
√
γ
χ ′

0

(
1

2γ

)}
ũξ + f (ũ). (2.9)

In order to solve the equation (2.9) with (2.8), we need the following lemma:

LEMMA 1 (Fife and McLeod [8]) For any fixedζ ∈ (0,1), there exists a uniquec such that the
following problem has a unique decreasing solutionW(ξ ; c):{

0 = Wξξ + cWξ + f (W), ξ ∈ R,
W(−∞) = 1, W(+∞) = 0, W(0) = ζ.

(2.10)

Furthermore, if
∫ 1

0 f (u)du > 0 (resp.< 0), thenc > 0 (resp.< 0).

Lemma 1 indicates that a solutionũ of (2.9) with (2.8) is given bỹu(ξ) = W(ξ) with θ∗(k) =

c − kχ ′

0(1/2γ )/2
√
γ ; (ũ, ṽ)(z/ε) is called aninner solution in a neighbourhood ofz = 0.

2.2 Existence of 1-dimensional travelling front solutions

By matching the outer and inner solutions obtained above, travelling front solutions of the problem
(2.1), (2.2) can be constructed (see Fife [7], Mimura et al. [13], for example). The result is stated as
follows:

THEOREM 1 Fix k > 0 arbitrarily. There isε0 > 0 such that for anyε ∈ (0, ε0), (2.1), (2.2) has a
solution(U ε, V ε)(z) with θ = θ(ε; k) satisfying

lim
ε↓0

θ(ε; k) = θ∗(k) = c −
k

2
√
γ
χ ′

0

(
1

2γ

)
. (2.11)
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The solution(U ε, V ε) is represented as

U ε(z) = W(z/ε)+ pε(z) and V ε(z) = v0(z)+ qε(z),

where(pε, qε) is an error term for smallε > 0 in view of the following convergences: lim
ε↓0

U ε(z) = u0(z) uniformly in (−∞,−δ) ∪ (δ,+∞),

lim
ε↓0

V ε(z) = v0(z) uniformly in R, (2.12)

with any small constantδ > 0 and
lim
ε↓0

ũε(ξ) = W(ξ) in C2
c.u.(R),

lim
ε↓0

ṽε(ξ) =
1

2γ
in C2

c.u.(R),
(2.13)

where(ũε, ṽε)(ξ) = (U ε, V ε)(εξ).

The profile of(U ε, V ε)(z) is shown in Figure 2. By (2.11), we immediately obtain

PROPOSITION1 (i) If
∫ 1

0 f (u)du 6 0 (c 6 0), thenθ∗(k) < 0 for anyk > 0.

(ii) If
∫ 1

0 f (u)du > 0 (c > 0), then there is the critical valuek∗
= 2

√
γ c/χ ′

0(1/2γ ) such that
θ∗(k) > 0 for any 0< k < k∗, while θ∗(k) < 0 for anyk > k∗.

For the case (ii) of Proposition 1, the dependence ofθ∗(k) andθ(ε; k) onk is shown in Figure 3.
The uniqueness of the travelling front solution of (2.1), (2.2) has been numerically confirmed,
although it is still unsolved. Sinceεc = εθ(ε; 0) is the velocity of the travelling front solution
of (2.1), (2.2) in the absence of chemotaxis (k = 0), (2.11) indicates that chemotaxis suppresses the
expansion of patterns.

3. Transversal stability of travelling front solutions

In Section 1, by numerical simulations, we found that chemotaxis effects destabilization of patterns.
In order to show this theoretically, we focus on the travelling front solutions(U ε, V ε)(z) and study
their transversal stability in a strip domainΩ` = R × (0, `). We first define thelinearizedstability
of travelling front solutions of (1.2), (1.8), (1.9) as follows:

DEFINITION A travelling front solution of (1.2), (1.8), (1.9) istransversally stableexcept for
translational invariance inx if and only if zero is a simple eigenvalue of the eigenvalue problem
associated with the linearized system of (1.2), (1.8), (1.9) around the travelling front solution and
the remaining spectrum is contained in a closed sector lying in the left complex half-plane (see
Volpert et al. [24], for instance). The travelling front solution isunstableif it is not stable.

We only study the distribution of eigenvalues of the eigenvalue problem of the linearized system
of (1.2), (1.8), (1.9) around the travelling front solutions(ûε, v̂ε)(z, y) = (U ε, V ε)(z) with velocity
εθ(ε; k) in the strip domainΩ`. Here we writeθ(ε; k) as θ(ε) for simplicity. The eigenvalue
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problem for(p, q)(z, y) associated with (1.2), (1.8), (1.9) is given by



λp =

[
ε2

(
∂2

∂z2
+
∂2

∂y2

)
+ εθ(ε)

∂

∂z
− εk

{
(χ ′

0(v̂
ε)v̂εz )

∂

∂z

+ (χ ′

0(v̂
ε)v̂εz )z

}
+ f ′(ûε)

]
p − εk

[
ûεχ ′

0(v̂
ε)

(
∂2

∂z2
+
∂2

∂y2

)
+ {ûεχ ′′

0 (v̂
ε)v̂εz + (ûεχ ′

0(v̂
ε))z}

∂

∂z
+ (ûεχ ′′

0 (v̂
ε)v̂εz )z

]
q,

(z, y) ∈ Ω`,

λq = p +

{(
∂2

∂z2
+
∂2

∂y2

)
+ εθ(ε)

∂

∂z
− γ

}
q,

(3.1)

with the boundary conditions

p(±∞, y) = 0, q(±∞, y) = 0, 0< y < `,

∂p

∂y
(z,0) = 0,

∂q

∂y
(z,0) = 0, z ∈ R,

∂p

∂y
(z, `) = 0,

∂q

∂y
(z, `) = 0, z ∈ R.

For (p, q)(z, y) ∈ L2(Ω`)× L2(Ω`), we define(pm, qm)(z) (z ∈ R,m = 0,1,2, . . .) by

pm(z) =

∫ `

0
p(z, y)Ym(y)dy, qm(z) =

∫ `

0
q(z, y)Ym(y)dy,

where

Ym(y) =


1

√
`

for m = 0,√
2

`
cos

(
mπy

`

)
for m > 1.

Then(p, q)(z, y) is expanded as

p(z, y) =

∞∑
m=0

pm(z)Ym(y), q(z, y) =

∞∑
m=0

qm(z)Ym(y)

in L2(Ω`). It thus follows from (3.1) that the equations for(pm, qm)(z) with ω = mπ/` are given
by 

λpm = (Lε − ε2ω2)pm −Nε,ωqm,
z ∈ R,

λqm = pm + (Mε
− ω2)qm,

pm, qm ∈ C2
unif(R),

(3.2)
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where

Lε ≡ ε2 d2

dz2
+ ε{θ(ε)− kχ ′

0(V
ε)V εz }

d

dz
− εk{χ ′

0(V
ε)V εz }z + f ′(U ε),

Nε,ω
≡ εk

[
U εχ ′

0(V
ε)

{
d2

dz2
− ω2

}
+ {U εz χ

′

0(V
ε)+ 2U εχ ′′

0 (V
ε)V εz }

d

dz
+ {U εχ ′′

0 (V
ε)V εz }z

]
,

Mε
≡

d2

dz2
+ εθ(ε)

d

dz
− γ.

For the eigenvalues of (3.2), we obtain the following two lemmas:

LEMMA 2 There is a constantC1 > 0 and for any givend > 0 there isε1 > 0 such that any
eigenvalueλ ∈ C of (3.2) satisfies either Reλ < −C1 or

|ε2ω2
+ λ| < d for 0< ε < ε1 andω > 0. (3.3)

This lemma indicates that the distribution of eigenvalues of (3.2) is divided into two classes as
ε ↓ 0: one class is the distribution of eigenvalues of the orderO(1) which have negative real part
and the other is of the ordero(1). Therefore, the distribution of the latter eigenvalues is critical for
the stability of travelling front solutions. By (3.3), we may assume that there is a positive function
d(ε) with limε↓0 d(ε) = 0 such that

|ε2ω2
+ λ| < d(ε). (3.4)

For the eigenvalues of (3.2) satisfying (3.4), we have the following key lemma:

LEMMA 3 For sufficiently small ε > 0, let λm be an eigenvalue of (3.2) which satisfies (3.4).
Then there exists a continuous functionτm(ε, `, k) such thatλm = ετm(ε, `, k) satisfying

lim
ε↓0

{τm(ε, `, k)− τ ∗
m(ε, `, k)} = 0

with

τ ∗
m(ε, `, k) ≡ −ε

(
mπ

`

)2

+
k

4
√
γ

(
1

√
γ

−
1√

γ + (mπ/`)2

)
χ ′′

0

(
1

2γ

)
. (3.5)

Whenm = 0, we knowτ ∗

0 (ε, `, k) = 0, which corresponds to the zero eigenvalue of (3.2) with
the eigenfunction(U εz , V

ε
z )(z) where(U ε, V ε)(z) is the travelling front solution of (1.2). Lemmas

2 and 3 are proved in the Appendix. By using these lemmas, we can easily arrive at the following
theorem:

THEOREM 2 (i) Whenχ ′′

0 (1/2γ ) 6 0, for any fixed̀ > 0 andk > 0, there isε0 > 0 such that if
0< ε < ε0, thenλm < 0 for anym > 0, i. e. the travelling front solution is transversally stable.

(ii) When χ ′′

0 (1/2γ ) > 0, for any fixed` > 0 andk > 0, there isε0(`, k) > 0 such that for any
0< ε < ε0(`, k), the travelling front solution is transversally unstable.

It follows from Theorem 2 and (2.13) that transversal stability of travelling front solutions
depends on the sign ofχ ′′

0 (vI) where vI is the value ofV (z) on the interface. In fact, when
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k
k1

*(ε)

l

m=1
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m=3

m=4

m=5

m=6

FIG. 4. Bifurcation curvesk = km(ε, `) (m = 1,2, . . .) of the flat travelling front solution whereχ0(v) = 8v2/3(3 + v2).
The parameters except fork are as in Figure 1. Herem is the mode number of perturbations andk∗1(ε) = lim`→∞ k1(ε, `).

χ ′′

0 (vI) > 0, the travelling front solution is destabilized ask increases. Let̀ be fixed andλm0(ε)

be the largest eigenvalue. Then it follows from (3.5) that for sufficiently smallε,m0(ε) satisfies∣∣∣∣ε1/3m0(ε)−
`

2π

(
kχ ′′

0 (1/2γ )
√
γ

)1/3∣∣∣∣ < δ(ε),

where δ(ε) is a positive function satisfying limε↓0 δ(ε) = 0. Therefore, the fastest growth
wavelengthµ0(ε) = 2`/m0(ε) satisfiesµ0(ε) = O(ε1/3) for sufficiently smallε. This implies
that the wavelengthµ0(ε) does not depend on the width` but on the smallness ofε, that is, when
ε is sufficiently small, any fine structure with wavelength which isO(ε1/3) appears in the first time
scale.

Let us apply this theorem to two specific forms ofχ0(v). First, we takeχ0(v) = v. Since
χ ′′

0 (v) ≡ 0, the travelling front solution is always transversally stable for anyk > 0. We next take
χ0(v; s) = 8

√
3sv2/9(s+v2), for which there is some values∗ = 3/4γ 2 such thatχ ′′

0 (1/2γ ; s) 6 0
for 0 < s 6 s∗ andχ ′′

0 (1/2γ ; s) > 0 for s∗ < s. For the latter case, the bifurcation curves of
τ ∗
m(ε, `, k) = 0 (m = 1,2, . . .) are drawn in the(k, `)-plane, as in Figure 4. This indicates the

following:

(i) Let k = km(ε, `) be a solution ofτ ∗
m(ε, `, k) = 0 (m = 1,2, . . . ). Thenk1(ε, `) < k2(ε, `)

< · · · for any fixed` > 0.
(ii) There is the critical value

k∗(ε, `) = 4εγ
√
γ + (π/`)2

(
√
γ +

√
γ + (π/`)2

)
/χ ′′

0

(
1

2γ

)
such that ifk < k∗(ε, `), thenλm < 0 for anym > 0, while if k∗(ε, `) < k, thenλm > 0 for
somem > 0.

Figure 4 shows that for any fixed width̀> 0, the travelling front solution is transversally
destabilized ask increases. Let us show some numerical simulations for the problem (1.2), (1.8),
(1.9) inΩ` with suitably largè > 0. We useχ0(v; s) and fix γ = 1. Sinces∗ = 3/4, we take
χ0(v; 3) = 8v2/3(3 + v2) . Whenk is small, the travelling front solution is transversally stable
(Figure 5a). Whenk increases so thatk > k1(ε, `), it becomes unstable (Figure 5b). Whenk
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(a) (b)

(c) (d)

FIG. 5. Time evolution ofu(t, x), where the curves depict the contourC(t) = {x ∈ Ω` | u(t, x) = 0.1}, with the parameters
being as in Figure 1 except for the system size 10× 30. (a) Transversal stability of a perturbed travelling front solution
(k = 0.3): (i) t = 0, (ii) t = 100, (iii) t = 200, (iv) t = 300. (b) Destabilized travelling front solution (k = 1.0): (i) t = 0,
(ii) t = 200, (iii) t = 400, (iv) t = 600. (c) Formation of the network-like pattern (k = 2.0): (i) t = 0, (ii) t = 100,
(iii) t = 200, (iv) t = 300, (v) t = 400, (vi) t = 500. (d) Formation of the finger-like pattern (k = 5.0): (i) t = 0,
(ii) t = 200, (iii) t = 400, (iv) t = 600, (v)t = 800.
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increases further, the travelling front solution evolves into a complex pattern (Figure 5c), where
two features can be observed: one is tip-splitting to generate a branching pattern and the other
is coalescing of these branches, by which network-like structures appear. Whenk still increases
further, the situation drastically changes. The destabilized travelling front solution exhibits a finger-
like pattern (Figure 5d). For this pattern, we note that the interfaces are initially destabilized with
small wavelengths of the orderO(ε1/3), as was noted, but in the next stage, this fine structure breaks
and there appear finger-like branched patterns with width of the orderO(1).

4. Concluding remarks

The numerical simulations suggest that chemotaxis has two effects: one is suppression of expanding
of patterns, the other is transversal destabilization of patterns. To understand these properties, we
have studied the existence and transversal stability of 1-dimensional travelling front solutions in the
strip domain. As was shown in Figure 3, the velocity of travelling front solutions is positive for
smallk, while it is negative for largek. This clearly explains that the chemotactic effect inhibits the
expansion of growth patterns. We have shown in Theorem 2 that transveral stability of travelling
front solutions depends on the sign ofχ ′′

0 (1/2γ ) for the chemotactic sensitivity functionχ0(v). If
χ ′′

0 (1/2γ ) > 0, the travelling front solution is destabilized ask increases. Ifk is small, the travelling
front solution is transversally stable. However, whenk increases, it becomes unstable through static

u v

FIG. 6. 2–dimensional travelling finger-like solution with positive velocity, where the parameters are as in Figure 1 except
for k = 5.0 and the system size 3× 3. The values ofu(t, x) andv(t, x) become larger from outside to inside.

k

FIG. 7. ♦ means the velocity of 2-dimensional travelling finger–like solutions, where the parameters are as in Figure 1. ——
means the velocityθ∗(k) of 1-dimensional travelling front solutions asε ↓ 0.
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FIG. 8. Time evolution ofu(t, x) under non-radially symmetric initial conditions, where the curve is the contourC(t) =

{x ∈ R2
| u(t, x) = 0.1}. Parameters are as in Figure 6 except the system size 20× 20. (i) t = 0, (ii) t = 100, (iii) t = 200,

(iv) t = 300, (v)t = 400, (vi) t = 500.

bifurcation. We discussed the stability analysis of planar travelling front solutions, depending on
the functional form ofχ(v). The resulting destabilized patterns are quite interesting. Ifk increases
further, the destabilized pattern exhibits tip-splitting and coalescing phenomena alternatively so that
a network-like pattern appears, as in Figure 5c. Ifk still increases, it shrinks and generates branched
patterns as in Figure 5d. This structure is similar to the one shown in Figure 1c. We should note
that each branch grows as if it were a 2-dimensional travelling finger-like solution which moves
with constant velocity, which is numerically confirmed, as in Figure 6. The comparison between 1-
dimensional travelling front solution and a 2-dimensional travelling branch solution is demonstrated
in Figure 7. We should remark that for relatively largek the velocity of 1-dimensional travelling
front solutions is negative, while the velocity of 2-dimensional travelling finger-like solutions is
positive. For the possibility of existence of such 2-dimensional finger-like solutions, there are three
plausible reasons by using the results obtained in [14], [23]: (i) The travelling finger-like solution in
R2 is regarded as a heteroclinic orbit connecting two stable states; one is(0,0) at y = ∞ and the
other is(Up(x), Vp(x)) at y = −∞ where(Up(x), Vp(x)) is the 1-dimensional stable equilibrium
pulse solution. (ii) The equilibrium pulse solution is transversally stable in the strip domain. This
suggests that the side parts of a finger stably exist. (iii) 2-dimensional disk-like equilibrium solutions
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are unstable under 2-mode disturbance. As in Figure 8, a disk-like equilibrium solution destabilizes
to form a peanut shape. It seems that this is the onset of travelling finger-like solutions. The stability
of 2-dimensional travelling finger-like solutions will be the subject of our future work.
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Appendix. Proof of Lemmas 2 and 3

According to the proof of Theorem 2 in [23], we prove two lemmas.

Proof of Lemma 2

Substituting the second equation of (3.2) into the first one, we have
(T ε − ε2ω2

− λ)pm = Sε(λ)qm,
z ∈ R,

(Mε
− ω2

− λ)qm = −pm,

pm, qm ∈ C2
unif(R),

(A.1)

where

T ε ≡ Lε + εkU εχ ′

0(V
ε),

Sε(λ) ≡ εk

[
{−εθ(ε)U εχ ′

0(V
ε)+ U εz χ

′

0(V
ε)+ 2U εχ ′′

0 (V
ε)V εz }

d

dz

+ (λ+ γ )U εχ ′

0(V
ε)+ {U εχ ′′

0 (V
ε)V εz }z

]
.

Solving the first equation of (A.1) with respect topm and then using it, we rewrite the second
equation of (A.1) as a scalar equation forqm. To do it, we first consider the following eigenvalue
problem forT ε: {

T εφ = ζφ,

φ(±∞) = 0.
(A.2)

Let {ζ εn }n>0 and {φεn}n>0 be, respectively, eigenvalues and the corresponding orthonormal
eigenfunctions of the problem (A.2). In order to study the properties of the principal eigenvalueζ ε0 ,
it is convenient to introduce the stretched variableξ = z/ε into (A.2) so that it is rewritten as{

T̃ εφ̃ = ζ φ̃,

φ̃(±∞) = 0,
(A.3)

where with(ũε, ṽε)(ξ) = (U ε, V ε)(εξ), T̃ ε is defined by

T̃ ε =
d2

dξ2
+ {θ(ε)− kχ ′

0(ṽ
ε)ṽεz }

d

dξ
− εk[{χ ′

0(ṽ
ε)ṽεz }z − ũεχ ′

0(ṽ
ε)] + f ′(ũε).
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It is easy to show that the distribution of eigenvalues of the problem (A.3) is the same as for (A.2).
Letting φ̂εn be the corresponding normalized eigenfunction, we conclude that

φ̂εn(ξ) =
√
εφ̃εn(ξ) =

√
εφεn(εξ).

Taking the limitε ↓ 0 in T̃ ε, we defineT̃ ∗ by

T̃ ∗
=

d2

dξ2
+

{
θ∗

+
k

2
√
γ
χ ′

0

(
1

2γ

)}
d

dξ
+ f ′(W). (A.4)

We thus find that−(d/dξ)W is a constant multiple of the positive normalized eigenfunctionφ̂∗

0,
which corresponds to the principal eigenvalue ofT̃ ∗, and that

−
d

dξ
ũε → ρ∗−1φ̂∗

0

(
= −

d

dξ
W

)
asε → 0,

whereρ∗
= ‖(d/dξ)W‖

−1
L2 .

Let ζ ε]0 be the principal eigenvalue andφε]0 be the corresponding eigenfunction of the adjoint
operator ofT ε, sayT ε].

LEMMA 4 (Nishiura and Fujii [17]) We have

φ̂ε0 → φ̂∗

0 in C2
c.u.(R) asε → 0

and
φ̂
ε]
0 → σ ∗ec

∗ξ φ̂∗

0 in C2
c.u.(R) asε → 0

with σ ∗
= ‖ec

∗ξ/2φ̂∗

0‖
−2
L2 , whereφ̂ε]0 is defined similarly toφ̂ε0.

This lemma gives the asymptotic form ofζ ε0 as ε ↓ 0 as follows: Differentiating (2.1) with
respect toz, we have

0 = ε2(uz)zz + ε{θ(ε)− kχ ′

0(v)vz}(uz)z − 2εk{χ ′′

0 (v)v
2
z + χ ′

0(v)vzz}uz

− εk{χ ′′′

0 (v)v
3
z + 3χ ′′

0 (v)vzvzz + χ ′

0(v)vzzz}u+ f ′(u)uz, z ∈ R,
0 = vzzz + εθ(ε)vzz + uz − γ vz.

(A.5)

Substituting the second equation of (A.5) into the first one, we obtain

0 = T εuz − εk{χ ′′

0 (v)v
2
z + χ ′

0(v)vzz}uz

− εk[χ ′′′

0 (v)v
3
z + 3χ ′′

0 (v)vzvzz + χ ′

0(v){−εθ(ε)vzz + γ vz}]. (A.6)

By using the stretched variableξ = z/ε, it follows from (A.6) that the stretched travelling front
solution(ũε, ṽε)(ξ) satisfies

0 = T̃ ε
(

1

ε
ũξ

)
− k{χ ′′

0 (ṽ)ṽ
2
z + χ ′

0(ṽ)ṽzz}ũξ +O(ε). (A.7)

Multiplying (A.7) by φ̂ε]0 and integrating onR, we have〈
T̃ ε

(
1

ε
ũξ

)
, φ̂

ε]
0

〉
= 〈k{χ ′′

0 (ṽ)ṽ
2
z + χ ′

0(ṽ)ṽzz}ũξ , φ̂
ε]
0 〉 + O(ε), (A.8)
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where〈·, ·〉 means theL2(R) inner product. Since

T̃ ε]φ̂
ε]
0 = ζ ε0 φ̂

ε]
0 and ṽzz = −εθ(ε)ṽz − ũ+ γ ṽ,

(A.8) can be rewritten as

1

ε
ζ ε0 〈ũξ , φ̂

ε]
0 〉 = k〈{χ ′′

0 (ṽ)ṽ
2
z + χ ′

0(ṽ)(−εθ(ε)ṽz − ũ+ γ ṽ)}ũξ , φ̂
ε]
0 〉 +O(ε). (A.9)

By using Lemma 4 and (A.9), we know the following lemma:

LEMMA 5 ([17]) For small ε > 0,

ζ̂ ∗

0 ≡ lim
ε↓0

ζ ε0

ε
= k

{
1

4γ
χ ′′

0

(
1

2γ

)
+

1

2
χ ′

0

(
1

2γ

)
−

χ ′

0(
1

2γ )〈Wξ , e
c∗ξWξ 〉R−

〈Wξ , ec
∗ξWξ 〉

}
, (A.10)

where〈·, ·〉R−
means theL2(R−) inner product withR− = (−∞,0). Moreover, there is a positive

constantµ independent ofε such that other eigenvaluesζ εn of T ε satisfy ζ εn < −µ for any integer
n > 0.

By using Lemma 5, there is a constantν > 0 depending onγ andµ such that for anyλ ∈ Λ ≡

{λ ∈ C | Reλ > −ν}, the first equation in (A.1) can be rewritten as

pm = (T ε − ε2ω2
− λ)−1Sε(λ)qm

≡
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
φε0 + (T ε − ε2ω2

− λ)†Sε(λ)qm. (A.11)

Here the first term means the projection on the space spanned by the eigenfunctionφε0 corresponding
to the principal eigenvalueζ ε0 of T ε and(T ε−ε2ω2

−λ)† is the projection operator on its orthogonal
complement inL2(R), respectively. We note that(T ε − λ)† is a uniformlyL2-bounded operator for
λ ∈ Λ andε > 0, and it satisfies

‖(T ε − λ)†‖L2→L2 6
M

1 + |λ|
(A.12)

whereM is a constant independent ofε > 0 andλ ∈ Γ (see [20, Lemma 1], for instance).
Substituting (A.11) into the second equation of (A.1), we obtain the equation forqm as follows:

λqm =
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
φε0 + (T ε − ε2ω2

− λ)†Sε(λ)qm

+ (qm)zz + εθ(ε)(qm)z − (γ + ω2)qm. (A.13)

Therefore, (A.13) is solved by using the following bilinear form:

0 = −〈(qm)z, ψz〉 + εθ(ε)〈(qm)z, ψ〉 − (γ + ω2
+ λ)〈qm, ψ〉

+
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
〈φε0, ψ〉 + 〈(T ε − ε2ω2

− λ)†Sε(λ)qm, ψ〉 (A.14)

for qm, ψ ∈ H 1(R), whereqm is normalized as‖qm‖L2 = 1.
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LEMMA 6 There is a positive constantMc independent of 0< ε < 1 andω > 0 such that any
eigenvalueλ ∈ Λδ ≡ {λ ∈ Λ | |ε2ω2

+ λ| > δ} of (A.1) satisfies|ε2ω2
+ λ| < Mc for any given

δ > 0.

Proof. Settingψ = qm in (A.14), we have

(γ + ω2
+ λ)‖qm‖

2
L2 + ‖qmz‖

2
L2 =

〈Sε(λ)qm, φ
ε]
0 〉

ζ ε0 − ε2ω2 − λ
〈φε0, qm〉

+ 〈(T ε − ε2ω2
− λ)†Sε(λ)qm, qm〉. (A.15)

For the real part of (A.15), it follows from (A.12) that

(γ + ω2
+ Reλ)‖qm‖

2
L2 + ‖(qm)z‖

2
L2

= Re

{
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
〈φε0, qm〉 + 〈(T ε − ε2ω2

− λ)†Sε(λ)qm, qm〉

}
6

|〈Sε(λ)qm, φ
ε]
0 〉|

|ζ ε0 − ε2ω2 − λ|
|〈φε0, qm〉| + |〈(T ε − ε2ω2

− λ)†Sε(λ)qm, qm〉|

6 C‖qm‖L2{‖(qm)z‖L2 + ε(γ + ω2
+ |λ|)‖qm‖L2 + ‖qm‖L2}

×

{
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}
,

whereC is a positive constant independent of 0< ε < 1 andω > 0. Since‖qm‖L2‖(qm)z‖L2 6
1

4C1
‖qm‖

2
L2 + C1‖(qm)z‖

2
L2 for anyC1 > 0, it follows from the above inequality and‖qm‖L2 = 1

that

γ + ω2
+ Reλ+

[
1 − CC1

{
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}]
‖(qm)z‖

2
L2

< C

(
1

4C1
+ ε(γ + ω2

+ |λ|)+ 1

){
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}
, (A.16)

whereC1 is a small positive constant such that

1 − CC1

{
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}
> 0.

Therefore, the left hand side of (A.16) is larger than the right one as|ε2ω2
+ Reλ| → ∞. This is a

contradiction so that|ε2ω2
+ Reλ| is finite.

On the other hand, it follows from (A.15) that

Im λ‖qm‖
2
L2 = Im

{
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
〈φε0, qm〉 + 〈(T ε − ε2ω2

− λ)†Sε(λ)qm, qm〉

}
.

By using the same argument as above, one shows that‖(qm)z‖L2 → ∞ as Imλ → ∞. Noting that
(A.16) is valid in this case, one finds that as|Im λ| → ∞, the left hand side becomes larger than the
right one for smallε > 0, which is a contradiction. Hence,|Im λ| < ∞, that is, there is a positive
constantMc such that|ε2ω2

+ λ| < Mc for any eigenvalueλ ∈ Λδ.
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LEMMA 7 If qm is the eigenfunction corresponding to any eigenvalueλ ∈ Λδ satisfying
|ε2ω2

+ λ| < Mc of (A.1), then there is a positive constantĈ such that

1 6 ‖qm‖H2 6 Ĉ.

Proof. From (A.15), there is a positive constantC3 satisfying

‖(qm)z‖
2
L2 6 γ + ω2

+ |λ| +

∣∣∣∣ 〈Sε(λ)qm, φε]0 〉

ζ ε0 − ε2ω2 − λ
〈φε0, qm〉

∣∣∣∣ + |〈(T ε − ε2ω2
− λ)†Sε(λ)qm, qm〉|

6 γ + ω2
+ |λ| + C3{‖(qm)z‖L2 + ε(γ + ω2

+ |λ|)+ 1}

×

{
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}
.

By using‖qm‖L2 = 1 and the argument similar to (A.16), we have[
1 −

C3C4

2

{
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}]
‖(qm)z‖

2
L2

6 γ + ω2
+ |λ| + C3

{
1

2C4
+ ε(γ + ω2

+ |λ|)+ 1

}{
1

|ζ ε0 − ε2ω2 − λ|
+

M

1 + |ε2ω2 + λ|

}
for a small positive constantC4. Thus, there is a positive constantC5 satisfying‖(qm)z‖L2 6 C5.
Moreover, it follows from (A.13) that‖(qm)zz‖L2 6 C6‖qm‖H1 with some positive constantC6.
Therefore, there is a positive constantĈ satisfying 16 ‖qm‖H2 6 Ĉ.

To show the distribution of eigenvalues of(A.1) in {λ ∈ Λδ | |ε2ω2
+ λ| < Mc}, we need the

following two lemmas:

LEMMA 8 ([20]) LetF(u, v) be a smooth function ofu andv. Then, for anys ∈ (0,1/2),

lim
ε→0

∥∥∥∥∥(T ε − λ)†(F ε·)−
F 0

f ′(W)− λ

∥∥∥∥∥
L(L2,H−s )

= 0 uniformly inλ ∈ Λ,

where(u0, v0)(z) is given in Theorem 1,F ε = F(U ε(z), V ε(z)) andF 0
= F(u0(z), v0(z)).

LEMMA 9 There isε0 > 0 such that noλ ∈ Λδ satisfying|ε2ω2
+ λ| < Mc is an eigenvalue of

(A.1) for any 0< ε < ε0.

Proof. Let λ be an eigenvalue of(A.1). By Lemma 7, there are positive constantsC1, C2, C3 and
C4 independent ofε andµ such that

|〈φε0, qm〉| 6 ‖qm‖L∞C1
√
ε 6 C2

√
ε

and
|〈Sε(λ)qm, φ

ε]
0 〉| 6 ‖Sε(λ)qm‖L2‖φ

ε]
0 ‖L2 6 C3‖S

ε(λ)qm‖L2 < C4(1 + ε|λ|)

for smallε > 0. Moreover, it follows from (A12) that for anyλ ∈ Λ,

(T ε − λ)†(εU εz ·) → 0 uniformly on any bounded set inL2(R) asε ↓ 0.

Therefore, Lemmas 7 and 8 show that the left hand side of (A.15) is larger than the right one for
smallε > 0, which is a contradiction.

We thus find that there is no eigenvalue of(A.1) in Λδ = {λ ∈ Λ | |ε2ω2
+ λ| > δ}.
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Proof of Lemma 3

We now show the asymptotic form of the eigenvalueλ satisfying (3.4) for sufficiently smallε > 0
by using (A.14) and Lemmas 4 and 5. From (A.14) we define the following bilinear form:

Bω,λ,ε(p, q) = 〈pz, qz〉 − εθ(ε)〈pz, q〉 + (γ + ω2
+ λ)〈p, q〉 (A.17)

for p, q ∈ H 1(R). It is easy to see that there are two positive constantsC3 andC4 such that

|Bω,λ,ε(p, q)| 6 C3‖p‖H1‖q‖H1

and
|Bω,λ,ε(q, q)| > C4‖q‖

2
H1

for λ andω satisfying (3.4). By the Lax–Milgram theorem, for anyh ∈ H−1(R) there existsq ∈

H 1(R) such that
Bω,λ,ε(q, ψ) = 〈h,ψ〉 for anyψ ∈ H 1(R).

Then a bounded linear operatorKω,λ,ε fromH−1(R) toH 1(R) can be defined byq = Kω,λ,εh. It
follows from (3.4) that

Bω,λ,ε(qm, ψ) =
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
〈φε0, ψ〉 + 〈(T ε − ε2ω2

− λ)†Sε(λ)qm, ψ〉 (A.18)

for anyψ ∈ H 1(R). Therefore, (A.18) is rewritten as

qm =
〈Sε(λ)qm, φ

ε]
0 〉

ζ ε0 − ε2ω2 − λ
Kω,λ,ε(φε0)+Kω,λ,ε((T ε − ε2ω2

− λ)†Sε(λ)qm)

=
〈Sε(λ)qm, φ

ε]
0 /

√
ε〉

(ζ ε0 − ε2ω2 − λ)/ε
Kω,λ,ε(φε0/

√
ε)+Kω,λ,ε((T ε − ε2ω2

− λ)†Sε(λ)qm). (A.19)

Putting
qm = αKω,λ,ε(φε0/

√
ε)+Kω,λ,ε(b)

with 〈b, φ
ε]
0 〉 = 0, we have

α(ζ ε0 − ε2ω2
− λ)

ε
= α〈Sε(λ)Kω,λ,ε(φε0/

√
ε), φ

ε]
0 /

√
ε〉 + 〈Sε(λ)Kω,λ,ε(b), φ

ε]
0 /

√
ε〉,

b = (T ε − ε2ω2
− λ)†Sε(λ)(αKω,λ,ε(φε0/

√
ε)+Kω,λ,ε(b)).

(A.20)
Then the second equation of (A.20) can be rewritten as

[I − (T ε − ε2ω2
− λ)†Sε(λ)Kω,λ,ε]b = α(T ε − ε2ω2

− λ)†Sε(λ)Kω,λ,ε(φε0/
√
ε).

We remark thatKω,λ,ε is also a bounded operator fromL2(R) to H 2(R). It follows that
Kω,λ,ε(φε0/

√
ε) ∈ H 2(R), sinceφε0/

√
ε ∈ L2(R) for smallε > 0. Moreover,

‖Sε(λ)Kω,λ,ε(φε0/
√
ε)‖L2 = O(ε)
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and
‖(T ε − ε2ω2

− λ)†Sε(λ)Kω,λ,ε
‖L2→L2 = O(ε) for smallε > 0.

Therefore, the operatorI − (T ε − ε2ω2
− λ)†Sε(λ)Kω,λ,ε has a bounded inverse fromL2(R) to

L2(R). We haveb = [I − (T ε − ε2ω2
− λ)†Sε(λ)Kω,λ,ε]−1αSε(λ)Kω,λ,ε(φε0/

√
ε) = O(ε) in

L2(R), which implies thatKω,λ,ε(b) = O(ε) in H 2(R) for smallε > 0. If α = 0, we knowb = 0,
that is,(pm, qm) = (0,0). This contradicts the fact that(pm, qm) is an eigenfunction, so thatα 6= 0.

Next, we consider the limiting form of the first equation in (A.20), takingε ↓ 0.

LEMMA 10 ([17]) The following relations forφε0 andφε]0 hold:

lim
ε↓0

φε0
√
ε

= ρ∗δ0 in H−1(R);

lim
ε↓0

φ
ε]
0

√
ε

= ρ∗σ ∗δ0 in H−1(R);

lim
ε↓0

√
εU εz χ

′

0(V
ε)φ

ε]
0 = −ρ∗σ ∗χ ′

0

(
1

2γ

)
〈Wξ , e

cξWξ 〉δ0 in H−1(R);

lim
ε↓0

√
εU εz χ

′′

0 (V
ε)V εz φ

ε]
0 =

ρ∗σ ∗

2
√
γ
χ ′′

0

(
1

2γ

)
〈Wξ , e

cξWξ 〉δ0 in H−1(R),

whereδ0 is the Diracδ-function atz = 0.

If ω is large to be of the orderO(ε−1/2) for smallε > 0, Lemma 10 leads to

α(ζ̂ ∗

0 − εω2
− τ ∗) = α lim

ε↓0
〈Sε(λ)Kω,λ,ε(φε0/

√
ε), φ

ε]
0 /

√
ε〉 (A.21)

for λ = ετ(ε) with limε↓0 τ(ε) = τ ∗. Putting q̂ = αKω,λ,ε(φε0/
√
ε), we have the following

equation:

〈q̂z, ψz〉 − εθ(ε)〈q̂z, ψ〉 + (γ + ω2
+ λ)〈q̂, ψ〉 = α〈φε0/

√
ε, ψ〉 for anyψ ∈ H 1(R).

By the above equation and Lemma 10, we can see thatq̂∗
= limε↓0 q̂ with ‖q̂∗

‖L2 = 1 satisfies

{
q̂∗
zz − (γ + ω2)q̂∗

= 0, z ∈ (−∞,0) ∪ (0,+∞),

q̂∗(±∞) = 0, q̂∗(0) = ψ,
(A.22)

and
q̂∗
z (−0)− q̂∗

z (+0) = αρ∗, (A.23)

whereψ is some constant. The solutionq̂∗ of (A.22) is easily seen to be

q̂∗(z) =

{
ψ exp(−

√
γ + ω2z) (z > 0),

ψ exp(
√
γ + ω2z) (z > 0),

(A.24)

so that (A.23) gives

αρ∗
= 2ψ

√
γ + ω2. (A.25)
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By using the first equation of (A.20), Lemma 6 and (A.24), we find that

α(ζ̂ ∗

0 − εω2
− τ ∗) = −kρ∗σ ∗χ ′

0

(
1

2γ

)
[2ψ

√
γ + ω2〈Wξ , e

cξWξ 〉R−

−ψ
√
γ + ω2〈Wξ , e

cξWξ 〉] +
kρ∗σ ∗χ ′′

0 (1/2γ )

2
√
γ

ψ〈Wξ , e
cξWξ 〉. (A.26)

By the definitions ofρ∗, σ ∗ and Lemma 4, we have

〈Wξ , e
cξWξ 〉 = ‖ecξ/2(−ρ∗

−1
φ̂∗

0)‖
2
L2 = (ρ∗)−2(σ ∗)−1. (A.27)

It follows from (A.25), (A.26) and (A.27) that

ζ̂ ∗

0 − εω2
− τ ∗

= −kρ∗
2
σ ∗χ ′

0

(
1

2γ

)
〈Wξ , e

cξWξ 〉R−

+
k

2
χ ′

0

(
1

2γ

)
+

k

4
√
γ
√
γ + ω2

χ ′′

0

(
1

2γ

)
. (A.28)

Therefore, by using (A.10) and (A.27), (A.28) can be rewritten as follows:

τ ∗
= −εω2

+
k

4
√
γ

(
1

√
γ

−
1√

γ + ω2

)
χ ′′

0

(
1

2γ

)
.

On the other hand, in the case limε↓0 εω
2

= ∞, the above argument shows limε↓0 τ = −∞.
Therefore, puttingω = mπ/` andτm = τ ∗, we can complete the proof of Lemma 3 by using the
implicit function theorem.
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