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#### Abstract

We analyse the spectral phase diagram of Schrödinger operators $T+\lambda V$ on regular tree graphs, with $T$ the graph adjacency operator and $V$ a random potential given by iid random variables. The main result is a criterion for the emergence of absolutely continuous (ac) spectrum due to fluctuation-enabled resonances between distant sites. Using it we prove that for unbounded random potentials $a c$ spectrum appears at arbitrarily weak disorder $(\lambda \ll 1)$ in an energy regime which extends beyond the spectrum of $T$. Incorporating considerations of the Green function's large deviations we obtain an extension of the criterion which indicates that, under a yet unproven regularity condition of the large deviations' 'free energy function', the regime of pure ac spectrum is complementary to that of previously proven localization. For bounded potentials we disprove the existence at weak disorder of a mobility edge beyond which the spectrum is localized.
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## 1. Introduction

### 1.1. The article's topic

The subject of this work is the spectral properties of random self-adjoint operators in the Hilbert space $\ell^{2}(\mathcal{T})$ associated with the vertex set $\mathcal{T}$ of a regular rooted tree graph of a fixed branching number $K>1$. The operators take the form

$$
\begin{equation*}
H_{\lambda}(\omega)=T+\lambda V(\omega), \tag{1.1}
\end{equation*}
$$

with $T$ the adjacency matrix and $V(\omega)$ a random potential, i.e., a multiplication operator which is specified by a collection of random variables indexed by $\mathcal{T}$. For simplicity we focus on the case of independent identically distributed (iid) random variables of absolutely continuous distribution, $\varrho(v) d v$. The strength of the disorder is expressed through the parameter $\lambda \geq 0$. Some of the results presented below will be formulated for unbounded random potentials, in which case the support of the distribution of $V(x)$ is assumed to be the full line. For other results we assume that the range of values of $V(x)$ is the inter-$\operatorname{val}[-1,1]$.

It is well known that random Schrödinger operators, of which the above tree version is a relatively more approachable example, exhibit regimes of spectral and dynamical localization where the operator's spectrum consists of a dense collection of eigenvalues with localized eigenfunctions (cf. [14, 32, 36, 26]). However, it still remains an outstanding mathematical challenge to elucidate the conditions for the occurrence of continuous spectrum, and in particular absolutely continuous (henceforth called ac) spectrum, in the presence of homogeneous disorder. The significance of the $a c$ spectrum from the scattering perspective, or a schematic conduction experiment, is illustrated in Figure 1. In the


Fig. 1. A model setup for quantum conduction through the graph (after [30]): particles are sent at energy $E=k^{2}+U_{\text {wire }}$ down a wire which is attached to the graph at $x=0$. In the stationary state the particles' wave function is described along the wire by the combination of plane waves $e^{i k_{E} \xi}+R_{E} e^{-i k_{E} \xi}$, and along the graph it is given by a decaying solution of the Schrödinger equation. The natural matching conditions relate the reflection coefficient $R_{E}$ to the Green function, and it is found that $\left|R_{E}\right|<1$ exactly if $\operatorname{Im}\left\langle\delta_{0},\left(H_{\lambda}-E-i 0\right)^{-1} \delta_{0}\right\rangle \neq 0$, which is also the condition for $E$ to be in the support of the $a c$ spectrum of $H_{\lambda}$.
operator's $(E, \lambda)$ phase diagram, the boundary separating the regime of localization from the regime of continuous spectrum, assuming such is found, is referred to as the mobility edge [10].

The results presented here focus on a new resonance-driven mechanism by which ac spectrum occurs for operators such as $H_{\lambda}(\omega)$ in the setup described above. Following is a summary of the main points.
(i) A new sufficiency criterion is derived for $a c$ spectrum on tree graphs in terms of a related Lyapunov exponent.

The guiding observation for (i) is that localized modes join into extended states when their energy differences are smaller than the corresponding tunneling amplitudes. The latter decay exponentially in the distance at the rate whose typical value is given by the Lyapunov exponent. Hence the probability of a mixing resonance between localized modes at specified location is exponentially small. However, when the volume of the relevant configuration space increases exponentially resonances will be found, and delocalization prevails. This criterion is particularly applicable at weak and moderate disorder. It is applied here for two results, which apply separately for bounded and for unbounded random potentials:
(ii) For unbounded potentials we show that $a c$ spectrum appears 'discontinuously' at arbitrarily weak disorder in regimes with very low density of states (of Lifshits tail asymptotic falloff). This answers a puzzle which has been open since the earlier works on the subject $[1,2]$ concerning the location of the mobility edge and the nature of the continuous spectrum below it.
(iii) For bounded random potentials it is shown that at weak disorder there is no mobility edge beyond which the states are localized. This has the surprising implication that for this case the standard picture of the phase diagram needs to be corrected.

In essence, (ii) and (iii) show that while in one dimension arbitrary weak level of disorder yields localization, on trees the $a c$ spectrum is quite robust.
(iv) Extending the analysis which yields the criterion (i) through considerations of the Green function's large deviations, we obtain an improved sufficiency criterion for ac spectrum which appears to be complimentary to the previously derived criterion for localization. To reduce technicalities, the derivation of the extended criterion is limited to unbounded potentials with support in $\mathbb{R}$.

The last point is an indication that the mechanism which is discussed here is in essence the relevant one, in the tree setup.

A physics-oriented summary of the results (ii) and (iii) was given in [8] and [9] respectively. Our purpose here is to provide a detailed derivation of the above statements. In the proof we do not present the direct construction of extended states, but instead focus on properties of the Green function which in essence convey the same information.

### 1.2. Past results and the questions settled here

1.2.1. The deterministic spectrum. By a simple calculation (cf. (3.6)), ${ }^{1}$

$$
\begin{equation*}
\sigma(T)=[-2 \sqrt{K}, 2 \sqrt{K}] . \tag{1.2}
\end{equation*}
$$

For ergodic random potentials, a class which includes the iid case, the spectrum of $H_{\lambda}(\omega)$ $=T+\lambda V(\omega)$ is almost surely given by a non-random set, which under the present assumptions is [14, 32, 26]

$$
\begin{equation*}
\sigma\left(H_{\lambda}\right)=\sigma(T)+\lambda \operatorname{supp} \rho . \tag{1.3}
\end{equation*}
$$

Thus, as the strength of the disorder is increased from $\lambda=0$ upward:

- In the unbounded case, of potentials with $\operatorname{supp} \varrho=\mathbb{R}$, the spectrum of $H_{\lambda}(\omega)$ changes discontinuously from an interval to the full line.
- In the bounded case the spectrum changes continuously, spreading at a linear rate which equals 1 if $\operatorname{supp} \varrho=[-1,1]$.
The determination of the nature of the spectral measures whose support spans $\sigma\left(H_{\lambda}\right)$ requires however a more detailed consideration. The spectral analysis proceeds through the study of the corresponding Green function

$$
\begin{equation*}
G_{\lambda}(x, y ; \zeta, \omega):=\left\langle\delta_{x},\left(H_{\lambda}(\omega)-\zeta\right)^{-1} \delta_{y}\right\rangle, \tag{1.4}
\end{equation*}
$$

where $\zeta \in \mathbb{C}^{+}:=\{\zeta \in \mathbb{C} \mid \operatorname{Im} \zeta>0\}$ and $\delta_{x} \in \ell^{2}(\mathcal{T})$ is the Kronecker function localized at $x \in \mathcal{T}$. In particular, the spectral measure $\mu_{\lambda, \delta_{x}}(\cdot ; \omega)$ associated with $H_{\lambda}(\omega)$ and $\delta_{x} \in \ell^{2}(\mathcal{T})$ is related to the Green function through the Stieltjes transform:

$$
\begin{equation*}
G_{\lambda}(x, x ; \zeta, \omega)=\int \frac{\mu_{\lambda, \delta_{x}}(d u ; \omega)}{u-\zeta} \tag{1.5}
\end{equation*}
$$

[^0]Of particular interest is the limiting value $G_{\lambda}(x, x ; E+i 0, \omega):=\lim _{\eta \downarrow 0} G_{\lambda}(x, x$; $E+i \eta, \omega$ ), which exists for almost every $E \in \mathbb{R}$ (by the general theory of the Stieltjes transform [17, 14, 32]).

The different spectra of $H_{\lambda}(\omega)$ are associated with the Lebesgue decomposition of the measures $\mu_{\lambda, \delta_{x}}(\cdot ; \omega$ ) into their different components: pure point ( $p p$ ), singular continuous ( $s c$ ), and absolutely continuous ( $a c$ ), not all of which need be present. Ergodicity, combined with the proof of equivalence of the local measures [24, 25], implies that the supports of the different components of $\mu_{\lambda, \delta_{x}}(d u ; \omega)$ are also almost surely nonrandom [14, 32, 26], and coincide for all $x \in \mathcal{T}$.

The spectral characteristics are related to the dynamical properties of the unitary time evolution generated by $H_{\lambda}(\omega)$ (cf. the RAGE theorem in [36,26]) and to questions of conduction.

The absolutely continuous component of $\mu_{\lambda, \delta_{x}}(\cdot ; \omega)$ is given by

$$
\begin{equation*}
\mu_{\lambda, \delta_{x}}^{(a c)}(d u ; \omega)=\pi^{-1} \operatorname{Im} G_{\lambda}(x, x ; u+i 0, \omega) d u \tag{1.6}
\end{equation*}
$$

which is not zero provided the non-negative function satisfies $\operatorname{Im} G_{\lambda}(x, x ; E+i 0, \omega) \neq 0$ on a positive measure set of energies. As noted in [30, 7], this condition is also equivalent to the statement that current which is injected coherently at energy $E$ down a wire attached at a site $x$ will be conducted through the graph to infinity (see Figure 1).

Another possible behavior is localization:
Definition 1.1. The operator $H_{\lambda}(\omega)$ associated with a metric graph (not necessarily a tree) is said to exhibit:

- spectral localization in an interval $I \subset \mathbb{R}$ if the spectral measures $\mu_{\lambda, \delta_{x}}(\cdot ; \omega)$ associated to $\delta_{x} \in \ell^{2}(\mathcal{T})$ are almost surely all of only pure point type in $I$;
- exponential dynamical localization in $I$ if for all $x \in \mathcal{T}$ and $R>0$ sufficiently large,

$$
\begin{equation*}
\sum_{\substack{y \in \mathcal{T} \\ \operatorname{list}(x, y)=R}} \mathbb{E}\left(\sup _{t \in \mathbb{R}}\left|\left\langle\delta_{x}, P_{I}\left(H_{\lambda}\right) e^{-i t H_{\lambda}} \delta_{y}\right\rangle\right|^{2}\right) \leq C_{\lambda} e^{-\mu_{\lambda}(I) R} \tag{1.7}
\end{equation*}
$$

for some $\mu_{\lambda}(I)>0$ and $C_{\lambda}<\infty$, with $\mathbb{E}[\cdot]$ denoting the average with respect to the underlying probability measure.

For a particle which is initially placed at $x \in \mathcal{T}$ the left side of (1.7) provides an upper bound on the probability to be found a time $t$ later at distance $R$ from $x$, under the quantum mechanical time evolution generated by $H_{\lambda}$ restricted to states with energies in $I$. Dynamical localization is the stronger of the two statements. By known arguments (i.e., the Wiener and RAGE theorem, cf. $[26,36]$ ) it also implies the spectral localization.
1.2.2. Unbounded random potentials. The spectral 'phase diagram' of the operators considered here was studied already in the early works of Abou-Chacra, Anderson and Thouless [1, 2]. Arguments and numerical work presented in [2] led the authors to surmise that for (centered) unbounded random potentials, the mobility edge, which separates the localization regime from that of continuous spectrum, exists at a location which roughly


Fig. 2. A sketch of the previously known parts of the phase diagram for unbounded potentials. The outer region is of proven localization, the smaller hatched region is of proven delocalization. The new result extends the latter up to the outer curve, assuming $\varphi_{\lambda}(1 ; E)=-\log K$ holds only along a line. The intersection of the curve with the energy axis is stated exactly, while in other details the depiction is only schematic.
corresponds to the outer curve in Figure 2. Curiously, for $\lambda \downarrow 0$ that line approaches energies $|E|=K+1$, which is not the edge of the spectrum of the limiting operator $T$.

Rigorous results for the above class of operators have established the existence of a localization regime and of regions of $a c$ spectrum, leaving however a gap in which neither analysis applied. More specifically, the following was proven for the class of operators described above (under assumptions which are somewhat more general than the conditions A-D below):

Localization regime [4, 5]: For any unbounded random potential with $\operatorname{supp} \rho=\mathbb{R}$, whose probability distribution also satisfies a mild regularity condition, there is a regime of energies of the form $|E|>\gamma(\lambda)$ with

$$
\begin{equation*}
\lim _{\lambda \downarrow 0} \gamma(\lambda)=K+1, \tag{1.8}
\end{equation*}
$$

where with probability one, $H_{\lambda}(\omega)$ has only pure point spectrum, and where it also exhibits dynamical localization.
Extended states / continuous spectrum [27, 28, 6, 20]: For energies $|E|<2 \sqrt{K}$ and at weak enough disorder, i.e. $|\lambda|<\widehat{\lambda}(E)$ (with $\widehat{\lambda}(E) \downarrow 0$ for $|E| \rightarrow 2 \sqrt{K}$ ), the operator's spectrum is almost surely (purely) absolutely continuous.

Thus, the previous results have covered two regimes whose boundaries, sketched in Figure 2, do not connect. Particularly puzzling has been the region of weak disorder and

$$
\begin{equation*}
2 \sqrt{K}<|E|<K+1 . \tag{1.9}
\end{equation*}
$$

At those energies the mean density of states vanishes to all orders in $\lambda$, for $\lambda \downarrow 0$ [30]. Such rapid decay is characteristic of the so-called Lifshits tail spectral regime. In finite dimensions it is known to lead to localization [32, 26]. On tree graphs, however, this implication could not be established, and localization at weak disorder was successfully proven [5] only for $|E|>K+1$ (cf. Figure 2 and Proposition 2.6 below). For energies $E$
in the range (1.9) the nature of the spectrum at weak disorder has been a puzzle even at the level of heuristics [30]. The question is answered by the second of the results mentioned above.
1.2.3. Bounded random potentials. It has been expected that for bounded random potentials the phase diagram of the random operators (1.1) looks qualitatively as depicted in Fig. 3 (cf. [2, 12]), the key points being:

- At weak and moderate disorder a mobility edge has been expected to occur, within which the spectrum is absolutely continuous and beyond which it is pure pointconsisting there of a dense countable collection of eigenvalues with proper eigenfunctions.
- The extended states disappear at strong enough disorder $\left(\lambda>\lambda_{\mathrm{sd}}(K)\right)$, where complete localization prevails.
Significant parts of this picture have been supported by rigorous results, in particular complete localization at strong disorder [4,5], and the persistence of $a c$ spectrum at weak disorder $[27,6,20]$ (though some questions remain as to the precise asymptotics of $\lambda_{\mathrm{sd}}(K)$ for $K \rightarrow \infty$ ). However, as stated in (iii) above, at weak and moderate disorder, for regular trees this picture needs to be modified.


Fig. 3. Sketch of the previously expected phase diagram for the Anderson model on the Bethe lattice (the solid line) and the correction presented here (dashed line). Our analysis suggests that at weak disorder there is no localization and the spectrum is purely $a c$. While the proof of that is incomplete, we prove that for $\lambda \leq(\sqrt{K}-1)^{2} / 2$ near the spectral edges the spectrum is purely absolutely continuous.

Let us now turn to a more precise formulation of the statements listed above.

## 2. Statement of the main results

### 2.1. The setup

Our discussion will focus on operators of the form (1.1) in the Hilbert space $\ell^{2}(\mathcal{T})$ of complex-valued, square-summable functions on $\mathcal{T}$, under the following assumptions:
A: $\mathcal{T}$ is the vertex set of a rooted tree graph with a fixed branching number $K>1$ (the root being denoted by $0 \in \mathcal{T}$ ).

B: $T$ is the adjacency operator of the graph, i.e., $(T \psi)(x):=\sum_{\operatorname{dist}(x, y)=1} \psi(y)$ for all $\psi \in \ell^{2}(\mathcal{T})$.
$\mathrm{C}:\{V(x ; \omega) \mid x \in \mathcal{T}\}$ form independent identically distributed (iid) random variables, with a probability distribution $\varrho(v) d v$ with $\varrho \in L^{\infty}(\mathbb{R})$, which has a finite moment, i.e., for some $\varsigma \in(0,1)$,

$$
\begin{equation*}
\int|v|^{\varsigma} \varrho(v) d v<\infty \tag{2.1}
\end{equation*}
$$

D: The probability density $\varrho$ is bounded relative to its minimal function, which we define as $M(v):=\inf _{v \in(0,1]}(2 v)^{-1} \int 1_{|x-v| \leq \nu} \varrho(x) d x$. That is, for Lebesgue-almost all $v \in \mathbb{R}$,

$$
\begin{equation*}
\varrho(v) \leq c M(v) \tag{2.2}
\end{equation*}
$$

with a finite constant $c$.
In case of unbounded potentials, we will mostly restrict our attention to those which additionally satisfy the following assumption:

E: For all $k<\infty, \inf _{|v| \leq k} \varrho(v)>0$.
While condition D could be relaxed, let us note that it is satisfied by all probability distributions whose densities are bounded functions on $\mathbb{R}$ of finitely many humps (see Appendix A). This class includes finite linear combinations of Gaussian, Cauchy, and piecewise constant functions.

### 2.2. The Lyapunov exponent criterion for ac spectrum

For a criterion which is particularly useful at weak disorder (and, separately, also for high values of $K$ ) let us introduce the Lyapunov exponent, which we define for the rooted tree (with root at $x=0$ ) as

$$
\begin{equation*}
L_{\lambda}(E):=-\mathbb{E}\left(\log \left|G_{\lambda}(0,0 ; E+i 0)\right|\right) \tag{2.3}
\end{equation*}
$$

Since Lyapunov exponents are usually associated with dynamical systems, let us just comment that the relevance of such a perspective can be seen from the recursive structure of the rooted tree, and the factorization of the Green function, which are discussed in Proposition 3.1 below.

The first of the results listed in the introduction is:
Theorem 2.1. For the random operator $H_{\lambda}(\omega)$ as in (1.1), with $\lambda>0$, satisfying Assumptions A-D, for Lebesgue-almost every $E \in \mathbb{R}$ with

$$
\begin{equation*}
L_{\lambda}(E)<\log K, \tag{2.4}
\end{equation*}
$$

the operator's Green function satisfies almost surely

$$
\begin{equation*}
\operatorname{Im} G_{\lambda}(0,0 ; E+i 0)>0 \tag{2.5}
\end{equation*}
$$

The proof of Theorem 2.1, which is the content of Section 4 below, reveals a mechanism for the formation of extended states through rare fluctuation-enabled resonances between distant sites.

For the full spectral implication of the condition (2.5), if satisfied throughout an interval of energies, let us quote the following principle which Mira Shamis showed us to follow directly by the arguments presented in Simon and Wolff [35].

Proposition 2.2. Assume that the distribution of $V(0 ; \cdot)$ conditioned on the values of the potential at all other sites is almost surely absolutely continuous. If for some interval $I \subset \mathbb{R}$, the condition (2.5) holds for almost every $E \in I$ then with probability one within $I$ the spectral measure $\mu_{\lambda, \delta_{0}}(d u ; \omega)$ is absolutely continuous. If the analogous conditions hold for all sites $x$, then the spectrum of $H_{\lambda}(\omega)$ is almost surely purely absolutely continuous in I.

The proof combines the characterization (due to Aronszajn [11]) of the support of the singular component of $\mu_{\lambda, \delta_{0}}(d u ; \omega)$ as the set of energies where condition (2.5) fails, with the spectral averaging principle which implies that if this set is of zero Lebesgue measure then also the spectral measure of this set is zero for almost all realizations of the potential. This argument applies as well to all other choices for the graph and for the unperturbed operator $T$.

### 2.3. Implications for the phase diagram

A simple exact calculation (cf. Subsection 3.2) shows that for $\lambda=0$ one has

$$
\begin{equation*}
L_{0}(E)<\log K \quad \text { if and only if } \quad|E|<K+1 \tag{2.6}
\end{equation*}
$$

Curiously, the energy range defined by the above condition is strictly larger that the $\ell^{2}$ spectrum of $T$ (cf. (1.2)).

It seems natural to expect $L_{\lambda}(E)$ to be continuous in $(\lambda, E)$, a fact which is easily established for the Cauchy random potential, i.e., for $\varrho(v)=\pi^{-1}\left(v^{2}+1\right)^{-1}$, in which case $L_{\lambda}(E)=-\log \left|G_{0}(0,0 ; E+i \lambda)\right|$. In such a situation, Theorem 2.1 together with Proposition 2.2 carry the implication that for any closed energy interval $I$ in the range $|E|<K+1$, at weak enough disorder the random operator $H_{\lambda}(\omega)$ has almost surely purely absolutely continuous spectrum in $I$.

While we do not have a general proof of the continuity of $L_{\lambda}(E)$, one can show that its averages over intervals are continuous. Using this weaker continuity we arrive at the following conclusion.

Corollary 2.3. For unbounded random potentials with $\operatorname{supp} \varrho=\mathbb{R}$, under the assumption of Theorem 2.1 in every closed interval $I \subset(-K-1, K+1)$ there is absolutely continuous spectrum at sufficiently low disorder, i.e. the condition (2.11) holds for a set of positive measure of energies provided $0<\lambda<\widehat{\lambda}(I)$ for some $\widehat{\lambda}(I)>0$.

The proof of Corollary 2.3 which is given below in Section 6.1 also yields an explicit lower bound on the fraction of $I$ occupied by $a c$ spectrum.

For bounded potentials we prove, through other estimates of $L_{\lambda}(E)$ which are provided in Section 6.2:

Corollary 2.4. For bounded random potentials with $\operatorname{supp} \varrho=[-1,1]$, under the assumption of Theorem 2.1 for

$$
\begin{equation*}
\lambda<[\sqrt{K}-1]^{2} / 2 \tag{2.7}
\end{equation*}
$$

with probability one $H_{\lambda}(\omega)$ has purely absolutely continuous spectrum at the spectral edges, i.e. within a range of energies of the form

$$
\begin{equation*}
\left|E_{\lambda}\right|-\delta(\lambda) \leq|E| \leq\left|E_{\lambda}\right| \tag{2.8}
\end{equation*}
$$

for some $\delta(\lambda)>0$, with $E_{\lambda}=\inf \sigma\left(H_{\lambda}\right)=-2 \sqrt{K}-\lambda$.

### 2.4. Large deviations and a complementary localization criterion

The criterion provided by Theorem 2.1 can be improved by taking into account large deviation effects. The pertinent observation here is that while typically

$$
\begin{equation*}
\log \left|G_{\lambda}(0, x ; E+i 0)\right| /|x| \approx-L_{\lambda}(E) \tag{2.9}
\end{equation*}
$$

with $|x|:=\operatorname{dist}(x, 0)$, there typically also are exponentially many sites to which the Green function (which can be viewed as expressing the tunneling amplitude) exhibits a slower decay rate. A notable feature of the resulting improved criterion is that it appears to be complementary to the previously developed criterion for localization.

Information about large deviations can be recovered from a suitable free energy function, which we define for $s \in[-\varsigma, 1)$ by

$$
\begin{equation*}
\varphi_{\lambda}(s ; E):=\lim _{|x| \rightarrow \infty} \frac{\log \mathbb{E}\left[\left|G_{\lambda}(0, x ; E+i 0)\right|^{s}\right]}{|x|}, \tag{2.10}
\end{equation*}
$$

and for $s=1$ by $\varphi_{\lambda}(1 ; E):=\lim _{s \uparrow 1} \varphi_{\lambda}(s ; E)$.
The existence of the limit (for Lebesgue-almost all $E \in \mathbb{R}$ ) is proven below in Section 3.3. We also show there that the function $s \mapsto \varphi_{\lambda}(s ; E)$, which is obviously convex, is decreasing in $s$ over $[-\varsigma, 1$ ), and thus the limit at $s=1$ is well-defined for almost all $E \in \mathbb{R}$.

Following is the improved version of Theorem 2.1. To avoid an additional complication in the derivation, we establish it here for potentials with $\operatorname{supp} \varrho=\mathbb{R}$ only.

Theorem 2.5. Under Assumptions A-E, for any $\lambda>0$ and Lebesgue-almost all $E \in \mathbb{R}$ for which

$$
\begin{equation*}
\varphi_{\lambda}(1 ; E)>-\log K, \tag{2.11}
\end{equation*}
$$

the operator's Green function satisfies almost surely

$$
\begin{equation*}
\operatorname{Im} G_{\lambda}(0,0 ; E+i 0)>0 . \tag{2.12}
\end{equation*}
$$

By convexity arguments $\varphi_{\lambda}(s ; E) \geq-s L_{\lambda}(E)$ (cf. Section 3.3) and hence the condition (2.4) of Theorem 2.1 is satisfied whenever (2.11) holds.

For a better appreciation of the criterion provided by the condition (2.11), let us note that the opposite inequality implies localization. This is implied by the previously established localization results [4,5] which can be recast as follows (cf. [5, Thm. 1.2, and Eqs. (2.10), (2.12)]).

Proposition 2.6. Under Assumptions A-C, if for an interval I and a specified $\lambda>0$,

$$
\begin{equation*}
\underset{E \in I}{\operatorname{ess} \sup } \varphi_{\lambda}(1 ; E)<-\log K, \tag{2.13}
\end{equation*}
$$

then the operator $H_{\lambda}(\omega)$ exhibits exponential dynamical localization in $I$, in the sense of (1.7) with some $\mu_{\lambda}(I)>0$. Furthermore, the domain in which (2.13) holds includes for each energy $|E|>K+1$ an interval with a positive range of $\lambda>0$.

The relation of the condition (2.13), which encodes information about the decay of the Green function, to the time evolution operator is explained by the following bound:

$$
\begin{equation*}
\mathbb{E}\left(\sup _{t \in \mathbb{R}}\left|\left\langle\delta_{x}, P_{I}\left(H_{\lambda}\right) e^{-i t H_{\lambda}} \delta_{y}\right\rangle\right|^{2}\right) \leq C_{s, \lambda} \int_{I} \mathbb{E}\left(|G(x, y ; E+i 0)|^{s}\right) d E \tag{2.14}
\end{equation*}
$$

which holds for any $s \in[0,1)$ and $\lambda>0$ for some constant $C_{s, \lambda}<\infty$. This inequality is a reformulation of a result of [5] on the eigenfunction correlator, which was extended in [33] so as to apply directly to infinite systems. (This relation holds in the broader context of operators with a random potential on arbitrary graphs.)

One may add that if it is only known that for almost all $E \in I$,

$$
\begin{equation*}
\varphi_{\lambda}(1 ; E)<-\log K \tag{2.15}
\end{equation*}
$$

then one may still conclude [4] that the operator has only pure point spectrum in $I$, though not necessarily of uniform localization length. (The argument proceeds by establishing $\lim \inf _{\eta \downarrow 0} \sum_{y \in \mathcal{T}} \mathbb{E}\left[\left|G_{\lambda}(x, y ; E+i \eta)\right|^{s}\right]<\infty$ for some $s \in(0,1)$ and all $x \in \mathcal{T}$, and then invoking the Simon-Wolff criterion [35] instead of (2.14)).

### 2.5. Further comments

- The spectral criteria provided by Theorems 2.1 and 2.5 for $a c$ spectrum, and Proposition 2.6 for localization, extend to the corresponding operator on the fully regular tree graph $\mathcal{B}$, where every vertex has exactly $K+1$ neighbors. The Green function of the operator on $\mathcal{B}$ can be computed from the one on the rooted tree $\mathcal{T}$ with the help of the recursion relation (3.3) below. In particular, this implies coincidence of the regimes of $a c$ spectra of the operator $H_{\lambda}$ on $\mathcal{T}$ and $\mathcal{B}$.
- At first sight the $\ell^{1}$-nature of the condition (2.11) for $a c$ spectrum may be surprising since-ignoring fluctuations-the loss of square summability seems to correspond to an $\ell^{2}$-condition. The difference is due to the essential role played by extreme fluctuations (cf. Section 4). The constructive effect of fluctuations here stands in curious contrast to the fluctuation-reduction arguments which were employed to prove stability under weak disorder of the $a c$ spectrum for energies $E \in \sigma(T)[27,6,20]$.
- The conditions (2.11) for $a c$ spectrum and (2.15) for localization are not fully complementary since it was not yet proven that the equality $\varphi_{\lambda}(1 ; E)=-\log K$ holds in the phase diagram only along a curve. Hence it will be good to see a proof that $\varphi_{\lambda}(1 ; E)$ is differentiable in $(\lambda, E)$ with only isolated critical points, and that it is likewise regular in $E$ for each given $\lambda$. This could allow one to conclude that the phase diagram of $H_{\lambda}$ includes only regimes of localization and regimes of purely ac spectrum (i.e., no sc spectrum), separated by a curve or curves, which are the mobility edge(s).
- The key observation that rare resonances, whose probabilities of occurrence decay exponentially in the distance, may actually be found to occur on all distance scales when the volume is also growing exponentially fast, is not applicable to graphs of finite dimension. However, it may be of relevance for random operators on other hyperbolic graphs which may include loops (examples of which were considered in [21, 22, 29]), and also for the analogous random operators on the Poincare disk. Another setup which it will be of interest to see analyzed are random operators on hypercubes of increasing dimension, which form the configuration spaces of a many-particle system.


## 3. Basic properties of the Green function on tree graphs

### 3.1. Notation

Analysis on trees, of this as well as of other problems, is aided by the observation that upon the removal of any site $x$ the tree graph splits into a collection of disconnected components, which in case $x$ is the root are isomorphic to the original graph. For different problems on trees this leads to recursion relations in terms of suitably selected quantities. The following notation will facilitate the formulation of such relations in the present context.

- For a collection of vertices $v_{1}, \ldots, v_{n}$ on a tree graph $\mathcal{T}$ we denote by $\mathcal{T}_{v_{1}, \ldots, v_{n}}$ the disconnected subgraph obtained by deleting this collection from $\mathcal{T}$.
- We denote by $H^{\mathcal{T}^{\prime}}$, with $\mathcal{T}^{\prime} \subset \mathcal{T}$, the restriction of $H$ to $\ell^{2}\left(\mathcal{T}^{\prime}\right)$. E.g., $H^{\mathcal{T}_{v_{1}}, \ldots v_{n}}$ is the operator obtained by eliminating all the matrix elements of $H$ involving any of the removed sites.
- The Green function, $G^{\mathcal{T}^{\prime}}(x, y ; \zeta)$, for a subgraph $\mathcal{T}^{\prime}$ as above, is the kernel of the resolvent operator $\left(H^{\mathcal{T}^{\prime}}-\zeta\right)^{-1}$, with $\zeta \in \mathbb{C}^{+}$. This function vanishes if $x$ and $y$ belong to different connected components of $\mathcal{T}^{\prime}$, and otherwise it stands for the Green function corresponding to the component which contains the two. In particular, $G^{\mathcal{T}_{u}}(x, y ; \zeta)$ and $G^{\mathcal{T}_{u, v}}(x, y ; \zeta)$ are the Green functions for the subtree which is obtained by removing $u$, respectively $u$ and $v$, and all the vertices which are past the removed site(s) from the perspective of $x$ and $y$.
- Given an oriented simple path in $\mathcal{T}$ which passes through $u \neq 0$, we abbreviate (assuming the path itself is clear from the context)

$$
\begin{equation*}
\Gamma(u ; \zeta) \equiv \Gamma_{-}(u ; \zeta):=G^{\mathcal{T}_{u_{-}}}(u, u ; \zeta), \quad \Gamma_{+}(u ; \zeta)=G^{\mathcal{T}_{u_{+}}}(u, u ; \zeta), \tag{3.1}
\end{equation*}
$$

where $u_{-}$and $u_{+}$are the neighboring sites of $u$ on that path. (The paths we shall encounter below typically start at the root of a rooted tree, and are oriented away from it.)

For the root 0 , we will also use the convention

$$
\begin{equation*}
\Gamma(0 ; \zeta):=G(0,0 ; \zeta) \tag{3.2}
\end{equation*}
$$

- Any rooted tree $\mathcal{T}$ is partially ordered by the relation $x \prec y($ resp. $x \preceq y)$ which means that $x$ lies on the unique path from the root to $y$ (possibly coinciding with $y$ ).

In order to ease the notation, we will drop the superscript on the Green function of the rooted regular tree, i.e., $G(x, y ; \zeta)=G^{\mathcal{T}}(x, y ; \zeta)$. Moreover, we also drop the dependence of various quantities on $\lambda$ for simplicity.

### 3.2. Recursion and factorization

Proposition 3.1. Let $\mathcal{T}$ be the vertex set of a tree graph (not necessarily a regular and rooted one). Then, for the complex energy parameter $\zeta \in \mathbb{C}^{+}$, the Green function of the operator (1.1) satisfies:

1. For any $x \in \mathcal{T}$,

$$
\begin{equation*}
G(x, x ; \zeta)=\left(\lambda V(x)-\zeta-\sum_{y \in \mathcal{N}_{x}} G^{\mathcal{T}_{x}}(y, y ; \zeta)\right)^{-1} \tag{3.3}
\end{equation*}
$$

where $\mathcal{N}_{x}:=\{y \in \mathcal{T} \mid \operatorname{dist}(x, y)=1\}$ denotes the set of neighbors of $x$.
2. For any pair of partially ordered sites, $0 \prec x \prec y$,

$$
\begin{equation*}
G(x, y ; \zeta)=G(x, x ; \zeta) \prod_{x<u \leq y} \Gamma_{-}(u ; \zeta)=G(y, y ; \zeta) \prod_{x \leq u<y} \Gamma_{+}(u ; \zeta) \tag{3.4}
\end{equation*}
$$

where the $\pm$ subscripts on $\Gamma$ are defined relative to the root.
These relations are among the generally used tools for spectral analysis on trees. They can be derived from the resolvent identity, or alternatively through a random walk representation of the Green function (cf. [1, 27, 6, 20]). We will use the following implications of the above.

- The relation (3.3) yields the recursion relation

$$
\begin{equation*}
\Gamma(0 ; \zeta)=\left(\lambda V(0)-\zeta-\sum_{y \in \mathcal{N}_{0}^{+}} \Gamma(y ; \zeta)\right)^{-1} \tag{3.5}
\end{equation*}
$$

where $\mathcal{N}_{0}^{+}$is the set of forward neighbors of the root 0 in $\mathcal{T}$. In particular, the Green function $G_{0}(0,0 ; \zeta)$ of the adjacency operator $T$ is given by the unique value of $\Gamma$ in $\mathbb{C}^{+}$which satisfies the quadratic equation

$$
\begin{equation*}
K \Gamma^{2}+\zeta \Gamma+1=0 \tag{3.6}
\end{equation*}
$$

From this, one can directly determine that $T$ has the spectrum given by (1.2), and the spectral measure $\mu_{0, \delta_{0}}(d E)$ is $a c$ with density $\sqrt{\left(4 K-E^{2}\right)_{+}} /(2 \pi K)$.

- As a special case of (3.4), the Green function $G(0, x ; \zeta)$ factorizes into a product of the above variables, taken along the path from the root to $x$ :

$$
\begin{equation*}
G(0, x ; \zeta):=\prod_{0 \leq u \leq x} \Gamma(u ; \zeta) . \tag{3.7}
\end{equation*}
$$

Moreover, denoting by $x_{-}$the site preceding $x$ on the path from the root, (3.4) also implies

$$
\begin{equation*}
G(0, x ; \zeta)=G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right) G(x, x ; \zeta) \tag{3.8}
\end{equation*}
$$

More generally, for any triplet of sites $\{x, u, y\} \subset \mathcal{T}$ such that the removal of $u$ disconnects the other two,

$$
\begin{equation*}
G(x, y ; \zeta)=G^{\mathcal{T}_{u}}\left(x, u_{-} ; \zeta\right) G(u, u ; \zeta) G^{\mathcal{T}_{u}}\left(u_{+}, y ; \zeta\right) \tag{3.9}
\end{equation*}
$$

where $u_{-}$and $u_{+}$are the neighboring sites of $u$, on the $x$ and $y$ sides, respectively.

### 3.3. Definition and properties of the free energy

To conclude qualitative information on the rate at which $\left|G_{\lambda}(0, x ; E+i 0)\right|$ decays in $x$, we shall now establish the existence, monotonicity (in $s$ ), and finite volume bounds for the Green function's free energy (2.10). It is more convenient to carry out the analysis first for complex values of the energy parameter. Thus, we extend the domain of the function to include also $\mathbb{C}^{+}=\{z \in \mathbb{C} \mid \operatorname{Im} z>0\}$, where the function is defined simply as

$$
\begin{equation*}
\varphi_{\lambda}(s ; \zeta):=\lim _{|x| \rightarrow \infty} \frac{1}{|x|} \log \mathbb{E}\left[\left|G_{\lambda}(0, x ; \zeta)\right|^{s}\right] \tag{3.10}
\end{equation*}
$$

for all $\zeta \in \mathbb{C}^{+}$. For the following statement, we recall that $\zeta \in(0,1)$ is a moment for which it is assumed that $\mathbb{E}\left[|V(0)|^{5}\right]<\infty$.

Theorem 3.2. 1. For any value of the energy parameter in the upper half-plane, $\zeta \in \mathbb{C}^{+}$, and for all $s \in[-\varsigma, \infty)$, the limit in (3.10) exists and the function $[-\varsigma, \infty) \ni s \mapsto$ $\varphi_{\lambda}(s ; \zeta)$ has the following properties:
(a) $\varphi_{\lambda}(s ; \zeta)$ is convex and non-increasing in $s \in[-\varsigma, \infty)$.
(b) For $s \in[0,2]$,

$$
\begin{equation*}
-s L_{\lambda}(\zeta) \leq \varphi_{\lambda}(s ; \zeta) \leq-s \log \sqrt{K}, \tag{3.11}
\end{equation*}
$$

where $L_{\lambda}(\zeta):=-\mathbb{E}\left[\log \left|G_{\lambda}(0,0 ; \zeta)\right|\right]$ is the Lyapunov exponent.
(c) For any $s \in[-\varsigma, \infty)$ and $x \in \mathcal{T}$,

$$
\begin{equation*}
C_{ \pm}(s ; \zeta)^{-2} e^{|x| \varphi_{\lambda}(s ; \zeta)} \leq \mathbb{E}\left[\left|G_{\lambda}(0, x ; \zeta)\right|^{s}\right] \leq C_{ \pm}(s ; \zeta)^{2} e^{|x| \varphi_{\lambda}(s ; \zeta)} \tag{3.12}
\end{equation*}
$$

with $C_{ \pm}(s ; \zeta) \in(0, \infty)$, which for any fixed $s \in[-\varsigma, 1)$ are bounded uniformly in $\zeta \in K+i(0,1]$ for any compact $K \subset \mathbb{R}$.
(d) The derivative at $s=0$ is given by the (negative) Lyapunov exponent, i.e. for all $\zeta \in \mathbb{C}^{+}$,

$$
\begin{equation*}
\frac{\partial \varphi_{\lambda}}{\partial s}(0 ; \zeta)=-L_{\lambda}(\zeta) \tag{3.13}
\end{equation*}
$$

2. For Lebesgue-almost all real energies, $E \in \mathbb{R}$, and all $s \in[-\varsigma, 1$ ), the limit in (2.10) exists and is finite. The function $[-\varsigma, 1) \ni s \mapsto \varphi_{\lambda}(s ; E)$ coincides with the limiting value of $\varphi_{\lambda}$, i.e., for all $s \in[-\varsigma, 1)$ and all $E \in \mathbb{R}$,

$$
\begin{equation*}
\varphi_{\lambda}(s ; E)=\lim _{\eta \downarrow 0} \varphi_{\lambda}(s ; E+i \eta)=\lim _{\substack{|x| \rightarrow \infty \\ \eta \downarrow 0}} \frac{1}{|x|} \log \mathbb{E}\left[\left|G_{\lambda}(0, x ; E+i \eta)\right|^{s}\right] . \tag{3.14}
\end{equation*}
$$

In particular, within the reduced range $s \in[-\varsigma, 1)$, the function $\varphi_{\lambda}(s ; E)$ shares the properties listed in (a)-(c), and the Lyapunov exponent relation (3.13) also holds for almost all real values of $\zeta(=E)$.

The relation (3.14) in particular asserts that for $s \in[-\varsigma, 1)$ the limits $\eta \downarrow 0$ and $|x| \rightarrow \infty$ commute. This does not generally extend to $s \geq 1$, in which case the limit $\eta \downarrow 0$ may diverge if taken first (for $E$ in the regime of pure point spectrum), while the quantity on the left is finite and non-increasing in $s$ for all $s \geq-\varsigma$. However, let us add that under certain conditions the constraint $s<1$ could be lifted. As should be clear from the proof in Section 3.3.2, the relevant condition for the finite volume bounds (3.12) as well as (3.14) is that for the given $s$ and $E=\operatorname{Re} \zeta$ the super- and submultiplicativity bounds of Lemmas 3.3 and 3.4 hold with constants which are uniform in $\operatorname{Im} \zeta$. This condition could be satisfied even at $s \geq 1$ if, for instance, the $s$-moments of the Green function factors which yield these constants stay finite as $\eta \searrow 0$ due to a smoothing effect of the absolutely continuous spectrum.
3.3.1. Auxiliary results. Our proof of Theorem 3.2 is based on super- and submultiplicativity in $|x|$ of the Green function's moments, properties which are related to the Green function's factorization.

Following is the essential statement.
Lemma 3.3. If either $s \in[-\varsigma, \infty)$ and $\zeta \in \mathbb{C}^{+}$, or $s \in[-\varsigma, 1)$ and $\zeta=E+i 0$, then for any two vertices $0 \prec u \prec x$ (and $u_{ \pm}$and $x_{-}$defined in (3.9))

$$
\begin{equation*}
C_{-}(s ; \zeta)^{-1} \leq \frac{\mathbb{E}\left(\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right|^{s}\right)}{\mathbb{E}\left(\left|G^{\mathcal{T}_{u}}\left(0, u_{-} ; \zeta\right)\right|^{s}\right) \mathbb{E}\left(\left|G^{\mathcal{T}_{u, x}}\left(u_{+}, x_{-} ; \zeta\right)\right|^{s}\right)} \leq C_{+}(s ; \zeta) \tag{3.15}
\end{equation*}
$$

with some $0<C_{+}(s ; \zeta), C_{-}(s ; \zeta)<\infty$ which, for fixed $s \in[-\varsigma, 1)$, are uniformly bounded in $\zeta \in K+i(0,1]$ for any compact $K \subset \mathbb{R}$. Furthermore, for fixed $s$ and $\zeta$ within the above range,

$$
\begin{equation*}
\lim _{s \rightarrow 0} C_{-}(s ; \zeta)=\lim _{s \rightarrow 0} C_{+}(s ; \zeta)=1 \tag{3.16}
\end{equation*}
$$

Proof. Using the factorization representation (3.9) and the statistical independence of the two factors which are in the denominator of (3.15), we may write

$$
\begin{equation*}
\frac{\mathbb{E}\left(\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right|^{s}\right)}{\mathbb{E}\left(\left|G^{\mathcal{T}_{u}}\left(0, u_{-} ; \zeta\right)\right|^{s}\right) \mathbb{E}\left(\left|G^{\mathcal{T}_{u, x}}\left(u_{+}, x_{-} ; \zeta\right)\right|^{s}\right)}=A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right|^{s}\right) \tag{3.17}
\end{equation*}
$$

where $A v_{u}^{(s)}(\cdot)$ represents the weighted probability average,

$$
\begin{equation*}
A v_{u}^{(s)}(Q)=\frac{\mathbb{E}\left(\left|G^{\mathcal{T}_{u}}\left(0, u_{-} ; \zeta\right)\right|^{s}\left|G^{\mathcal{T}_{u, x}}\left(u_{+}, x_{-} ; \zeta\right)\right|^{s} \times Q\right)}{\mathbb{E}\left(\left|G^{\mathcal{T}_{u}}\left(0, u_{-} ; \zeta\right)\right|^{s}\right) \mathbb{E}\left(\left|G^{\mathcal{T}_{u, x}}\left(u_{+}, x_{-} ; \zeta\right)\right|^{s}\right)} . \tag{3.18}
\end{equation*}
$$

To estimate this quantity we note that by (3.3),

$$
\begin{equation*}
G^{\mathcal{T}_{x}}(u, u ; \zeta)=\left(\lambda V(u)-\zeta-\sum_{v \in \mathcal{N}_{u}} G^{\mathcal{T}_{u, x}}(v, v ; \zeta)\right)^{-1} \tag{3.19}
\end{equation*}
$$

1. The upper bound: In case $s \geq 1$, the operator-theoretic bound $\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right| \leq$ $(\operatorname{Im} \zeta)^{-1}$ yields the upper bound in (3.15) with $C_{+}:=(\operatorname{Im} \zeta)^{-1}$.

In case $s \in[0,1)$, the expression (3.19) and (A.5) readily imply that

$$
\begin{equation*}
A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right|^{s}\right) \leq \frac{2^{s}\|\varrho\|_{\infty}^{s}}{(1-s) \lambda^{s}} \quad\left(=: C_{+}\right) . \tag{3.20}
\end{equation*}
$$

In case $s \in[-\varsigma, 0)$, the expression (3.19) together with the inequality $(|a|+|b|)^{\sigma} \leq$ $|a|^{\sigma}+|b|^{\sigma}$ for $\sigma \in[0,1]$ also implies

$$
\begin{align*}
& A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right|^{s}\right) \\
& \leq \lambda^{-s} \mathbb{E}\left[|V(u)|^{-s}\right]+|\zeta|^{-s}+\sum_{v \in \mathcal{N}_{u}} A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{u, x}}(v, v ; \zeta)\right|^{-s}\right) \tag{3.21}
\end{align*}
$$

To bound the terms $v \notin\left\{u_{-}, u_{+}\right\}$, we use (3.20) to conclude that

$$
\begin{equation*}
A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{u, x}}(v, v ; \zeta)\right|^{-s}\right) \leq \frac{\lambda^{s}}{(1+s) 2^{s}\|\varrho\|_{\infty}^{s}} \tag{3.22}
\end{equation*}
$$

In the remaining cases $v \in\left\{u_{-}, u_{+}\right\}$, we use the factorization property (3.8), Jensen's inequality and (3.20) to conclude

$$
\begin{align*}
& A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{u}}\left(u_{-}, u_{-} ; \zeta\right)\right|^{-s}\right)=\left[A v_{u_{-}}^{(s)}\left(\left|G^{\mathcal{T}_{u}}\left(u_{-}, u_{-} ; \zeta\right)\right|^{s}\right)\right]^{-1} \\
& \quad \leq A v_{u_{-}}^{(s)}\left(\left|G^{\mathcal{T}_{u}}\left(u_{-}, u_{-} ; \zeta\right)\right|^{-s}\right) \leq \frac{\lambda^{s}}{(1+s) 2^{s}\|\varrho\|_{\infty}^{s}} \quad\left(=: C_{+}\right), \tag{3.23}
\end{align*}
$$

and similarly for $u_{+}$. (Note that in case $u_{-}=0$, the definition of $A v_{u_{-}}^{(s)}$ extends naturally.)
2. The lower bound: First assume that $s>0$. The expression (3.19) implies that for any $t>0$ and any $\varepsilon \in(0, \min \{\varsigma, s\}]$,

$$
\begin{align*}
A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right|^{s}\right) & \geq A v_{u}^{(s)}\left(\frac{1\left[\text { For all } v \in \mathcal{N}_{u}:\left|G^{\mathcal{T}_{u, x}}(v, v ; \zeta)\right| \leq t\right]}{[\lambda|V(u)|+|\zeta|+(K+1) t]^{s}}\right) \\
& \geq \frac{\prod_{v \in \mathcal{N}_{u}} A v_{u}^{(s)}\left(1\left[\left|G^{\mathcal{T}_{u, x}}(v, v ; \zeta)\right| \leq t\right]\right)}{\left[\lambda^{\varepsilon} \mathbb{E}\left(|V(0)|^{\varepsilon}\right)+|\zeta|^{\varepsilon}+(K+1)^{\varepsilon} t^{\varepsilon}\right]^{s / \varepsilon}} \tag{3.24}
\end{align*}
$$

The last inequality derives from the fact that the random variables appearing in the numerator and $V(u)$ are independent (even with respect to $A v_{u}^{(s)}(\cdot)$ ), and Jensen's inequality, which yields $\mathbb{E}\left[|Q|^{-s}\right] \geq \mathbb{E}\left[|Q|^{-\varepsilon}\right]^{s / \varepsilon} \geq \mathbb{E}\left[|Q|^{\varepsilon}\right]^{-s / \varepsilon}$. We now choose $t \equiv t(s)$ large enough so that $A v_{u}^{(s)}\left(1\left[\left|G^{\mathcal{T}_{u, x}}(v, v ; \zeta)\right| \leq t\right]\right) \geq 1-s$. In case $v \notin\left\{u_{-}, u_{+}\right\}$this is quantified in the estimate (A.6), and in case $v \in\left\{u_{-}, u_{+}\right\}$in (A.21).

If $s \in[-\varsigma, 0]$, we use the Jensen inequality together with (3.20) to conclude that

$$
\begin{equation*}
A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right|^{s}\right) \geq \frac{1}{A v_{u}^{(s)}\left(\left|G^{\mathcal{T}_{x}}(u, u ; \zeta)\right|^{-s}\right)} \geq \frac{(1+s) \lambda^{s}}{2^{s}\|\varrho\|_{\infty}^{s}} \quad\left(=: C_{-}^{-1}\right) \tag{3.25}
\end{equation*}
$$

which completes the proof of (3.15), and by inspection also of (3.16).
The above lemma concerns the Green function restricted to subgraphs. Arguments used in the proof also imply that the full Green function may in fact be compared with its restricted versions. Moreover, the effect of peeling off one vertex is bounded:

Lemma 3.4. Under the assumptions of Lemma 3.3, let $x_{--}$stand for the neighbor of $x_{-}$ towards the root. Then

$$
\begin{gather*}
C_{-}(s ; \zeta)^{-1} \leq \frac{\mathbb{E}\left(\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right|^{s}\right)}{\mathbb{E}\left(\left|G^{\mathcal{T}_{x_{-}}}\left(0, x_{--} ; \zeta\right)\right|^{s}\right)} \leq C_{+}(s ; \zeta),  \tag{3.26}\\
{\left[C_{+}(s ; \zeta) C_{-}(s ; \zeta)\right]^{-1} \leq \frac{\mathbb{E}\left(\left|G\left(0, x_{-} ; \zeta\right)\right|^{s}\right)}{\mathbb{E}\left(\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right|^{s}\right)} \leq C_{+}(s ; \zeta) C_{-}(s ; \zeta) .} \tag{3.27}
\end{gather*}
$$

Proof. To prove (3.26) we use the factorization of the Green function,

$$
\begin{equation*}
G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)=G^{\mathcal{T}_{-}}\left(0, x_{--} ; \zeta\right) G^{\mathcal{T}_{x}}\left(x_{-}, x_{-} ; \zeta\right) \tag{3.28}
\end{equation*}
$$

Since the last factor is of the form (3.19), the argument used in the proof of Lemma 3.3 yields (3.26).

To prove (3.27) we employ the factorization

$$
\begin{equation*}
G(0, x ; \zeta)=G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right) G(x, x ; \zeta) . \tag{3.29}
\end{equation*}
$$

Thus, by arguments as in the proof of Lemma 3.3, the quantity $\mathbb{E}\left(|G(0, x ; \zeta)|^{s}\right)$ is bounded from above and below in terms of $\mathbb{E}\left(\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right|^{s}\right)$. Since the latter lacks $x$, we apply (3.26) to append this vertex.
3.3.2. Proof of Theorem 3.2. We now turn to the main results on the free energy function. In this context, we recall that a supermultiplicative positive sequence is one satisfying $\alpha_{m+n} \geq B \alpha_{m} \alpha_{n}>0$. By Fekete's lemma [19] for such sequences the limit $\lim _{n \rightarrow \infty} n^{-1} \log \alpha_{n}=: \Psi$ exists and $\alpha_{m} \leq B^{-1} e^{m \Psi}$ for every $m \in \mathbb{N}$. For submultiplicative sequences the reverse inequalities hold.

Proof of Theorem 3.2. In the following we pick a simple path in $\mathcal{T}$ to infinity, and label its vertices by $0=: x_{0}, x_{1}, x_{2}, \ldots$ We first show that

$$
\begin{equation*}
\alpha_{n}(\zeta):=\mathbb{E}\left[\left|G^{\mathcal{T}_{x_{n+1}}}\left(x_{0}, x_{n} ; \zeta\right)\right|^{s}\right] \tag{3.30}
\end{equation*}
$$

is supermultiplicative in the two cases of interest: 1) $s \in[-\varsigma, \infty)$ and $\zeta \in \mathbb{C}^{+}$and 2) $s \in[-\varsigma, 1)$ and $\zeta=E+i 0$. In both cases, the factorization property (3.9), Lemma 3.3 and (3.26) imply that for all $n, m \in \mathbb{N}$,

$$
\begin{equation*}
\alpha_{n+m+1}(\zeta) \geq C_{-}^{-1} \alpha_{n}(\zeta) \alpha_{m}(\zeta) \geq\left(C_{+} C_{-}\right)^{-1} \alpha_{n+1}(\zeta) \alpha_{m}(\zeta) \tag{3.31}
\end{equation*}
$$

By Fekete's lemma [19], the limit $\Psi(\zeta):=\lim _{n \rightarrow \infty} n^{-1} \log \alpha_{n}(\zeta)$ exists.
An analogous reasoning using Lemma 3.3 and (3.26) also shows submultiplicativity, i.e., for all $n, m \in \mathbb{N}$,

$$
\begin{equation*}
\alpha_{n+m+1}(\zeta) \leq C_{+} \alpha_{n}(\zeta) \alpha_{m}(\zeta) \leq C_{+} C_{-} \alpha_{n+1}(\zeta) \alpha_{m}(\zeta) \tag{3.32}
\end{equation*}
$$

By super- and submultiplicativity, the limit $\Psi(\zeta)$ provides both an upper and a lower bound on $\alpha_{m}(\zeta)$ for any $m \in \mathbb{N}$ :

$$
\begin{equation*}
\left(C_{+} C_{-}\right)^{-1} e^{m \Psi(\zeta)} \leq \alpha_{m}(\zeta) \leq C_{+} C_{-} e^{m \Psi(\zeta)} \tag{3.33}
\end{equation*}
$$

To establish the existence of the limits (3.10) and (2.10), we use (3.33) and (3.27), which gives

$$
\begin{equation*}
C_{ \pm}^{-1} \alpha_{n}(\zeta) \leq \mathbb{E}\left[\left|G\left(x_{0}, x_{n} ; \zeta\right)\right|^{s}\right] \leq C_{ \pm} \alpha_{n}(\zeta) \tag{3.34}
\end{equation*}
$$

with $C_{ \pm}:=C_{+} C_{-}$. Hence the limits (3.10) and (2.10) agree with $\Psi(\zeta)=\varphi_{\lambda}(s ; \zeta)$ in both cases: (i) $s \in[-\varsigma, \infty)$ and $\zeta \in \mathbb{C}^{+}$and (ii) $s \in[-\varsigma, 1)$ and $\zeta=E+i 0$.

Since for any fixed $s \in[-\varsigma, 1)$ and $E \in \mathbb{R}$ the constants $C_{+}, C_{-}, C_{ \pm}$are bounded uniformly in $\operatorname{Im} \zeta \in(0,1]$, the convergence (3.10) is also uniform with respect to $\operatorname{Im} \zeta \in$ ( 0,1 ], and the limits $\eta \downarrow 0$ and $|x| \rightarrow \infty$ can be taken in any order. This proves (3.14).

The finite-volume bounds (3.12) now follow from (3.33) and (3.34).
It remains to establish the properties listed in (a), (b) and (d). Since the prelimits are convex functions of $s$, the limit is convex. Since for any $\epsilon \geq 0$,

$$
\begin{equation*}
\mathbb{E}\left[|G(0, x ; \zeta)|^{S+\epsilon}\right] \leq(\operatorname{Im} \zeta)^{-\epsilon} \mathbb{E}\left[|G(0, x ; \zeta)|^{s}\right] \tag{3.35}
\end{equation*}
$$

the limit (3.10) is non-increasing in $s$. This concludes the proof of (a).
The first inequality in (3.11) is a consequence of convexity and the factorization property (3.7) of the Green function. In fact, if either 1) $s \in[-\varsigma, \infty)$ and $\zeta \in \mathbb{C}^{+}$or 2) $s \in[-\varsigma, 1)$ and $\zeta=E+i 0$, then

$$
\begin{equation*}
\log \mathbb{E}\left[|G(0, x ; \zeta)|^{s}\right] \geq s \mathbb{E}[\log |G(0, x ; \zeta)|]=-s|x| L(\zeta) \tag{3.36}
\end{equation*}
$$

The second inequality in (3.11) relies on the following bound on the sums of squares of Green functions:

$$
\begin{equation*}
\sum_{|x|=n}|G(0, x ; \zeta)|^{2} \leq \sum_{x \in \mathcal{T}}|G(0, x ; \zeta)|^{2}=\frac{\operatorname{Im} G(0,0 ; \zeta)}{\operatorname{Im} \zeta} \leq \frac{1}{(\operatorname{Im} \zeta)^{2}} \tag{3.37}
\end{equation*}
$$

From the finite-volume bounds (3.12), we conclude that for any $n=\operatorname{dist}(x, 0) \in \mathbb{N}$,

$$
\begin{align*}
K^{n} e^{n \varphi(2 ; \zeta)} & \leq C_{ \pm}^{2} K^{n} \mathbb{E}\left[|G(0, x ; \zeta)|^{2}\right] \\
& =C_{ \pm}^{2} \mathbb{E}\left[\sum_{|x|=n}|G(0, x ; \zeta)|^{2}\right] \leq \frac{C_{ \pm}^{2}}{(\operatorname{Im} \zeta)^{2}} . \tag{3.38}
\end{align*}
$$

The right side is independent of $n$, and thus $\varphi(2 ; \zeta)+\log K \leq 0$. Since $\varphi(0 ; \zeta)=0$, convexity implies $\varphi(s ; \zeta) \leq-s \log \sqrt{K}$ for all $s \in[0,2]$. This concludes the proof of (b).

Let us now turn to the differentiability property (d). If either $s \in[-\varsigma, \infty)$ and $\zeta \in \mathbb{C}^{+}$ or $s \in[-\varsigma, 1)$ and $\zeta=E+i 0$, the factorization property (3.7) of the Green function, (3.11) and the finite-volume bounds (3.12) imply

$$
\begin{align*}
0 & \leq \varphi(s ; \zeta)+s L(\zeta) \\
& \leq \frac{1}{|x|}\left(\log \mathbb{E}\left[|G(0, x ; \zeta)|^{s}\right]-\mathbb{E}\left[\log |G(0, x ; \zeta)|^{s}\right]\right)+\frac{\log C_{ \pm}^{2}}{|x|} \\
& \leq \frac{s^{2}}{2|x|} \mathbb{E}\left[(\log |G(0, x ; \zeta)|)^{2}\left(|G(0, x ; \zeta)|^{s}+1\right)\right]+\frac{\log C_{ \pm}^{2}}{|x|} . \tag{3.39}
\end{align*}
$$

Here the last inequality follows from the two elementary bounds $e^{\alpha} \leq 1+\alpha+\alpha^{2}\left(e^{\alpha}+1\right) / 2$ and $1+\beta \leq e^{\beta}$ valid for all $\alpha, \beta \in \mathbb{R}$. Using the fractional moment bounds (A.5) and the factorization property of the Green function, it is easy to check that there is some constant $C<\infty$ such that for all $s \in(0,1 / 4)$ and $x \in \mathcal{T}$ the first factor is bounded by $C s^{2}|x|$. Furthermore, since $\log C_{ \pm}^{2}(s ; \zeta)=o(1)$ as $s \rightarrow 0$ by (3.16), the claim (3.13) follows by choosing $|x|=\left\lfloor s^{-1}\left(\log C_{ \pm}^{2}\right)^{1 / 2}\right\rfloor$.

### 3.4. Green function's typical decay rate, and its large deviations

The properties established in Theorem 3.2 for the free energy function $\varphi_{\lambda}(s ; E)$ allow one to establish decay properties of the Green function which are important for the resonance analysis which is presented below. The typical behavior is determined by the Lyapunov exponent:

Theorem 3.5. For almost all $E \in \mathbb{R}$ and all $\epsilon>0$ there is some $\eta_{0}>0$ such that for all $\eta \in\left(0, \eta_{0}\right)$,

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} \mathbb{P}\left(|G(0, x ; E+i \eta)| \in e^{-L(E)|x|}\left[e^{-\epsilon|x|}, e^{\epsilon|x|}\right]\right)=1 \tag{3.40}
\end{equation*}
$$

The same applies to $G^{\mathcal{T}_{x}}\left(0, x_{-} ; E+i \eta\right)$ (when substituting $G(0, x ; E+i \eta)$ ).
The proof is presented in Appendix B, based on the general and more comprehensive large deviation Theorem B.1. The latter is established through some standard arguments for which enabling bounds are provided by Theorem 3.2.

Other values of $|x|^{-1} \log |G(0, x ; E+i \eta)|$ can also be observed, but these represent large deviations for which the rate function is given by the Legendre transform:

$$
\begin{equation*}
I(\gamma):=-\inf _{s \in[-\varsigma, 1)}\left[\varphi_{\lambda}(s ; E)+s \gamma\right] . \tag{3.41}
\end{equation*}
$$

More explicitly, for any $\gamma$ which is attainable as $\gamma=-\partial \varphi_{\lambda}(s ; E) / \partial s$ for $s \in[-\varsigma, 1)$,

$$
\begin{equation*}
\mathbb{P}\left(|G(0, x ; E+i \eta)| \in e^{-\gamma|x|}\left[e^{-\epsilon|x|}, e^{\epsilon|x|}\right]\right) \approx e^{-I(\gamma)]|x|} \tag{3.42}
\end{equation*}
$$

where $\approx$ means that the ratio of the two terms is of the order $e^{o(|x|)}$ for large $|x|$. A stronger large deviation principle is presented in Theorem 5.2.

## 4. The Lyapunov exponent delocalization criterion

Our goal in this section is to prove Theorem 2.1. We start with some useful preparatory observations.

### 4.1. A zero-one law and the relative tightness of $\operatorname{Im} \Gamma(0 ; E+i \eta)$

Lemma 4.1. For Lebesgue-almost all $E \in \mathbb{R}$, the probability that $\operatorname{Im} \Gamma(0 ; E+i 0)=0$ is either 0 or 1 .

Proof. Taking the imaginary part of (3.5) one gets

$$
\begin{align*}
\operatorname{Im} \Gamma(0 ; E+i \eta) & =|G(0,0 ; E+i \eta)|^{2}\left[\eta+\sum_{x \in \mathcal{N}_{0}^{+}} \operatorname{Im} \Gamma(x ; E+i \eta)\right] \\
& \geq|G(0,0 ; E+i \eta)|^{2} \sum_{x \in \mathcal{N}_{0}^{+}} \operatorname{Im} \Gamma(x ; E+i \eta), \tag{4.1}
\end{align*}
$$

with equality in case $\eta=0$ for those $E$ for which the boundary values exist, that is, for Lebesgue-almost all $E \in \mathbb{R}$. Let now $q:=\mathbb{P}(\operatorname{Im} \Gamma(0 ; E+i 0)=0)$. The factor $|G(0,0 ; E+i 0)|$ is almost surely non-zero, since, for example, $\mathbb{E}\left[|G(0,0 ; E+i 0)|^{-\varsigma}\right]$ $<\infty$, using the recursion relation (3.5), Assumption C and the finiteness of fractional moments. Since the $K$ different terms, $\operatorname{Im} \Gamma(x ; E+i 0), x \in \mathcal{N}_{0}^{+}$, are independent variables of the same distribution as $\operatorname{Im} \Gamma(0 ; E+i 0)$, and $|G(0,0 ; E+i 0)| \neq 0$ almost surely, we may conclude that $q=q^{K}$ or $q\left[1-q^{K-1}\right]=0$, and hence either $q=0$ or $q=1$.

In order to quantify the way the distribution of $\operatorname{Im} \Gamma(0 ; \zeta)$ settles on its limit as $\operatorname{Im} \zeta \downarrow 0$, we introduce the following quantity.

Definition 4.2. For $\zeta \in \mathbb{C}^{+}$and $\alpha \in(0,1)$ the upper percentile $\xi(\alpha, \zeta)$ of the distribution of $\operatorname{Im} \Gamma(0 ; \zeta)$ is the supremum of the values of $t \geq 0$ for which

$$
\begin{equation*}
\mathbb{P}(\operatorname{Im} \Gamma(0 ; \zeta) \geq t) \geq \alpha \tag{4.2}
\end{equation*}
$$

Lemma 4.3. For $\zeta \in \mathbb{C}^{+}$and any $\alpha \in(0,1)$ we have $0<\xi(\alpha, \zeta)<\infty$.

Proof. For $\zeta \in \mathbb{C}^{+}$one has $0<\operatorname{Im} \Gamma(0 ; \zeta) \leq(\operatorname{Im} \zeta)^{-1}$. Hence the claim derives from the following observations: (i) The collection of strictly positive values of $t$ for which (4.2) holds is not empty, since otherwise $\operatorname{Im} \Gamma(0 ; \zeta)=0$ with probability one. (ii) The above collection of values of $t$ does not include any value above $(\operatorname{Im} \zeta)^{-1}$.
Iterating (4.1) we conclude that for any $n \in \mathbb{N}$ and $\zeta \in \mathbb{C}^{+}$,

$$
\begin{equation*}
\operatorname{Im} \Gamma(0 ; \zeta) \geq \sum_{x \in \mathcal{S}_{n}}|G(0, x ; \zeta)|^{2} \sum_{y \in \mathcal{N}_{x}^{+}} \operatorname{Im} \Gamma(y ; \zeta) \tag{4.3}
\end{equation*}
$$

where $\mathcal{S}_{n}:=\{x \in \mathcal{T} \mid \operatorname{dist}(0, x)=n\}$. As a first consequence of this important relation, we note that the distribution of $\operatorname{Im} \Gamma(0 ; \zeta)$ does not broaden too fast as $\operatorname{Im} \zeta \downarrow 0$. As a measure of the (relative) width of the distribution we use the ratios $\xi(\alpha ; \zeta) / \xi(\beta ; \zeta)$.

Lemma 4.4. For any $E \in \mathbb{R}$ the distribution of $\operatorname{Im} \Gamma(0 ; E+i \eta)$ remains relatively tight in the limit $\eta \downarrow 0$ in the sense that for any pair $\alpha, \beta \in(0,1)$

$$
\begin{equation*}
\liminf _{\eta \downarrow 0} \frac{\xi(\alpha ; E+i \eta)}{\xi(\beta ; E+i \eta)}>0 \tag{4.4}
\end{equation*}
$$

Proof. We fix $\alpha, \beta \in(0,1)$ (by monotonicity it would suffice to consider the case $\alpha>\beta$ ) and pick an arbitrary $0<\epsilon<1-\beta$. For a given $x \in \mathcal{S}_{n}$, let us consider the event $R_{x}:=\left\{\left(|G(0, x ; E+i \eta)| \geq e^{-n \ell}\right\}\right.$, where $\ell>L(E)$ is fixed at an arbitrary value. We now choose $n \in \mathbb{N}$ large enough and $\eta_{0}>0$ small enough such that for all $\eta \in\left(0, \eta_{0}\right)$ simultaneously

$$
\begin{equation*}
\mathbb{P}\left(R_{x}^{c}\right) \leq \alpha\left(1-\sqrt{\frac{\beta}{1-\epsilon}}\right) \quad \text { and } \quad K^{n} \alpha \sqrt{\frac{\beta}{1-\epsilon}} \geq \frac{\beta}{\epsilon} \tag{4.5}
\end{equation*}
$$

where $c$ indicates the complementary event. While the second requirement is obviously satisfied for $n=|x|$ large enough, it follows from Theorem 3.5 that also the first requirement can be met. In order to control the sum in (4.3) we also introduce the event $I_{x}:=\bigcup_{y \in \mathcal{N}_{x}^{+}}\{\operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta)\}$. From (4.3) and the Cauchy-Schwarz inequality it then follows that

$$
\begin{equation*}
\mathbb{P}\left(\operatorname{Im} \Gamma(0 ; \zeta) \geq e^{-2 \ln } \xi(\alpha ; E+i \eta)\right) \geq \mathbb{P}(N \geq 1) \geq \frac{\mathbb{E}[N]^{2}}{\mathbb{E}\left[N^{2}\right]} \tag{4.6}
\end{equation*}
$$

where $N:=\sum_{x \in \mathcal{S}_{n}} 1_{R_{x} \cap I_{x}}$ denotes the number of joint events $R_{x} \cap I_{x}$ on the sphere $\mathcal{S}_{n}$. The right side in (4.6) is estimated using the independence of the events $I_{x}$ for all $x \in \mathcal{S}_{n}$ :

$$
\begin{equation*}
\mathbb{E}\left[N^{2}\right]-\mathbb{E}[N]=\mathbb{E}[N(N-1)] \leq \sum_{\substack{x, y \in \mathcal{S}_{n} \\ x \neq y}} \mathbb{P}\left(I_{x}\right) \mathbb{P}\left(I_{y}\right) \leq K^{2 n} \mathbb{P}\left(I_{x}\right)^{2} \tag{4.7}
\end{equation*}
$$

Together with the lower bound

$$
\begin{equation*}
\mathbb{E}[N]=K^{n} \mathbb{P}\left(R_{x} \cap I_{x}\right) \geq K^{n}\left(\mathbb{P}\left(I_{x}\right)-\mathbb{P}\left(R_{x}^{c}\right)\right) \geq K^{n}\left(\alpha-\mathbb{P}\left(R_{x}^{c}\right)\right) \geq \beta / \epsilon \tag{4.8}
\end{equation*}
$$

the inverse of the right side in (4.6) is bounded from above using (4.5):

$$
\begin{equation*}
\frac{\mathbb{E}\left[N^{2}\right]}{\mathbb{E}[N]^{2}} \leq \frac{1}{\mathbb{E}[N]}+\left(1-\frac{\mathbb{P}\left(R_{x}^{c}\right)}{\alpha}\right)^{-2} \leq \frac{\epsilon}{\beta}+\frac{1-\epsilon}{\beta}=\frac{1}{\beta} \tag{4.9}
\end{equation*}
$$

From the definition of the upper percentile and (4.6) together with (4.9) it hence follows that $\xi(\beta ; E+i \eta) \geq e^{-2 \ell n} \xi(\alpha ; E+i \eta)$. The proof is concluded by noting that the first factor on the right side is independent of $\eta$ and strictly positive.

### 4.2. A conditional proof of the criteria

We prove Theorems 2.1 and 2.5 by contradicting the following 'no-ac' hypothesis.
Definition 4.5. For a specified $\lambda \geq 0$, we say that the no-ac hypothesis holds at $E \in \mathbb{R}$ if almost surely $\operatorname{Im} G(0,0 ; E+i 0)=0$.

The relation (4.3) suggests that the no-ac hypothesis is false if with uniformly positive probability there are sites $x \in \mathcal{S}_{n}$ with $|G(0, x ; \zeta)| \gg 1$, and a forward neighbor $y$ with a not particularly 'atypical' value of $\operatorname{Im} \Gamma(y ; E+i \eta)$. A key step is:

Theorem 4.6. For almost all $E \in \sigma\left(H_{\lambda}\right)$, if either

1. (Lyapunov exponent criterion) $L(E)<\log K$, or
2. (large deviation criterion) $\varphi(1 ; E)>-\log K$, and Assumption E is satisfied,
and the no-ac hypothesis holds true, then there are $\delta, p_{0}>0$ and $n_{0} \geq 0$ such that for all $n \geq n_{0}$,
$\liminf _{\eta \downarrow 0} \mathbb{P}\left(\max _{x \in \mathcal{S}_{n}}|G(0, x ; E+i \eta)| 1_{\max _{y \in \mathcal{N}_{x}^{+}}} \operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta) \geq e^{\delta n}\right) \geq 2 p_{0}$.
A heuristic argument for the validity of Theorem 4.6 is given in Subsection 4.3 below. The proof is split: the Lyapunov exponent criterion is established in Subsection 4.4, whereas the proof of the large deviation criterion, which is a bit more involved, is given separately in Section 5. First however let us show how Theorem 4.6 is used for the proof of our main results.
Proof of Theorems 2.1 and 2.5 given Theorem 4.6. We will argue by contradiction. Assume the no-ac hypothesis for the given energy $E \in \sigma\left(H_{\lambda}\right)$. From Lemma 4.6 and (4.3) it then follows that there are $\alpha, \delta, \eta_{0}, p_{0}>0$ and $n_{0} \geq 0$ such that for all $\eta \in\left(0, \eta_{0}\right)$ and all $n \geq n_{0}$,

$$
\begin{align*}
& \mathbb{P}\left(\operatorname{Im} \Gamma(0 ; E+i \eta) \geq e^{2 \delta n} \xi(\alpha ; E+i \eta)\right) \\
& \quad \geq \mathbb{P}\left(\max _{x \in \mathcal{S}_{n}}|G(0, x ; E+i \eta)| 1_{\left.\max _{y \in \mathcal{N}_{x}^{+}} \operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta) \geq e^{\delta n}\right) \geq p_{0} .} .\right. \tag{4.11}
\end{align*}
$$

As a consequence, $\xi\left(p_{0} ; E+i \eta\right) \geq e^{2 \delta n} \xi(\alpha ; E+i \eta)$, and since $n$ can be taken arbitrarily large,

$$
\begin{equation*}
\lim _{\eta \downarrow 0} \frac{\xi(\alpha ; E+i \eta)}{\xi\left(p_{0} ; E+i \eta\right)}=0 . \tag{4.12}
\end{equation*}
$$

This however contradicts the relative tightness condition (4.4).

### 4.3. Heuristics of the resonance mechanism

A possible mechanism for the rare events featured in (4.10) is the simultaneous occurrence of the following two events, for some common value of $\gamma>0$ :

$$
\begin{align*}
|G(x, x ; E+i \eta)| & \geq e^{(\gamma+\delta)|x|},  \tag{4.13}\\
\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; E+i \eta\right)\right| & \geq e^{-\gamma|x|} . \tag{4.14}
\end{align*}
$$

These two conditions imply $|G(0, x ; E+i \eta)| \geq e^{\delta|x|}$ through the relation (3.8).
The first, (4.13), represents an extremely rare local resonance condition. It occurs when the random potential at $x$ falls very close to a value at which $G(x, x ; E+i 0)$ diverges. By (3.3), such divergence is possible if $G^{\mathcal{T}_{x}}(y, y ; E+i 0)$ is real for all $y \in \mathcal{N}_{x}$. By (3.3) and the continuity of the probabilities in $\eta$, under the no-ac hypothesis the probability of (4.13) occurring at a given site $x \in \mathcal{S}_{n}$ is of the order $e^{-(\gamma+\delta) n}$ for $\eta$ sufficiently small (depending on $n$ ).

The second condition, (4.14), represents
(i) a typical event in case $\gamma=L(E)$ (cf. Theorem 3.5),
(ii) a large deviation event in case $\gamma<L(E)$ (cf. (3.42)).

In the first case, the mean number of sites in the sphere $\mathcal{S}_{n}$ on which (4.13) and (4.14) occur is $\mathbb{E}[N] \approx K^{n} e^{-(L(E)+\delta) n} \gg 1$ provided $0<\delta<\log K-L(E)$. Unlike (4.13), the conditions $\operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta)$ are not rare events, and their inclusion does not modify significantly the above estimate.

In the second case, by a standard large deviation estimate as in (3.42), the probability of the event (4.14) with $\gamma \approx-\lim _{s \uparrow 1} \frac{\partial \varphi}{\partial s}(s ; E)=: \varphi_{-}^{\prime}(1)$ is of the order $e^{-n I(\gamma)+o(1)}$ with a rate function $I(\gamma)$ which is related to $\varphi(s) \equiv \varphi_{\lambda}(s ; E)$ through the Legendre transform. The relevant mechanism for the occurrence of (4.14) is the systematic stretching of the values of $\left|G^{\mathcal{T}_{x}}(0, u ; E+i \eta)\right|$ along the path $0 \preceq u \preceq x_{-}$. By the above line of reasoning, and ignoring excessive correlations (a step which is justified under auxiliary conditions) we arrive at the mean value estimate $\mathbb{E}[N] \approx K^{n} \exp (-n[I(\gamma)+\gamma+\delta+o(1)])$. This value is much greater than 1 for some $\delta>0$, provided

$$
\begin{equation*}
\sup _{\gamma}[\log K-(I(\gamma)+\gamma)]>0 \tag{4.15}
\end{equation*}
$$

That is, although the probabilities of the above two events are exponentially small, given the exponential growth of $\left|\mathcal{S}_{n}\right|=K^{n}$, under suitable assumptions $\mathbb{E}[N] \rightarrow \infty$ for $n \rightarrow \infty$. To see what (4.15) entails, let us note that by the inverse of the Legendre transform (3.41):,

$$
\begin{equation*}
\varphi(s ; E) \equiv \varphi(s)=-\inf _{\gamma}[I(\gamma)+s \gamma] . \tag{4.16}
\end{equation*}
$$

Thus, (4.15) is the condition $\varphi(1 ; E)>-\log K$, which is mentioned in Theorem 4.6 and in Theorem 2.5.

The analysis which relates to the first condition (i) yields the Lyapunov exponent criterion which we shall prove first. The proof of the more complete result, which uses the condition (ii) is a bit more involved, and is therefore postponed to the next section.

### 4.4. Resonances based on the Lyapunov behavior

The aim of this subsection is to prove the first criterion of Theorem 4.6. Thus, we fix the disorder parameter $\lambda>0$ and the energy $E \in \mathbb{R}$, assuming that $L_{\lambda}(E)<\log K$. In view of the general bound $L_{\lambda}(E)>\log \sqrt{K}$, for which the strict inequality was shown in [6, Thm. 4.1] (the weak inequality is explained by (3.11)), the assumption is equivalent to

$$
\begin{equation*}
4 \delta:=\log K-L_{\lambda}(E) \in(0, \log \sqrt{K}) . \tag{4.17}
\end{equation*}
$$

In accordance with the above heuristics, we consider the following three events.
Definition 4.7. To each $x \in \mathcal{S}_{n}$ and $\eta>0$ we associate the following events:

- The extreme deviation event, at blow-up parameter $\tau:=e^{(L(E)+2 \delta) n}$ :

$$
E_{x}:=\{|G(x, x ; E+i \eta)| \geq \tau\}
$$

- The regular decay event, at decay rate $\ell:=L(E)+\delta$ :

$$
R_{x}:=\left\{\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; E+i \eta\right)\right| \geq e^{-\ell n}\right\}
$$

- The $\alpha$-marginality event, at probability $\alpha \in(0,1)$ :

$$
I_{x}:=\bigcup_{y \in \mathcal{N}_{x}^{+}}\{\operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta)\} .
$$

We will suppress the dependence of these events on $\alpha, \eta>0$. The parameter $\tau$ is chosen such that (i) $\tau^{-1} K^{n}=e^{2 \delta n}$ and (ii) in the event $E_{x} \cap R_{x}$,

$$
\begin{equation*}
|G(0, x ; E+i \eta)|=\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; E+i \eta\right)\right||G(x, x ; E+i \eta)| \geq e^{\delta n}, \tag{4.18}
\end{equation*}
$$

by the factorization (3.8) of the Green function. The decay rate $\ell$ is chosen so that the event $R_{x}$ occurs asymptotically as $n \rightarrow \infty$ with probability one (cf. Theorem 3.5).

We will monitor the number of simultaneous occurrences of the three events listed above, which is given by the random number

$$
\begin{equation*}
N:=\sum_{x \in \mathcal{S}_{n}} 1_{E_{x} \cap R_{x} \cap I_{x}} . \tag{4.19}
\end{equation*}
$$

Even the divergence, for $n \rightarrow \infty$, of the expectation value $\mathbb{E}[N]$ does not on its own imply that the probability of $N>1$ has a positive limit. However, such a conclusion can be drawn from suitable information on the first two moments, e.g. using the following consequence of the Cauchy-Schwarz inequality:

$$
\begin{equation*}
\mathbb{P}(N \geq 1) \geq \frac{\mathbb{E}[N]^{2}}{\mathbb{E}\left[N^{2}\right]} \tag{4.20}
\end{equation*}
$$

We shall next derive bounds on the first two moments which will enable the proof that the above probability is bounded below.

### 4.5. Lower bound on the mean number of resonant sites

Our lower bound on $\mathbb{E}[N]$ is based on a relation of the probability of extreme deviation events to the mean (local) density of states $D(E)$ associated with fully regular Cayley tree $\mathcal{B}$ in which every vertex has exactly $K+1$ neighbors. This density of states is given, for almost all $E \in \mathbb{R}$, by $[30,3]$

$$
\begin{equation*}
D(E):=\lim _{\eta \downarrow 0} \frac{1}{\pi} \mathbb{E}\left[\operatorname{Im} G^{\mathcal{B}}(x, x ; E+i \eta)\right] . \tag{4.21}
\end{equation*}
$$

Since $\zeta \mapsto \mathbb{E}[G(x, x ; \zeta)]$ is a Herglotz function, the limit exists for almost all $E \in \mathbb{R}$. Moreover, due to homogeneity it is independent of $x \in \mathcal{B}$. The following property is well known (cf. [3, 14]), but very important for us.

Proposition 4.8. The support of $D$ coincides with the almost-sure spectrum, i.e., for Lebesgue-almost all $E \in \sigma\left(H_{\lambda}\right)$ one has $D(E)>0$.

Varying the potential at $x$ is a rank-one perturbation of the operator $H_{\lambda}(\omega)$, and the response of the corresponding Green function's diagonal element is particularly simple:

$$
\begin{equation*}
G^{\mathcal{B}}(x, x ; \zeta)=\left(\lambda V(x)-\sigma_{x}(\zeta)\right)^{-1}, \quad \sigma_{x}(\zeta):=\zeta+\sum_{y \in \mathcal{N}_{x}} G^{\mathcal{B}_{x}}(y, y ; \zeta) \tag{4.22}
\end{equation*}
$$

(which is a special case of (3.3)). This allows us to relate the aforementioned probability of extreme deviation events to the density of states $D(E)$. It is at this point that the regularity Assumption D plays a helpful role.

Lemma 4.9. For Lebesgue-almost all $E \in \mathbb{R}$, under the no-ac hypothesis the following holds for all $x \in \mathcal{B}$ :

1. $\operatorname{Im} \sigma_{x}(E+i 0)=0$ almost surely.
2. $D(E)=\mathbb{E}\left[\varrho\left(\lambda^{-1} \sigma_{x}(E+i 0)\right)\right] / \lambda$.
3. For any $\hat{\tau} \geq \lambda^{-1}$ and any event $Z_{x}$ which is independent of $V(x)$,

$$
\begin{equation*}
D(E) \leq \frac{c \hat{\tau}}{2} \mathbb{P}\left(\left\{\left|G^{\mathcal{B}}(x, x ; E+i 0)\right| \geq \hat{\tau}\right\} \cap Z_{x}\right)+\frac{\|\varrho\|_{\infty}}{\lambda} \mathbb{P}\left(Z_{x}^{c}\right), \tag{4.23}
\end{equation*}
$$

where $c \in(0, \infty)$ is the constant from Assumption D.
Proof. The proof of the first assertion is based on the observation that, under the noac hypothesis, $\operatorname{Im} G^{\mathcal{B}_{x}}(y, y ; E+i 0, \omega)=0$ for $\mathbb{P}$-almost all $\omega$, all $x \in \mathcal{T}$ and all $y \in \mathcal{N}_{x}$. This follows from the fact that the Green functions $G^{\mathcal{B}_{x}}(y, y ; E+i 0)$ associated with the neighbors $y \in \mathcal{N}_{x}$ are identically distributed to $\Gamma(0 ; E+i 0)$ and hence $\operatorname{Im} G^{\mathcal{B}_{x}}(y, y ; E+i 0, \omega)=0$ for Lebesgue $\times \mathbb{P}$-almost all $(E, \omega)$.

The proof of the representation in item 2 is based on (4.22). We first condition on the sigma-algebra $\mathscr{A}_{x}$ generated by the random variables $V(y), y \neq x$, and write

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Im} G^{\mathcal{B}}(x, x ; E+i \eta) \mid \mathscr{A}_{x}\right]=\int \varrho(v) \operatorname{Im}\left(\lambda v-\sigma_{x}(E+i \eta)\right)^{-1} d v . \tag{4.24}
\end{equation*}
$$

Since $\lim _{\eta \downarrow 0} \sigma_{x}(E+i \eta)=\sigma_{x}(E+i 0)$ for almost all $E \in \mathbb{R}$ and the distribution of $\sigma_{x}(E+i 0)$ is continuous, Lebesgue's differentiation theorem implies that for Lebesgue $\times$ $\mathbb{P}$-almost all $(E, \omega)$,

$$
\begin{equation*}
\lim _{\eta \downarrow 0} \frac{1}{\pi} \int \varrho(v) \operatorname{Im}\left(\lambda v-\sigma_{x}(E+i \eta ; \omega)\right)^{-1} d v=\frac{\varrho\left(\lambda^{-1} \sigma_{x}(E+i 0 ; \omega)\right)}{\lambda} . \tag{4.25}
\end{equation*}
$$

This together with the dominated convergence theorem, which is based on the Wegner bound

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Im} G^{\mathcal{B}}(x, x ; E+i \eta) \mid \mathscr{A}_{x}\right] \leq \pi\|\varrho\|_{\infty} / \lambda, \tag{4.26}
\end{equation*}
$$

concludes the proof of the representation 2.
We may now refine this representation by first inserting an indicator function of any event $Z_{x}$ which is independent of $V(x)$ and its complement $Z_{x}^{c}$. The equalities (4.24) and (4.25) together with (4.26) then imply

$$
\begin{equation*}
D(E) \leq \lambda^{-1} \mathbb{E}\left[\varrho\left(\lambda^{-1} \sigma_{x}(E+i 0 ; \omega)\right) 1_{Z_{x}}\right]+\frac{\|\varrho\|_{\infty}}{\lambda} \mathbb{P}\left(Z_{x}^{c}\right) . \tag{4.27}
\end{equation*}
$$

Using Assumption D, the first term on the right side is now seen to relate to the probability of extreme deviation events. More precisely, for any $\hat{\tau} \geq \lambda^{-1}$, almost surely,

$$
\begin{align*}
\lambda^{-1} \varrho\left(\lambda^{-1} \sigma_{x}(E+i 0 ; \omega)\right) & \leq \frac{c \hat{\tau}}{2} \int \varrho(v) 1_{\left|\lambda v-\sigma_{x}(E+i 0 ; \omega)\right| \leq \hat{\tau}^{-1}} d v \\
& =\frac{c \hat{\tau}}{2} \mathbb{P}\left(\left|G^{\mathcal{B}}(x, x ; E+i 0)\right| \geq \hat{\tau} \mid \mathscr{A}_{x}\right) . \tag{4.28}
\end{align*}
$$

This concludes the proof of (4.23).
Based on the above estimates, we may now provide a lower bound on $\mathbb{E}[N]$.
Corollary 4.10. For Lebesgue-almost every $E \in \sigma\left(H_{\lambda}\right)$ under the no-ac hypothesis there are $\alpha \in(0,1), C, \eta_{0} \in(0, \infty)$ and $n_{0} \geq 1$ such that for all $n \geq n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$,

$$
\begin{equation*}
\mathbb{E}[N]=K^{n} \mathbb{P}\left(R_{x} \cap E_{x} \cap I_{x}\right) \geq K^{n} \frac{D(E)}{C \tau} \geq \frac{D(E)}{C}>0 . \tag{4.29}
\end{equation*}
$$

Proof. The continuity

$$
\begin{equation*}
\lim _{\eta \downarrow 0} \mathbb{P}\left(\left\{\left|G^{\mathcal{B}}(x, x ; E+i \eta)\right| \geq 2 \tau\right\} \cap Z_{x}\right)=\mathbb{P}\left(\left\{\left|G^{\mathcal{B}}(x, x ; E+i 0)\right| \geq 2 \tau\right\} \cap Z_{x}\right) \tag{4.30}
\end{equation*}
$$

for almost every $E \in \mathbb{R}$ guarantees the validity of (4.23) with $2 c$ replaced by $c$ and all $\eta$ small enough. To extend this estimate to the Green function associated with the regular rooted tree $\mathcal{T}$, we naturally embed $\ell^{2}(\mathcal{T})$ into $\ell^{2}(\mathcal{B})$ and use perturbation theory, the general recursion relation (3.3) and the multiplicativity (3.4):

$$
\begin{align*}
\left|G^{\mathcal{B}}(x, x ; \zeta)^{-1}-G^{\mathcal{T}}(x, x ; \zeta)^{-1}\right| & \leq\left|\Gamma^{\mathcal{B}_{x}}\left(x_{-} ; \zeta\right)-\Gamma^{\mathcal{T}_{x}}\left(x_{-} ; \zeta\right)\right| \\
& \leq\left|G^{\mathcal{B}_{x}}\left(0_{-}, x_{-} ; \zeta\right)\right|\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right| \\
& =\left|G^{\mathcal{B}_{x}}\left(0_{-}, 0_{-} ; \zeta\right)\right|\left|G^{\mathcal{T}_{x}}\left(0, x_{-} ; \zeta\right)\right|^{2} . \tag{4.31}
\end{align*}
$$

For all $E \in \mathbb{R}$ such that $D(E)>0$ there exists $t>0$ such that according to (A.6) the event $\hat{B}_{x}:=\left\{\left|G^{\mathcal{B}_{x}}\left(0_{-}, 0_{-} ; E+i \eta\right)\right| \leq t\right\}$ has for all $\eta>0$ a probability of at least

$$
\begin{equation*}
\mathbb{P}\left(\hat{B}_{x}\right) \geq 1-\frac{\lambda D(E)}{8\|\varrho\|_{\infty}}>0 . \tag{4.32}
\end{equation*}
$$

Moreover, according to Theorem 3.5 and since $e^{-2 \delta n} \tau^{-1}=K^{-n}>e^{-2 n L(E)}$, there are $n_{0} \geq 1$ and $\eta_{0} \in(0, \infty)$ such that for all $n \geq n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$ the event $\hat{R}_{x}:=$ $\left\{\left|G^{\overline{\mathcal{T}}_{x}}\left(0, x_{-} ; E+i \eta\right)\right| \leq \sqrt{e^{-2 \delta n} \tau^{-1}}\right\}$ has a probability of at least

$$
\begin{equation*}
\mathbb{P}\left(\hat{R}_{x}\right) \geq 1-\frac{\lambda D(E)}{8\|\varrho\|_{\infty}}>0 \tag{4.33}
\end{equation*}
$$

Summarizing the above estimates, we conclude that there are $n_{0} \geq 1$ and $\eta_{0} \in(0, \infty)$ such that for all $n \geq n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$ and any event $Z_{x}$ which is independent of $V(x)$,

$$
\begin{align*}
D(E) \leq & c \lambda \tau \mathbb{P}\left(\left\{\left|G^{\mathcal{B}}(x, x ; E+i \eta)^{-1}\right| \leq(2 \tau)^{-1}\right\} \cap \hat{B}_{x} \cap \hat{R}_{x} \cap Z_{x}\right) \\
& +\frac{\|\varrho\|_{\infty}}{\lambda} \mathbb{P}\left(\hat{B}_{x}^{c} \cup \hat{R}_{x}^{c} \cup Z_{x}^{c}\right) \\
\leq & c \lambda \tau \mathbb{P}\left(E_{x} \cap Z_{x}\right)+\frac{\|\varrho\|_{\infty}}{\lambda} \mathbb{P}\left(Z_{x}^{c}\right)+\frac{1}{4} D(E) . \tag{4.34}
\end{align*}
$$

We apply this bound to $Z_{x}=R_{x} \cap I_{x}$ and use $\mathbb{P}\left(R_{x}^{c} \cup I_{x}^{c}\right) \leq \mathbb{P}\left(R_{x}^{c}\right)+\mathbb{P}\left(I_{x}^{c}\right) \leq \mathbb{P}\left(R_{x}^{c}\right)+$ $1-\alpha$. By Theorem 3.5, there are $n_{1} \geq n_{0}$ and $\eta_{1} \in\left(0, \eta_{0}\right]$ such that for all $n \geq n_{1}$ and $\eta \in\left(0, \eta_{1}\right)$,

$$
\begin{equation*}
\mathbb{P}\left(R_{x}\right) \geq 1-\frac{\lambda D(E)}{8\|\varrho\|_{\infty}}>0 \tag{4.35}
\end{equation*}
$$

Choosing $\alpha:=1-\lambda D(E) /\left(8\|\varrho\|_{\infty}\right)$ completes the proof of (4.29).

### 4.6. The enabling second moment upper bound

The mere fact that the mean number of events diverges as $n \rightarrow \infty$ (cf. (4.29)) does not yet imply that such events do occur with uniformly positive probability. The alternative is that the divergence reflects an increasingly rare but also increasingly correlated occurrence of these events. To prove that the resonances do occur regularly, on sufficiently large spheres $\mathcal{S}_{n}$, we use the second-moment method which is based on the following estimate.

Lemma 4.11. Assuming $L(E)<\log K$, there is $C \in(0, \infty)$ such that for all $n \geq 1$, all $\eta>0$ and all $\alpha \in(0,1)$,

$$
\begin{equation*}
\mathbb{E}[N(N-1)] \leq C \tau^{-2} K^{2 n} . \tag{4.36}
\end{equation*}
$$

Proof. Throughout the proof, constants $C \in(0, \infty)$ will be independent of $n, \eta$ and $\alpha$. We start from the observation that

$$
\begin{equation*}
\mathbb{E}[N(N-1)]=\sum_{\substack{x, y \in \mathcal{S}_{n} \\ x \neq y}} \mathbb{P}\left(R_{x} \cap E_{x} \cap I_{x} \cap R_{y} \cap E_{y} \cap I_{y}\right) \leq \sum_{\substack{x, y \in \mathcal{S}_{n} \\ x \neq y}} \mathbb{P}\left(E_{x} \cap E_{y}\right) \tag{4.37}
\end{equation*}
$$

The probability on the right side is estimated using the weak- $L^{1}$ bound for pairs of Green functions in Theorem A. 2 below. Denoting by $\mathscr{A}_{x y}$ the sigma-algebra generated by the random variables $V(u), u \notin\{x, y\}$, we obtain

$$
\begin{align*}
\mathbb{P}\left(E_{x} \cap E_{y}\right) & =\mathbb{E}\left[\mathbb{P}\left(E_{x} \cap E_{y} \mid \mathscr{A}_{x y}\right)\right] \\
& \leq \frac{C}{\tau}\left(\frac{1}{\tau}+\mathbb{E}\left[\min \left\{1,\left|G^{\mathcal{T}_{x, y}}\left(x_{-}, y_{-} ; E+i \eta\right)\right|\right\}\right]\right), \tag{4.38}
\end{align*}
$$

with some constant $C \in(0, \infty)$. The first term is already of the desired form since the number of terms in the sum in (4.37) is bounded by $K^{2 n}$. To estimate the second term we use $\min \{1,|x|\} \leq|x|^{s}$ valid for any $s \in[0,1]$. Choosing

$$
\begin{equation*}
s:=\frac{L(E)+2 \delta}{\log K} \in(0,1), \tag{4.39}
\end{equation*}
$$

we estimate the fractional moment with the help of the finite-volume bounds (3.12) and the upper bound in (3.11):

$$
\begin{equation*}
\mathbb{E}\left[\left|G^{\mathcal{T}_{x, y}}\left(x_{-}, y_{-} ; E+i \eta\right)\right|^{s}\right] \leq C K^{-\frac{s}{2} \operatorname{dist}(x, y)} \tag{4.40}
\end{equation*}
$$

with some constant $C \in(0, \infty)$. The corresponding sum contributing to (4.37) is estimated by fixing $x \in \mathcal{S}_{n}$ and summing over the distance of the least common ancestor of $x$ and $y$ to the root:

$$
\begin{align*}
\sum_{\substack{x, y \in \mathcal{S}_{n} \\
x \neq y}} \mathbb{E}\left[\left|G^{\mathcal{T}_{x, y}}\left(x_{-}, y_{-} ; E+i \eta\right)\right|^{s}\right] & \leq C K^{n} \sum_{j=0}^{n-1} K^{n-j} K^{-s(n-j)} \\
& \leq C K^{(2-s) n}=C \tau^{-1} K^{2 n} \tag{4.41}
\end{align*}
$$

where the last inequality is based on (4.39).
We are now ready for the proof of the main result of this section.
Proof of Theorem 4.6: the Lyapunov exponent criterion. By Corollary 4.10 and Lemma 4.11, there are $\alpha \in(0,1)$ (which is one of the parameters in the definition of $N$ ), $C, \eta_{0} \in(0, \infty)$ and $n_{0} \geq 0$ such that for all $n \geq n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[N^{2}\right]}{\mathbb{E}[N]^{2}}=\frac{1}{\mathbb{E}[N]}+\frac{\mathbb{E}[N(N-1)]}{\mathbb{E}[N]^{2}} \leq C \tag{4.42}
\end{equation*}
$$

Hence, the second-moment bound (4.20) allows us to conclude that $\mathbb{P}(N \geq 1) \geq C^{-1}$ uniformly in $n>n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$.

However, when $N \geq 1$ one may conclude that the quantity which appears on the left side of (4.10) satisfies

$$
\begin{equation*}
\max _{x \in \mathcal{S}_{n}}|G(0, x ; E+i \eta)| 1_{\max _{y \in \mathcal{N}_{x}^{+}} \operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta) \geq e^{\delta n} . . ~}^{\text {. }} \tag{4.43}
\end{equation*}
$$

Taken together, (4.43) and the above probability estimate directly imply the part of Theorem 4.6 which relates to the Lyapunov exponent criterion, with $2 p_{0}=C^{-1}$.
As was shown in Section 4.6, the above result implies the Lyapunov exponent criterion which is stated in Theorem 2.1.

## 5. Resonances enhanced by large deviations

As explained in the introduction, while the Lyapunov exponent criterion is very useful it does not yet cover the full regime of extended states. Our next aim is to establish an extended version of this criterion, improved through the incorporation in the argument of large deviation considerations. The result is stated above as the second part of Theorem 4.6. We now turn to its proof, following the outline which is given in Section 4.3. The strategy has much in common with the derivation of the Lyapunov exponent criterion; however, the proof involves some additional technicalities. Since the applications which are discussed in the introduction rely on just the Lyapunov exponent criterion, only the more dedicated reader may wish to follow this section.

### 5.1. Selection of auxiliary parameters

For the remainder of this subsection, we fix the disorder parameter $\lambda>0$ and an energy $E \in \mathbb{R}$ such that $\varphi(t) \equiv \varphi(t ; E)=\lim _{\eta \downarrow 0} \varphi(t ; E+i \eta)$ exists for all $t \in[-\varsigma, 1)$ and (2.11) holds, i.e.,

$$
\begin{equation*}
\Delta:=\log K+\varphi(1 ; E) \in\left(0, \frac{1}{2} \log K\right) . \tag{5.1}
\end{equation*}
$$

Due to the convexity of $\varphi(s)$ and (3.11), under the assumption (5.1) the left derivative of $\varphi$ satisfies (see Figure 4)

$$
\begin{equation*}
0<-\varphi_{-}^{\prime}(1) \leq \Delta . \tag{5.2}
\end{equation*}
$$



Fig. 4. Sketch of the free energy function in case $\varphi_{\lambda}(1 ; E)>-\log K$. Regardless of this assumption the curve does not enter the shaded region. The parameter $\gamma$ is the negative slope of the tangent at $s$ and the value of the rate function $I(\gamma)=$ $-\varphi_{\lambda}(s ; E)-s \gamma$ can be read off as the negative value at the intersection of that tangent with the vertical axis.

We proceed by associating to the given $\lambda$ and $E$ certain parameters ( $\gamma, \beta, \kappa, \epsilon$, and $\tau$ ) which will also be kept fixed for the remainder of this section. These parameters feature in the definition of the resonance events which will be associated with vertices on the sphere $\mathcal{S}_{n}$ of radius $n \in \mathbb{N}$. To control the correlations among such events we restrict to vertices on the thinned sphere $\mathcal{S}_{n}^{\kappa} \subset \mathcal{S}_{n}$ associated with the parameter $\kappa$ which we pick in the range

$$
\begin{equation*}
\kappa \in\left(0, \min \left\{\frac{\Delta}{16 \ell}, \frac{1}{4}\right\}\right), \tag{5.3}
\end{equation*}
$$



Fig. 5. The geometry of the resonance-boosted large deviation event.
where $\ell>L(E)$ is fixed (largely arbitrary). The thinned sphere $\mathcal{S}_{n}^{\kappa}$, whose radius shall be larger than $4\left\lceil\kappa^{-1}\right\rceil$, is characterized by the length scales $n_{\kappa}:=2\lfloor\kappa n / 2\rfloor \in 2 \mathbb{N}$ and $N_{\kappa}:=n-n_{\kappa}$. The first one is only a fraction of the second length scale, i.e.

$$
\begin{equation*}
\frac{1}{2} \kappa n \leq n_{\kappa} \leq \kappa n, \quad n_{\kappa} \leq \frac{\kappa}{1-\kappa} N_{\kappa} \leq \frac{4}{3} \kappa N_{\kappa} . \tag{5.4}
\end{equation*}
$$

Then $\mathcal{S}_{n}^{\kappa}$ is uniquely determined by having $K^{N_{\kappa}}$ vertices with $2 n_{\kappa}+1$ vertices separating them (cf. Figure 5).

We now pick a value $s \in(0,1)$ at which the free energy function $t \mapsto \varphi(t)$ is differentiable, and such that
(a) the derivative at $s$ satisfies

$$
\begin{equation*}
\gamma:=-\varphi^{\prime}(s) \geq \Delta>0 \tag{5.5}
\end{equation*}
$$

(b) the following condition holds:

$$
\begin{equation*}
I(\gamma)+\gamma=-\left[\varphi(s)+(1-s) \varphi^{\prime}(s)\right] \leq \log K-\frac{7}{8} \Delta, \tag{5.6}
\end{equation*}
$$

(c) addition $(1-s)<1 / 16$ and $\varphi(s)<-\frac{1}{2} \log K$.

In view of (5.1) and (5.2), and the convexity of $\varphi$, the above conditions are satisfied for a dense collection of values of $s$ approaching 1 from below (see Figure 4). (Condition (c) is only imposed to simplify some of the estimates.)

The parameter $\gamma$ will be used as a target value for the decay of the Green function in the large deviation events $L_{x}$ defined below. For any site $x \in \mathcal{S}_{n}$ we label the vertices of the unique path from the root to $x$ as $x_{0}=0, x_{1}, \ldots, x_{n}=x$, and we denote by

$$
\begin{equation*}
\widehat{\mathcal{T}}_{x}:=\mathcal{T}_{x_{n_{\kappa}-1}, x} \tag{5.7}
\end{equation*}
$$

the tree truncated beyond the segment of length $N_{\kappa}$ whose end points are $\left\{x_{n_{\kappa}-1}, x\right\}$ (cf. Figure 5). Associated with this segment there are two collections of variables $\left\{\Gamma_{+}(j ; \eta)\right\}_{j=1}^{N_{\kappa}}$ and $\left\{\Gamma_{-}(j ; \eta)\right\}_{j=1}^{N_{\kappa}}$ :

$$
\begin{align*}
& \Gamma_{+}(j ; \eta):=G^{\mathcal{T}_{x_{-j-1}, x}}\left(x_{n-j}, x_{n-j} ; E+i \eta\right), \\
& \Gamma_{-}(j ; \eta):=G^{\mathcal{T}_{n_{n_{K}-1}, x_{n_{K}}+j}}\left(x_{n_{\kappa}-1+j}, x_{n_{\kappa}-1+j} ; E+i \eta\right), \tag{5.8}
\end{align*}
$$

such that by (3.4),

$$
\begin{equation*}
G^{\widehat{\mathcal{T}}_{x}}\left(x_{n_{\kappa}}, x_{n-1} ; E+i \eta\right)=\prod_{j=1}^{N_{\kappa}} \Gamma_{+}(j ; \eta)=\prod_{j=1}^{N_{\kappa}} \Gamma_{-}(j ; \eta) . \tag{5.9}
\end{equation*}
$$

Definition 5.1. We refer to the following as the large deviation events associated with sites $x \in \mathcal{S}_{n}$ and $\eta, \epsilon>0$ :

$$
\begin{equation*}
L_{x}:=L_{x}^{(\mathrm{bc})} \cap \bigcap_{k=n_{\kappa} / 2}^{N_{\kappa}}\left(L_{x}^{(k,+)} \cap L_{x}^{(k,-)}\right), \tag{5.10}
\end{equation*}
$$

where for any $k \in\left\{1, \ldots, N_{\kappa}\right\}$,

$$
\begin{aligned}
L_{x}^{(k, \pm)} & :=\left\{\prod_{j=1}^{k}\left|\Gamma_{ \pm}(j ; \eta)\right| \in e^{-\gamma k}\left[e^{-\epsilon k}, e^{\epsilon k}\right]\right\}, \\
L_{x}^{(\mathrm{bc})} & :=\left\{\left|\Gamma_{+}\left(N_{\kappa} ; \eta\right)\right| \leq b / 2\right\} \cap\left\{\left|\Gamma_{-}\left(N_{\kappa} ; \eta\right)\right| \leq b / 2\right\} .
\end{aligned}
$$

We will suppress the dependence on $\eta$ and $\epsilon$ (whose value is fixed below).
The boundary events $L_{x}^{(\mathrm{bc})}$ play a role in the following context: (i) the lower bound on the probability of $R_{x}$ given below in Lemma 5.7, and (ii) the estimate (5.28) on the size of the self-energy at $x$ are derived only under the condition $L_{x}^{(\mathrm{bc})}$. The parameter $b$ is fixed at a value large enough so that
(a) $b \geq\left(2\|\varrho\|_{\infty} / \lambda\right) \max \left\{16,\left(1-(3 / 4)^{K}\right)^{-1}\right\}$, and
(b) $\mathbb{P}_{s}\left(L_{x}^{\text {(bc) }}\right) \geq 7 / 8$ (cf. (B.5)),
the latter being possible thanks to (A.21). (The numbers are largely arbitrary.)
To fix the parameter $\epsilon$, we invoke the following large deviation statement which is derived in Appendix B.

Theorem 5.2. For any $\epsilon>0$ there are $\eta_{0}>0$ and $n_{0}>0$ such that for all $\eta \in\left(0, \eta_{0}\right)$ and all $n=\operatorname{dist}(x, 0) \geq k \geq n_{0}$,

$$
\begin{align*}
\mathbb{P}\left(L_{x}(\eta ; \epsilon)\right) & \geq e^{-N_{\kappa}(I(\gamma)+2 \epsilon)},  \tag{5.11}\\
\mathbb{P}\left(L_{x}^{(k, \pm)}(\eta ; \epsilon)\right) & \leq e^{-(I(\gamma)-2 \epsilon) k} \tag{5.12}
\end{align*}
$$

We now fix $\epsilon$ with

$$
\begin{equation*}
2 \epsilon \in\left(0, \min \left\{\frac{\Delta}{24}, \frac{\kappa \Delta}{4}\right\}\right) . \tag{5.13}
\end{equation*}
$$

This parameter will be used in controlling the probabilities of various large deviation events.

Before turning to the main definitions, we introduce yet another event which refers to the behavior of the Green function between $x_{0}$ and $x_{n_{\kappa}-1}$, for which we require the (largely arbitrary) minimal decay rate $\ell>L(E)$ combined with a condition at an end point.

Definition 5.3. We refer to the following as the regular events associated with sites $x \in$ $\mathcal{S}_{n}$ and $\eta>0$ :

$$
\begin{equation*}
R_{x}:=R_{x}^{(\mathrm{bc})} \cap\left\{\left|G^{\mathcal{T}_{x}}\left(0, x_{n_{\kappa}-1} ; E+i \eta\right)\right| \in\left[e^{-n_{\kappa} \ell}, 1\right]\right\} \tag{5.14}
\end{equation*}
$$

where $R_{x}^{(\mathrm{bc})}:=\left\{\left|G^{\mathcal{T}_{x}}\left(x_{n_{\kappa}-1}, x_{n_{\kappa}-1} ; E+i \eta\right)\right| \leq b / 2\right\}$.
This event is regular in the sense that it occurs with a probability of order one, which is independent of $n$ (cf. Theorem 3.5). The reason for its inclusion in the paper is mainly of technical origin: in the subsequent proof of a second-moment bound (Theorem 5.8 below), we cannot allow the large deviation event $L_{x}$ to extend down to the root, but we nevertheless need some control on the Green function on this segment.

Having fixed the basic parameters, we now turn to the precise definition of the events.
Definition 5.4. For each $x \in \mathcal{S}_{n}$ and $\eta>0$ we define
(ii) the resonance-boosted large deviation event,

$$
\begin{equation*}
D_{x}:=E_{x} \cap L_{x} \cap R_{x}, \tag{5.15}
\end{equation*}
$$

which consists of the following three events:
(a) extreme deviation event with blow-up scale $\tau:=\exp \left(\left(\gamma+\frac{3}{4} \Delta\right) N_{\kappa}\right)$ :

$$
E_{x}:=\{|G(x, x ; E+i \eta)| \geq \tau\},
$$

(b) large deviation event $L_{x}$ (cf. Definition 5.1),
(c) regular event $R_{x}$ (cf. Definition 5.3),
(i) the $\alpha$-marginality event at probability $\alpha \in(0,1)$ :

$$
I_{x}:=\bigcup_{y \in \mathcal{N}_{x}^{+}}\{\operatorname{Im} \Gamma(y ; E+i \eta) \geq \xi(\alpha ; E+i \eta)\} .
$$

The joint event $D_{x} \cap I_{x}$ will be referred to as a resonance event at $x$.
Several remarks are in order:

- The resonance-boosted large deviation events are tailored so that in the event $D_{x}$ the Green function associated with the root and $x$ exhibits an exponential blow-up. Namely, by the factorization property of the Green function,

$$
\begin{align*}
G(0, x ; \zeta) & =G^{\mathcal{T}_{x}}\left(0, x_{n-1} ; \zeta\right) G(x, x ; \zeta) \\
& =G^{\mathcal{T}_{x}}\left(0, x_{n_{\kappa}-1} ; \zeta\right) G^{\widehat{\mathcal{T}}_{x}}\left(x_{n_{\kappa}}, x_{n-1} ; \zeta\right) G(x, x ; \zeta) . \tag{5.16}
\end{align*}
$$

For $\zeta=E+i \eta$, the first term is controlled by $R_{x}$. The large deviation event $L_{x}$ controls the second factor, and the extreme fluctuation event $E_{x}$ compensates for the decay of the first two terms. Using (5.4), (5.3), and (5.13), we hence arrive at the estimate

$$
\begin{align*}
|G(0, x ; E+i \eta)| & \geq e^{-n_{\kappa} \ell} e^{-(\gamma+\epsilon) N_{\kappa}} \tau \geq \exp \left(N_{\kappa}\left(\frac{3}{4} \Delta-\epsilon-\frac{4}{3} \kappa \ell\right)\right) \\
& \geq \exp \left(\frac{1}{2} \Delta N_{\kappa}\right) \geq \exp \left(\frac{3}{8} \Delta n\right) . \tag{5.17}
\end{align*}
$$

- The choice of the blow-up scale $\tau$ is tailored to (i) compensate the decay of the Green function on the segment preceeding $x$ (cf. (5.17)), and (ii) ensure that for $n$ large enough and $\eta$ small enough,

$$
\begin{align*}
\tau^{-1} K^{N_{\kappa}} \mathbb{P}\left(L_{x}\right) & \geq \exp \left(N_{\kappa}\left(\log K-(\gamma+I(\gamma))-2 \epsilon-\frac{3}{4} \Delta\right)\right) \\
& \geq \exp \left(N_{\kappa} \frac{\Delta}{16}\right) \tag{5.18}
\end{align*}
$$

by (5.11), (5.6) and (5.13). The fact that this term can be made large as $n \rightarrow \infty$ will be essential in the subsequent argument.

- We recall from Definition 4.2 that the value $\xi(\alpha ; E+i \eta)$ ensures that $\mathbb{P}\left(I_{x}\right) \geq \alpha$.


### 5.2. The strategy

Postponing the proof of the occurrence of the above resonance events, the proof of our key statement, the large deviations criterion of Theorem 4.6, is along the same lines as in the Lyapunov regime.
Proof of Theorem 4.6: the large deviation criterion. We monitor the number

$$
\begin{equation*}
N:=\sum_{x \in \mathcal{S}_{n}^{\kappa}} 1_{D_{x} \cap I_{x}} \tag{5.19}
\end{equation*}
$$

of resonances on the thinned sphere and note that the event $N \geq 1$ implies the event on the right side of (4.10) for $\delta=\frac{3}{8} \Delta>0$ using (5.17).

According to Theorems 5.6 and 5.8, there are $\alpha \in(0,1), C, \eta_{0} \in(0, \infty)$ and $n_{0} \geq 0$ such that for all $n \geq n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[N^{2}\right]}{\mathbb{E}[N]^{2}}=\frac{1}{\mathbb{E}[N]}+\frac{\mathbb{E}[N(N-1)]}{\mathbb{E}[N]^{2}} \leq C \tag{5.20}
\end{equation*}
$$

Together with (4.20), this concludes the proof.
The second-moment method on which the above proof is based requires a lower bound on the mean number of events as well as an upper bound on their second moment. These will be the topics of the remaining subsections.

### 5.3. The mean number of resonant sites

The main idea behind a lower bound on the average number of resonances is that the probability of the occurrence of the extreme fluctuation $E_{x}$ is of order $\tau^{-1}$. Rewriting this event

$$
\begin{equation*}
E_{x}=\left\{\left|\lambda V(x)-\sigma_{x}(E+i \eta)\right| \leq \tau^{-1}\right\}, \tag{5.21}
\end{equation*}
$$

thereby exposing the dependence of $G(x, x ; \zeta)$ on the potential at $x$ and on

$$
\begin{equation*}
\sigma_{x}(E+i \eta):=E+i \eta+\sum_{y \in \mathcal{N}_{x}} G^{\mathcal{T}_{x}}(y, y ; \zeta) \tag{5.22}
\end{equation*}
$$

one realizes that if the latter has a non-zero imaginary part, the Green function stays bounded and no resonance mechanism kicks in. On the other hand, in the event $S_{x} \cap T_{x}$, where

$$
\begin{align*}
& S_{x}:=\bigcap_{y \in \mathcal{N}_{x}} S_{x}(y) \quad \text { with } \quad S_{x}(y):=\left\{\left|G^{\mathcal{T}_{x}}(y, y ; \zeta)\right| \leq b\right\}, \\
& T_{x}:=\left\{\operatorname{Im} \sigma_{x}(E+i \eta) \leq(2 \tau)^{-1}\right\}, \tag{5.23}
\end{align*}
$$

the imaginary part of the term on the right side of (5.21) is bounded by $(2 \tau)^{-1}$ and the real part is bounded by $(K+1) b$. As a consequence, we may estimate the conditional probability of $E_{x}$ conditioned on the sigma-algebra $\mathscr{A}_{x}$ generated by the random variables $V(y), y \neq x$ :

$$
\begin{align*}
\mathbb{P}\left(E_{x} \mid \mathscr{A}_{x}\right) & \geq 1_{S_{x} \cap T_{x}} \mathbb{P}\left(\left.\left|\lambda V(x)-E-\operatorname{Re} \sigma_{x}(E+i \eta)\right| \leq \frac{1}{2 \tau} \right\rvert\, \mathscr{A}_{x}\right) \\
& \geq 1_{S_{x} \cap T_{x}} \inf _{|\sigma| \leq(K+1) b} \mathbb{P}\left(\left.|\lambda V(x)-E-\sigma| \leq \frac{1}{2 \tau} \right\rvert\, \mathscr{A}_{x}\right) \\
& \geq \varrho_{b} \tau^{-1} 1_{S_{x} \cap T_{x}} . \tag{5.24}
\end{align*}
$$

where the last estimate relied on Assumption D and we introduced

$$
\begin{equation*}
\varrho_{b}:=\inf _{v \in(K+1)[-b, b]}(c \lambda)^{-1} \varrho\left(\frac{v+E}{\lambda}\right)>0 . \tag{5.25}
\end{equation*}
$$

Now, $S_{x}$ is a regular event, i.e., it occurs with positive probability independent of $n$. Under the no-ac hypothesis the probability of the event $T_{x}$ is (arbitrarily) close to 1 .

Lemma 5.5. Under the no-ac hypothesis, $\operatorname{Im} \sigma_{x}(E+i 0, \omega)=0$ for $\mathbb{P}$-almost all $\omega$ and all $x \in \mathcal{T}$.

Proof. Recall that $\sigma_{x}$ coincides with the sum (5.22) of the Green functions associated with the neighbors of $x$. The Green functions associated with the forward neighbors, $y \neq x_{-}$, are identically distributed to $\Gamma(0 ; E+i 0)$ and hence $\operatorname{Im} G^{\mathcal{T}_{x}}(y, y ; E+i 0, \omega)=0$ for Lebesgue $\times \mathbb{P}$-almost all $(E, \omega)$. This argument does not apply to the Green function at the backward neighbor $x_{-}$. However, the difference in its distribution and that of $\Gamma(0 ; E+i \eta)$ can be removed through a finite rank perturbation (the surgery which links 0 with the root of another tree graph, thereby producing a regular rooted tree, which
is rooted at $x_{-}$). Since finite-rank perturbations do not change the $a c$ spectrum, we also conclude $\operatorname{Im} G^{\mathcal{T}_{x}}\left(x_{-}, x_{-} ; E+i 0, \omega\right)=0$ for Lebesgue $\times \mathbb{P}$-almost all $(E, \omega)$.

The bound (5.24) quantifies the essence of the resonance mechanism and leads to the following

Theorem 5.6. Under the no-ac hypothesis, for every n large enough there exists $\eta_{0}>0$ such that for all $\eta \in\left(0, \eta_{0}\right), \alpha \in[1 / 2,1)$ and $x \in \mathcal{S}_{n}$,

$$
\begin{equation*}
\mathbb{E}[N]=K^{N_{\kappa}} \mathbb{P}\left(D_{x} \cap I_{x}\right) \geq \frac{1}{16} \varrho_{b} \tau^{-1} K^{N_{\kappa}} \mathbb{P}\left(L_{x}\right) \tag{5.26}
\end{equation*}
$$

The right side can be made arbitrarily large by choosing $n$ sufficiently large.
Proof. In order to estimate the probability of the joint occurrence of the events $D_{x}$ and $I_{x}$, we first condition on the sigma-algebra $\mathscr{A}_{x}$ and use (5.24) to obtain,

$$
\begin{align*}
\mathbb{P}\left(D_{x} \cap I_{x}\right) & =\mathbb{E}\left[1_{R_{x} \cap L_{x} \cap I_{x}} \mathbb{P}\left(E_{x} \mid \mathscr{A}_{x}\right)\right] \\
& \geq \varrho_{b} \tau^{-1} \mathbb{P}\left(R_{x} \cap L_{x} \cap I_{x} \cap S_{x} \cap T_{x}\right) \\
& \geq \varrho_{b} \tau^{-1}\left[\mathbb{P}\left(R_{x} \cap L_{x} \cap I_{x} \cap S_{x}\right)-\left(1-\mathbb{P}\left(T_{x}\right)\right)\right] \\
& =\varrho_{b} \tau^{-1}\left[\mathbb{P}\left(R_{x} \cap L_{x} \cap S_{x}^{-}\right) \mathbb{P}\left(I_{x} \cap S_{x}^{+}\right)+\mathbb{P}\left(T_{x}\right)-1\right], \tag{5.27}
\end{align*}
$$

where we abbreviated $S_{x}^{-}:=S_{x}\left(x_{-}\right)$and $S_{x}^{+}:=\bigcap_{y \in \mathcal{N}_{x}^{+}} S_{x}(y)$. The first term simplifies using:

- The inclusion $R_{x} \cap L_{x} \subset S_{x}^{-}$. This derives from second order perturbation theory. More precisely, in the event $R_{x} \cap L_{x}$ the term corresponding to the backward neighbor $x_{-}$of $x$ is bounded according to

$$
\begin{align*}
\left|G^{\mathcal{T}_{x}}\left(x_{-}, x_{-} ; E+i \eta\right)\right| \leq & \left|G^{\widehat{\mathcal{T}}_{x}}\left(x_{-}, x_{-} ; E+i \eta\right)\right| \\
& +\left|G^{\mathcal{T}_{x}}\left(x_{n_{\kappa}-1}, x_{n_{\kappa}-1} ; E+i \eta\right)\right|\left|G^{\mathcal{T}_{x}}\left(x_{n_{\kappa}}, x_{-} ; E+i \eta\right)\right|^{2} \\
\leq & b / 2+b / 2=b . \tag{5.28}
\end{align*}
$$

- The estimate $\mathbb{P}\left(I_{x} \cap S_{x}^{+}\right) \geq \mathbb{P}\left(I_{x}\right)+\mathbb{P}\left(S_{x}^{+}\right)-1 \geq \alpha+\left(1-\|\varrho\|_{\infty}(\lambda b)^{-1}\right)^{K}-1 \geq 1 / 4$. Here the last inequality used $\alpha \geq 1 / 2$ and the particular choice of $b$.

To proceed with our estimate of the right side in (5.27), we use Lemma 5.7 below which guarantees that for some $\eta_{0}>0$ and $n_{0} \in \mathbb{N}$ and all $\eta \in\left(0, \eta_{0}\right)$ and $n \geq n_{0}$,

$$
\begin{equation*}
\mathbb{P}\left(R_{x} \cap L_{x} \cap S_{x}^{-}\right)=\mathbb{P}\left(R_{x} \cap L_{x}\right) \geq \frac{1}{2} \mathbb{P}\left(L_{x}\right) \tag{5.29}
\end{equation*}
$$

We now use Lemma 5.5 which implies that under the no-ac hypothesis, for any $x \in \mathcal{T}$ and $\varepsilon>0$,

$$
\begin{equation*}
\lim _{\eta \downarrow 0} \mathbb{P}\left(\operatorname{Im} \sigma_{x}(E+i \eta)>\varepsilon\right)=0 \tag{5.30}
\end{equation*}
$$

Since $\inf _{\eta \in(0,1]} \mathbb{P}\left(L_{x}(\eta)\right)>0$ by (5.11), we conclude that there is some $\eta_{1}(n) \in\left(0, \eta_{0}\right]$ such that for all $\eta \in\left(0, \eta_{1}(n)\right)$,

$$
\begin{equation*}
1-\mathbb{P}\left(T_{x}\right) \leq \frac{1}{16} \mathbb{P}\left(L_{x}\right) \tag{5.31}
\end{equation*}
$$

This concludes the proof of (5.26). The exponential estimate (5.18) finally shows that the right side in (5.26) is arbitrarily large if $n$ is chosen large.

It remains to prove the following lemma.
Lemma 5.7. There are $\eta_{0}>0$ and $n_{0}>0$ such that for all $\eta \in\left(0, \eta_{0}\right)$ and all $n=$ $\operatorname{dist}(x, 0) \geq n_{0}$,

$$
\begin{equation*}
\mathbb{P}\left(R_{x} \cap L_{x}\right) \geq \frac{1}{2} \mathbb{P}\left(L_{x}\right) \tag{5.32}
\end{equation*}
$$

Proof. The idea is to control the conditional probability conditioned on the sigma-algebra $\mathscr{A}$ generated by the random variables $V(y)$ with $x_{n_{\kappa}} \preceq y$. The assertion follows from the fact that there are $\eta_{0}>0$ and $n_{0}>0$ such that for all $\eta \in\left(0, \eta_{0}\right)$ and all $n=$ $\operatorname{dist}(x, 0) \geq n_{0}$,

$$
\begin{equation*}
\mathbb{P}\left(R_{x} \mid \mathscr{A}\right) 1_{L_{x}^{(b c)}} \geq \frac{1}{2} 1_{L_{x}^{(b)}} . \tag{5.33}
\end{equation*}
$$

As a preparation, we expose the influence the conditioning on $\mathscr{A}$ has on the Green function using its factorization property:

$$
\begin{align*}
G(\eta) & :=G^{\mathcal{T}_{x}}\left(x_{n_{\kappa}-1}, x_{n_{\kappa}-1} ; E+i \eta\right), \\
\widehat{G}(\eta) & :=G^{\mathcal{T}_{n_{\kappa}-1}}\left(0, x_{n_{\kappa}-2} ; E+i \eta\right)=G^{\mathcal{T}_{x}}\left(0, x_{n_{\kappa}-1} ; E+i \eta\right) / G(\eta) . \tag{5.34}
\end{align*}
$$

By the choice of the parameter $b$, one has $\mathbb{P}\left(R_{x}^{(\mathrm{bc})} \mid \mathscr{A}\right) \geq 7 / 8$ and hence

$$
\begin{align*}
\mathbb{P}\left(R_{x} \mid \mathscr{A}\right) & \geq \mathbb{P}\left(|\widehat{G}(\eta) G(\eta)| \in\left[e^{-\ell n_{\kappa}}, 1\right] \mid \mathscr{A}\right)-1 / 8 \\
& \geq \mathbb{P}\left(|\widehat{G}(\eta)| \in\left[B e^{-\ell n_{\kappa}}, b^{-1}\right]\right)+\mathbb{P}\left(|G(\eta)| \in\left[B^{-1}, b\right] \mid \mathscr{A}\right)-1 / 8, \\
& \geq \mathbb{P}\left(|\widehat{G}(\eta)| \in\left[B e^{-\ell n_{\kappa}}, b^{-1}\right]\right)+\mathbb{P}\left(|G(\eta)| \geq B^{-1} \mid \mathscr{A}\right)-1 / 4, \tag{5.35}
\end{align*}
$$

where the last inequalities hold for any $B \in[1, \infty)$. By Theorem 3.5 the first term converges to 1 as $n_{\kappa} \rightarrow \infty$. The event in the second term takes the form

$$
\left|\lambda V\left(x_{n_{\kappa}-1}\right)-E-i \eta-\sum_{y \in \mathcal{N}_{x_{n_{k}-1}}} G^{\widehat{\mathcal{T}}_{x}}(y, y ; E+i \eta)\right| \leq B .
$$

In the event $L_{x}^{(\mathrm{bc})}$, there is $B>0$ (which is independent of $n$ and $\eta$ ) such that for all $\eta \in(0,1]$,

$$
\begin{equation*}
\mathbb{P}\left(|G(\eta)|<B^{-1} \mid \mathscr{A}\right) 1_{L_{x}^{(b c)}} \leq \frac{1}{8} 1_{L_{x}^{(b c)}} . \tag{5.36}
\end{equation*}
$$

This completes the proof.

### 5.4. Establishing the events' occurrence

Our aim in this subsection is to provide a uniform upper bound on $\mathbb{E}\left[N^{2}\right] / \mathbb{E}[N]^{2}$ for $N=\sum_{x \in S_{n}^{K}} 1_{D_{x} \cap I_{x}}$, which counts the number of resonance events on the thinned sphere.

Theorem 5.8. Under the no-ac hypothesis, there exists some constant $C<\infty$ such that for all $n$ sufficiently large there is $\eta_{0} \equiv \eta_{0}(n)$ such that for all $\eta \in\left(0, \eta_{0}\right)$ and $\alpha \in$ $[1 / 2,1)$,

$$
\begin{equation*}
\frac{\mathbb{E}[N(N-1)]}{\mathbb{E}[N]^{2}} \leq C<\infty . \tag{5.37}
\end{equation*}
$$

Proof. Throughout the proof we will suppress the dependence on $n, \eta$ and $\alpha$ for convenience. Constants $c, C$ will be independent of $n, \eta$ and $\alpha$. We write

$$
\begin{align*}
\mathbb{E}[N(N-1)] & =\sum_{\substack{x, y \in \mathcal{S}_{n}^{\kappa} \\
x \neq y}} \mathbb{P}\left(D_{x} \cap D_{y} \cap I_{x} \cap I_{y}\right) \\
& =\left|\mathcal{S}_{n}^{\kappa}\right| \sum_{y \in \mathcal{S}_{n}^{\kappa} \backslash\{x\}} \mathbb{P}\left(D_{x} \cap D_{y} \cap I_{x} \cap I_{y}\right) . \tag{5.38}
\end{align*}
$$

The last equality holds for arbitrary $x \in \mathcal{S}_{n}^{\kappa}$ which we will fix in the following. By symmetry, the joint probability $\mathbb{P}\left(D_{x} \cap D_{y} \cap I_{x} \cap I_{y}\right)$ depends only on the distance of the last common ancestor $x \wedge y$ to the root. It is therefore useful to introduce the ratio

$$
\begin{equation*}
\frac{\mathbb{P}\left(D_{x} \cap D_{y} \cap I_{x} \cap I_{y}\right)}{\mathbb{P}\left(D_{x} \cap I_{x}\right) \mathbb{P}\left(D_{y} \cap I_{y}\right)}=: r(j) \delta_{\operatorname{dist}(x \wedge y, 0), j} \tag{5.39}
\end{equation*}
$$

The sum in (5.38) may then be organized in terms of the last common ancestor $x \wedge y$ on the path $\mathcal{P}_{0, x}=\left\{x_{0}, \ldots, x_{n}\right\}$ connecting the root to $x$. In fact, since $\mathcal{S}_{n}^{\kappa}$ is thinned, $x \wedge y$ belongs to the shortened path $\mathcal{P}_{0, x}^{\kappa}:=\left\{u \in \mathcal{P}_{0, x} \mid \operatorname{dist}(u, 0)<N_{\kappa}\right\}$. Moreover, for a given $x \wedge y \in \mathcal{P}_{0, x}^{\kappa}$, the number of vertices $y \in \mathcal{S}_{n}^{\kappa}$ which for fixed $x$ have the same common ancestor, is $\left|S_{n}^{\kappa}\right| K^{-\operatorname{dist}(x \wedge y, 0)}$ so that

$$
\begin{equation*}
\frac{\mathbb{E}[N(N-1)]}{\mathbb{E}[N]^{2}}=\sum_{j=0}^{N_{\kappa}-1} \frac{r(j)}{K^{j}} \tag{5.40}
\end{equation*}
$$

In order to estimate the sum on the right side of (5.40), we always drop the condition $R_{x}$ in the definition of $D_{x}$ :

$$
\begin{equation*}
r(j) \leq \frac{\mathbb{P}\left(L_{x} \cap L_{y} \cap E_{x} \cap E_{y} \cap I_{x} \cap I_{y}\right)}{\mathbb{P}\left(D_{x} \cap I_{x}\right) \mathbb{P}\left(D_{y} \cap I_{y}\right)} \delta_{\operatorname{dist}(x \wedge y, 0), j} \tag{5.41}
\end{equation*}
$$

To estimate the numerator on the right side, we first focus on the extreme fluctuation events and aim to integrate out the random variable associated with $x$ and $y$ using Theorem A. 2 in the Appendix. In general, what stands in the way of this procedure is the
dependence of $L_{x}$ on $V(y)$ and $L_{y}$ on $V(x)$, respectively. We therefore relax the conditions in the large deviation events and pick suitable

$$
\begin{equation*}
\widehat{L}_{x, j} \supset L_{x} \quad\left(\text { and hence } \widehat{L}_{y, j} \supset L_{y}\right) \tag{5.42}
\end{equation*}
$$

such that $\widehat{L}_{x, j}$ and $\widehat{L}_{y, j}$ are independent of both $V(x)$ and $V(y)$. Postponing the details of these choices which will depend on $j$, we bound the numerator on the right side in (5.41) using Theorem A. 2 in the Appendix:

$$
\begin{align*}
& \mathbb{P}\left(L_{x} \cap L_{y} \cap E_{x} \cap E_{y} \cap I_{x} \cap I_{y}\right) \leq \mathbb{E}\left[1_{\widehat{L}_{x, j} \cap \widehat{L}_{y, j}} \mathbb{P}\left(E_{x} \cap E_{y} \mid \mathscr{A}_{x, y}\right)\right] \\
& \leq C\left(\tau^{-2} \mathbb{P}\left(\widehat{L}_{x, j} \cap \widehat{L}_{y, j}\right)+\tau^{-1} \mathbb{E}\left[1_{\widehat{L}_{x, j} \cap \widehat{L}_{y, j}} \min \left\{\left|\widehat{G}_{x, y}\right|, 1\right\}\right]\right), \tag{5.43}
\end{align*}
$$

where $\mathscr{A}_{x, y}$ is the sigma-algebra generated by the variables $V(\xi), \xi \notin\{x, y\}$, and

$$
\begin{equation*}
\widehat{G}_{x, y}:=G^{\mathcal{T}_{x, y}}\left(x_{n-1}, y_{n-1} ; E+i \eta\right) . \tag{5.44}
\end{equation*}
$$

This quantity measures the strength of the interaction of the events $E_{x}$ and $E_{y}$.
Under the assumptions of Theorem 5.6, the denominator on the right side of (5.41) is bounded from below by $c \tau^{-2} \mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)$ provided $n$ is sufficiently large and $\eta$ is sufficiently small. The terms on the right side in (5.43) hence give rise to two terms, $r(j) \leq r_{1}(j)+r_{2}(j)$, which for fixed $j=\operatorname{dist}(x \wedge y, 0)$ are defined by

$$
\begin{align*}
& r_{1}(j):=C \frac{\mathbb{P}\left(\widehat{L}_{x, j} \cap \widehat{L}_{y, j}\right)}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)},  \tag{5.45}\\
& r_{2}(j):=\frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \mathbb{E}\left[1_{\widehat{L}_{x, j} \cap \widehat{L}_{y, j}} \min \left\{\left|\widehat{G}_{x, y}\right|, 1\right\}\right] \tag{5.46}
\end{align*}
$$

For the precise definition of the events $\widehat{L}_{x, j}$ and $\widehat{L}_{y, j}$ we distinguish three cases:
Case $0 \leq j<n_{\kappa}$ : The events $L_{x}$ and $L_{y}$ are already independent of the potential at $x$ and $y$. Therefore we choose

$$
\begin{equation*}
\widehat{L}_{x, j}=L_{x} . \tag{5.47}
\end{equation*}
$$

As a consequence, the corresponding sum involving $r_{1}(j)$ is seen to be uniformly bounded in $n$ and $\eta$ :

$$
\begin{equation*}
\sum_{j=0}^{n_{\kappa}-1} \frac{r_{1}(j)}{K^{j}} \leq C \sum_{j=0}^{\infty} \frac{1}{K^{j}} \tag{5.48}
\end{equation*}
$$

To estimate $r_{2}(j)$, we drop the indicator function on the right side of (5.46) and use the fact that $\min \{|x|, 1\} \leq|x|^{\sigma}$ for any $\sigma \in[0,1)$; in particular, for $\sigma=s$,

$$
\begin{equation*}
r_{2}(j) \leq \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \mathbb{E}\left[\left|\widehat{G}_{x, y}\right|^{s}\right] \leq \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} e^{2(n-j) \varphi(s)} \tag{5.49}
\end{equation*}
$$

Here the second inequality derives from the finite-volume estimates (3.12). Since $\varphi(s)<$ $-\frac{1}{2} \log K$ by the assumption on $s$, the geometric sum in the following chain of inequalities is dominated by its last term:

$$
\begin{equation*}
\sum_{j=0}^{n_{\kappa}-1} \frac{r_{2}(j)}{K^{j}} \leq \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \sum_{j=0}^{n_{\kappa}-1} \frac{e^{2(n-j) \varphi(s)}}{K^{j}} \leq \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \frac{e^{2 N_{\kappa} \varphi(s)}}{K^{n_{\kappa}}} \tag{5.50}
\end{equation*}
$$

Using the large deviation result (Theorem 5.2), and the fact that $-\varphi(s)=I(\gamma)+\gamma s$, we estimate

$$
\begin{align*}
\frac{\tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} e^{2 N_{\kappa} \varphi(s)} & \leq e^{4 N_{\kappa} \epsilon} \tau e^{-2 N_{\kappa} \gamma s} \leq e^{\left.N_{\kappa}((7 / 4-2 s)) \Delta+4 \epsilon\right)} \\
& \leq e^{N_{\kappa}(15 / 8-2 s) \Delta} \leq C \tag{5.51}
\end{align*}
$$

since $2 s>15 / 8$.
Case $n_{\kappa} \leq j \leq \frac{3}{2} n_{\kappa}$ : We choose

$$
\begin{equation*}
\widehat{L}_{x, j}=L_{x}^{\left(N_{\kappa}-n_{\kappa} / 2-1,+\right)} \tag{5.52}
\end{equation*}
$$

which is independent of $\widehat{L}_{y, j}=L_{y}^{\left(N_{k}-n_{\kappa} / 2-1,+\right)}$. An estimate on $r_{1}(j)$ hence requires to bound the ratio

$$
\begin{equation*}
\frac{\mathbb{P}\left(\widehat{L}_{x}\right)}{\mathbb{P}\left(L_{x}\right)} \leq C \frac{e^{-\left(n-3 n_{\kappa} / 2-2\right)(I(\gamma)-2 \epsilon)}}{e^{-N_{\kappa}(I(\gamma)+2 \epsilon)}} \leq C e^{4 N_{\kappa} \epsilon} e^{\left(n_{\kappa} / 2\right) I(\gamma)} \leq C K^{n_{\kappa} / 2} \tag{5.53}
\end{equation*}
$$

Here the first inequality follows from the large deviation result (Theorem 5.2), and holds for $n$ large enough and $\eta$ sufficiently small. In this situation, the third inequality also applies since $I(\gamma) \leq \log K-\frac{15}{8} \Delta$ by (5.6) and (5.5), and $4 N_{\kappa} \epsilon \leq \Delta \kappa N_{\kappa} / 4 \leq \Delta n_{\kappa} / 2$. As a consequence, the sum corresponding to $r_{1}(j)$ is bounded uniformly in $n$ :

$$
\begin{equation*}
\sum_{j=n_{\kappa}}^{3 n_{\kappa} / 2} \frac{r_{1}(j)}{K^{j}} \leq C K^{n_{\kappa}} \sum_{j=n_{\kappa}}^{\infty} \frac{1}{K^{j}} \leq C \sum_{j=0}^{\infty} \frac{1}{K^{j}} . \tag{5.54}
\end{equation*}
$$

To estimate the sum corresponding to $r_{2}(j)$ we use (5.49) again, which yields

$$
\begin{equation*}
\sum_{j=n_{\kappa}}^{3 n_{\kappa} / 2} \frac{r_{2}(j)}{K^{j}} \leq \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \frac{e^{\left(2 N_{\kappa}-n_{\kappa}\right) \varphi(s)}}{K^{3 n_{\kappa} / 2}} \leq \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \frac{e^{2 N_{\kappa} \varphi(s)}}{K^{n_{\kappa} / 2}} \leq C \tag{5.55}
\end{equation*}
$$

by (5.51).
Case $\frac{3}{2} n_{\kappa}<j<N_{\kappa}$ : In this main case, we pick

$$
\begin{equation*}
\widehat{L}_{x, j}=L_{x}^{\left(j-n_{\kappa}-1,-\right)} \cap L_{x}^{\left(N_{\kappa}+n_{\kappa}-j-1,+\right)} \tag{5.56}
\end{equation*}
$$

Note that $L_{x}^{\left(j-n_{\kappa}-1,-\right)}=L_{y}^{\left(j-n_{\kappa}-1,-\right)}$ and $L_{x}^{\left(N_{\kappa}+n_{\kappa}-j-1,+\right)}$ and $L_{y}^{\left(N_{\kappa}+n_{\kappa}-j-1,+\right)}$ are independent. We may hence estimate the numerator in the definition of $r_{1}(j)$ using the
large deviation result (Theorem 5.2) to conclude that for all $n$ sufficiently large and $\eta$ sufficiently small,

$$
\begin{align*}
\mathbb{P}\left(\widehat{L}_{x, j} \cap \widehat{L}_{y, j}\right) & \leq \mathbb{P}\left(L_{x}^{\left(j-n_{\kappa}-1,-\right)}\right) \mathbb{P}\left(L_{x}^{\left(N_{\kappa}+n_{\kappa}-j-1,+\right)}\right) \mathbb{P}\left(L_{y}^{\left(N_{\kappa}+n_{\kappa}-j-1,+\right)}\right) \\
& \leq C e^{-(I(\gamma)-2 \epsilon)\left(2 n-j-n_{\kappa}\right)} \leq C \mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right) e^{8 N_{\kappa} \epsilon} e^{-I(\gamma)\left(n_{\kappa}-j\right)} . \tag{5.57}
\end{align*}
$$

Since $I(\gamma)<\log K$, the corresponding sum is hence uniformly bounded in $n$ :

$$
\begin{align*}
\sum_{j=3 n_{\kappa} / 2+1}^{N_{\kappa}-1} \frac{r_{1}(j)}{K^{j}} & \leq C e^{8 N_{\kappa} \epsilon} \sum_{j=3 n_{\kappa} / 2}^{N_{\kappa}} \frac{e^{-I(\gamma)\left(n_{\kappa}-j\right)}}{K^{j}} \\
& \leq C e^{8 N_{\kappa} \epsilon} \frac{e^{\left(n_{\kappa} / 2\right) I(\gamma)}}{K^{3 n_{\kappa} / 2}} \leq C \frac{e^{8 N_{\kappa} \epsilon}}{K^{n_{\kappa}}} \leq C \tag{5.58}
\end{align*}
$$

## (cf. (5.53)).

To estimate $r_{2}(j)$ we drop conditions in the indicator function and use $\min \{|x|, 1\}$ $\leq|x|^{s}$ again:

$$
\begin{equation*}
r_{2}(j) \leq C \tau \frac{\mathbb{E}\left[1_{L_{x}^{\left(n_{\kappa}, j-1\right)}}\left|\widehat{G}_{x, y}\right|^{s}\right]}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \tag{5.59}
\end{equation*}
$$

The Green function in the numerator is a product of three terms, $\widehat{G}_{x, y}=G_{j} \widehat{G}_{x} \widehat{G}_{y}$, with

$$
\begin{align*}
G_{j} & :=G^{\mathcal{T}_{x, y}}\left(x_{j}, y_{j}\right),  \tag{5.60}\\
\widehat{G}_{x} & :=G^{\mathcal{T}_{x_{j}, x}}\left(x_{j+1}, x_{n-1}\right), \quad \widehat{G}_{y}:=G^{\mathcal{T}_{y_{j}, y}}\left(y_{j+1}, y_{n-1}\right)
\end{align*}
$$

of which only the first one depends on $V\left(x_{j}\right)$. Since $L_{x}^{\left(n_{\kappa}, j-1\right)}$ is independent of $V\left(x_{j} j\right)$ we may hence condition on the potential elsewhere and make use of the uniform bound $\mathbb{E}\left[\left|G_{j}\right|^{s} \mid \mathscr{A}_{x_{j}}\right] \leq C$ to estimate the numerator in (5.59):

$$
\begin{align*}
\mathbb{E}\left[1_{L_{x}^{\left(n_{\kappa}, j-1\right)}}\left|\widehat{G}_{x, y}\right|^{s}\right] & \leq C \mathbb{E}\left[1_{L_{x}^{\left(n_{\kappa}, j-1\right)}}\left|\widehat{G}_{x} \widehat{G}_{y}\right|^{s}\right]=C \mathbb{P}\left(L_{x}^{\left(n_{\kappa}, j-1\right)}\right) \mathbb{E}\left[\left|\widehat{G}_{x}\right|^{s}\right] \mathbb{E}\left[\left|\widehat{G}_{y}\right|^{s}\right] \\
& \leq C e^{-\left(j-n_{\kappa}\right)(I(\gamma)-2 \epsilon)} e^{2(n-j) \varphi(s)} \tag{5.61}
\end{align*}
$$

Summing over $j$ with a weight $K^{-j}$ we again obtain a geometric sum which is in this case bounded by the number of terms times the maximum of its first and last term. Therefore we conclude that

$$
\begin{align*}
\sum_{j=3 n_{\kappa} / 2+1}^{N_{\kappa}-1} \frac{r_{2}(j)}{K^{j}} & \leq \sum_{j=n_{\kappa}}^{N_{\kappa}-1} \frac{r_{2}(j)}{K^{j}} \\
& \leq N_{\kappa} \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \max \left\{\frac{e^{-\left(N_{\kappa}-n_{\kappa}\right)(I(\gamma)-2 \epsilon)} e^{2 n_{\kappa} \varphi(s)}}{K^{N_{\kappa}}}, \frac{e^{2 N_{\kappa} \varphi(s)}}{K^{n_{\kappa}}}\right\} . \tag{5.62}
\end{align*}
$$

In the first case, we use $\varphi(s)<-I(\gamma)$ and Corollary 5.2 to conclude that the term is uniformly bounded in $n$ :

$$
\begin{align*}
N_{\kappa} \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \frac{e^{-N_{\kappa}(I(\gamma)-2 \epsilon)}}{K^{N_{\kappa}}} & \leq N_{\kappa} \frac{C e^{N_{\kappa}(I(\gamma)+\gamma+3 \Delta / 4+6 \epsilon)}}{K^{N_{\kappa}}} \\
& \leq C N_{\kappa} e^{-N_{\kappa}(\Delta / 8-6 \epsilon)} \leq C, \tag{5.63}
\end{align*}
$$

since $\epsilon<\Delta / 48$. In the second case, we use (5.51) to conclude that the term is uniformly bounded in $n$ :

$$
\begin{equation*}
N_{\kappa} \frac{C \tau}{\mathbb{P}\left(L_{x}\right) \mathbb{P}\left(L_{y}\right)} \frac{e^{2 N_{\kappa} \varphi(s)}}{K^{n_{\kappa}}} \leq C N_{\kappa} e^{N_{\kappa}(15 / 8-2 s)} \leq C \tag{5.64}
\end{equation*}
$$

since $2 s>15 / 8$.
This concludes the proof of (5.37).

## 6. Semicontinuity bounds for the Lyapunov exponent

As we saw in Section 2.3, the applications of the conditions which are derived here for absolutely continuous spectrum still require some additional information on the function $\varphi_{\lambda}(1 ; E)$, or at least on the Lyapunov exponent $L_{\lambda}(E)$. While we do not have useful independent bounds on $\varphi_{\lambda}(1 ; E)$, in this section we present some partial continuity results for $L_{\lambda}(E)$ which enable the derivation of the main conclusions which were drawn in Corollaries 2.3 and 2.4 on the spectral phase diagram.

Let us start with some general observations:

- The Lyapunov exponent is the negative real part of the Herglotz function (cf. [17, 32]) given by $W_{\lambda}(\zeta):=\mathbb{E}\left[\log \Gamma_{\lambda}(0 ; \zeta)\right]$. Hence, its boundary values $\lim _{\eta \downarrow 0} L_{\lambda}(E+i \eta)$ exist for Lebesgue-almost all $E \in \mathbb{R}$. The latter coincides with $L_{\lambda}(E)$ defined in (2.3), as is seen using a variant of Vitali's convergence theorem whose use is based on the fact that the fractional moments of $\Gamma_{\lambda}(0 ; E+i \eta)$ with positive and negative power are uniformly bounded in $\eta$.
- In the absence of disorder, the Lyapunov exponent is easy to compute, $L_{0}(\zeta)=$ $-\log \left|\Gamma_{0}(\zeta)\right|$, where $\Gamma_{0}(\zeta)$ is the unique solution of $K \Gamma^{2}+\zeta \Gamma+1=0$ in $\mathbb{C}^{+}$, and one finds

$$
L_{0}(E) \begin{cases}=\log \sqrt{K}, & |E| \leq 2 \sqrt{K}  \tag{6.1}\\ \in(\log \sqrt{K}, \log K), & 2 \sqrt{K}<|E|<K+1, \\ \geq \log K, & |E| \geq K+1\end{cases}
$$

- In general, $L_{\lambda}(\zeta)$ is related to the free energy function $\varphi_{\lambda}(s ; \zeta)$ through the relation (3.13) and the inequality (3.11) from which one concludes the bound $L_{\lambda}(\zeta) \geq$ $\log \sqrt{K}$, which is saturated if and only if $\lambda=0$ and $|E| \leq 2 \sqrt{K}$.


### 6.1. Continuity of energy averages

Thanks to the (weak) continuity of the harmonic measure associated with $L_{\lambda}$, energy averages turn out to be continuous in the disorder parameter $\lambda \geq 0$.

Theorem 6.1. For any bounded interval $I \subset \mathbb{R}$ the function $[0, \infty) \ni \lambda \mapsto \int_{I} L_{\lambda}(E) d E$ is continuous, and in particular

$$
\begin{equation*}
\lim _{\lambda \downarrow 0} \int_{I} L_{\lambda}(E) d E=\int_{I} L_{0}(E) d E . \tag{6.2}
\end{equation*}
$$

Proof. Since the harmonic measure $\sigma_{\lambda}(I):=\int_{I} L_{\lambda}(E) d E$ associated with $L_{\lambda}(\zeta)=$ $\pi^{-1} \int \operatorname{Im}(E-\zeta)^{-1} \sigma_{\lambda}(d E)$ is absolutely continuous, the asserted continuity follows from the vague continuity of $\sigma_{\lambda}$, which in turn follows from the (weak) resolvent convergence $G_{\lambda}(0,0 ; \zeta, \omega) \rightarrow G_{\lambda_{0}}(0,0 ; \zeta, \omega)$ as $\lambda \rightarrow \lambda_{0}$ for all $\zeta \in \mathbb{C}^{+}$and all $\omega$.

In particular, Theorem 6.1 ensures that the mean value of the Lyapunov exponent over any bounded, non-empty interval $I$,

$$
\begin{equation*}
M_{\lambda}(I):=\frac{1}{|I|} \int_{I} L_{\lambda}(E) d E \tag{6.3}
\end{equation*}
$$

is continuous in $\lambda \geq 0$. This immediately implies Corollary 2.3 , namely that the condition $L_{\lambda}(E)<\log K$ holds on a positive fraction of every interval $I \subset(-(K+1), K+1)$.
Poof of Corollary 2.3. Since $L_{\lambda}(E) \geq \log \sqrt{K}$, we may employ the Chebyshev inequality to control the Lebesgue measure of that subset of $I$ on which (2.4) is violated:
$\left|\left\{E \in I \mid L_{\lambda}(E) \geq \log K\right\}\right| \leq \int_{I} \frac{L_{\lambda}(E)-\log \sqrt{K}}{\log \sqrt{K}} d E=|I| \frac{M_{\lambda}(I)-\log \sqrt{K}}{\log \sqrt{K}}$.
The assertion thus follows by computation from the continuity (6.2) and the fact that $\log \sqrt{K} \leq M_{0}(I)<\log K$ for all closed intervals $I \subset(-K-1, K+1)$ (cf. (6.1)).
Note that $M_{0}(I)=\log \sqrt{K}$ for all $I \subset(-2 \sqrt{K}, 2 \sqrt{K})$. Hence, in this case the measure in (6.4) tends to 0 as $\lambda \downarrow 0$.

### 6.2. The case of bounded random potentials

Let us now turn to the proof of Corollary 2.4. Accordingly, for the remainder of this section, we will assume that $\operatorname{supp} \varrho=[-1,1]$ such that almost surely $\sigma\left(H_{\lambda}\right)=\left[-\left|E_{\lambda}\right|,\left|E_{\lambda}\right|\right]$ with $E_{\lambda}=-2 \sqrt{K}-\lambda$.

The main ideas behind the conditions in Corollary 2.4 are:

- At the (lower) spectral edge the Lyapunov exponent is bounded according to

$$
\begin{equation*}
L_{\lambda}\left(E_{\lambda}\right) \leq L_{0}\left(E_{\lambda}-\lambda\right) \tag{6.5}
\end{equation*}
$$

(An analogous bound applies to the upper edge.) This inequality derives from the operator monotonicity of the function $(0, \infty) \ni x \mapsto x^{-1}$ and the estimate $0 \leq H_{\lambda}-E_{\lambda} \leq$ $T+2 \sqrt{K}+2 \lambda$, which implies $\Gamma_{\lambda}\left(0 ; E_{\lambda}\right) \geq \Gamma_{0}\left(E_{\lambda}-\lambda\right)$.

- Using the explicit formula for the Lyapunov exponent in case $\lambda=0$ (cf. (6.1)), we conclude that the condition $L_{0}\left(E_{\lambda}-\lambda\right)<\log K$ holds if and only if $E_{\lambda}-\lambda>-(K+1)$ or equivalently if (2.7) holds.
The following theorem extends the bound (6.5) to energies near $E_{\lambda}$ in the spectrum. Analogous arguments yield an upper bound near $-E_{\lambda}$.
Theorem 6.2. For a random potential satisfying Assumptions A-D with $\operatorname{supp} \varrho=$ $[-1,1]$, for all $\lambda>0$,

$$
\begin{equation*}
\limsup _{E \downarrow E_{\lambda}} L_{\lambda}(E) \leq L_{0}\left(E_{\lambda}-\lambda\right) \tag{6.6}
\end{equation*}
$$

Following the arguments above, this theorem in particular implies Corollary 2.4.
Proof of Corollary 2.4. Without loss of generality, we restrict the discussion to the region near the lower edge $E_{\lambda}$ of $\sigma\left(H_{\lambda}\right)$. For fixed $\lambda<(\sqrt{K}-1)^{2} / 2$ we may pick $\varepsilon(\lambda):=$ $\log K-L_{0}\left(E_{\lambda}-\lambda\right)$ which is strictly positive if and only if (2.7) holds. We hence conclude from Theorem 6.2 that there is $\delta(\lambda)>0$ such that $L_{\lambda}(E)<\log K$ for any $E \leq E_{\lambda}+\delta(\lambda)$.
6.2.1. Proof of Theorem 6.2. In the proof, we consider the finite-volume restriction of the operator to the Hilbert space over $B_{R}:=\{x \in \mathcal{T} \mid \operatorname{dist}(0, x)<R\}$, i.e.,

$$
\begin{equation*}
H_{\lambda}^{(R)}:=1_{B_{R}} H_{\lambda} 1_{B_{R}} \quad \text { on } \ell^{2}\left(B_{R}\right) . \tag{6.7}
\end{equation*}
$$

The relation between the Green function and its finite-volume counterpart is controlled by standard perturbation theory, i.e., for almost every $E \in \mathbb{R}$,
$\left|\Gamma_{\lambda}(0 ; E+i 0)-\Gamma_{\lambda}^{(R)}(0 ; E)\right| \leq \sum_{x \in \mathcal{S}_{R}}\left|G_{\lambda}^{(R)}\left(0, x_{-} ; E\right)\right|\left|G_{\lambda}(0, x ; E)\right|=: S_{\lambda}^{(R)}(E)$.
The idea of the proof is to choose $R$ such that:

- The following event has a good probability:

$$
\begin{equation*}
Z_{1}:=\left\{E_{\lambda}+\Delta \leq \inf \sigma\left(H_{\lambda}^{(R)}\right)\right\} \tag{6.9}
\end{equation*}
$$

In this event and for any $E \in\left[E_{\lambda}, E_{\lambda}+\Delta\right)$ one can use the operator monotonicity of $(0, \infty) \ni x \mapsto x^{-1}$ together with the bound $0 \leq H_{\lambda}^{(R)}-E \leq H_{0}^{(R)}+\lambda-E$, which implies

$$
\begin{align*}
\Gamma_{\lambda}^{(R)}(0 ; E) & \geq \Gamma_{0}^{(R)}(0 ; E-\lambda) \geq \Gamma_{0}^{(R)}\left(0 ; E_{\lambda}-\lambda\right) \geq \Gamma_{0}\left(0 ; E_{\lambda}-\lambda\right)-S_{0}^{(R)}\left(E_{\lambda}-\lambda\right) \\
& \geq \Gamma_{0}\left(0 ; E_{\lambda}-\lambda\right)\left(1-K^{R} e^{-2 R L_{0}\left(E_{\lambda}-\lambda\right)}\right) . \tag{6.10}
\end{align*}
$$

Here, the second inequality holds for all $E_{\lambda} \leq E<\inf \sigma\left(H_{\lambda}^{(R)}\right)$, the third is a special case of (6.8), and the last inequality follows from the fact that

$$
\begin{equation*}
0 \leq \Gamma_{0}^{(R)}(x ; E) \leq \Gamma_{0}(x ; E), \tag{6.11}
\end{equation*}
$$

which, using the factorization property of the Green function, implies $S_{0}^{(R)}(E) \leq$ $K^{R} e^{-2 R L_{0}(E)} \Gamma_{0}(0 ; E)$ for any $E \in \mathbb{R}$.

- The error terms on the right side of (6.8) and (6.10) are small compared to $\Gamma_{0}\left(0 ; E_{\lambda}-\lambda\right)$ $\geq 0$ in the sense that also the event

$$
\begin{equation*}
Z_{2}:=\left\{S_{\lambda}^{(R)}(E) \leq \Gamma_{0}\left(0 ; E_{\lambda}-\lambda\right) K^{-\delta R / 2}\right\} \tag{6.12}
\end{equation*}
$$

occurs with a good probability. For reasons which will become clear in the next subsection, we will choose

$$
\begin{equation*}
\delta:=\frac{\log \left(1+\frac{\lambda}{2 \sqrt{K}}\right)}{64\|\varrho\|_{\infty} K^{2} \log K} . \tag{6.13}
\end{equation*}
$$

The probability of failure of the first event $Z_{1}$ is bounded with the help of the following lemma. Due to Lifshits tailing, this estimate is far from optimal and one expects the probability in (6.14) to be exponentially small (see [13] and references therein for a precise conjecture).
Lemma 6.3. There is some $C>0$ such that for all $R>0$ and $\Delta>0$,

$$
\begin{equation*}
\mathbb{P}\left(\inf \sigma\left(H_{\lambda}^{(R)}\right)<E_{\lambda}+\Delta\right) \leq C K^{R} \Delta^{3 / 2} \tag{6.14}
\end{equation*}
$$

Proof. By Chebyshev's inequality the left side is bounded from above by

$$
\begin{align*}
\mathbb{E}\left[\operatorname{tr} 1_{(-\infty, E)}\left(H_{\lambda}^{(R)}\right)\right] & \leq \operatorname{tr} 1_{(-\infty, E+\lambda)}\left(H_{0}^{(R)}\right) \leq e^{t(E+\lambda)} \operatorname{tr} e^{-t H_{0}^{(R)}} \\
& \leq e^{t(E+\lambda)} \operatorname{tr} 1_{B_{R}} e^{-t H_{0}} 1_{B_{R}} \leq C K^{R} e^{t \Delta} t^{-3 / 2} \tag{6.15}
\end{align*}
$$

where $E:=E_{\lambda}+\Delta$ and the last inequality stems form the explicitly known form of the kernel of the (infinite-volume) semigroup. Taking $t=\Delta^{-1}$ yields the result.
Bounds on the probability of failure of the second event $Z_{2}$ are more involved. Postponing the details of this probabilistic estimate, which will be the topic of the next subsection, the proof of Theorem 6.2 proceeds as follows:

Proof of Theorem 6.2. Abbreviating $Z:=Z_{1} \cap Z_{2}$, we write

$$
\begin{equation*}
L_{\lambda}(E)=-\mathbb{E}\left[1_{Z} \log \left|\Gamma_{\lambda}(0 ; E+i 0)\right|\right]-\mathbb{E}\left[1_{Z^{c}} \log \left|\Gamma_{\lambda}(0 ; E+i 0)\right|\right] . \tag{6.16}
\end{equation*}
$$

In the event $Z$ and assuming $E \in\left[E_{\lambda}, E_{\lambda}+\Delta\right.$ ), one may use (6.8) and (6.10) to estimate

$$
\begin{align*}
\left|\Gamma_{\lambda}(0 ; E+i 0)\right| & \geq \Gamma_{0}^{(R)}(x ; E)-S_{\lambda}^{(R)}(E) \\
& \geq \Gamma_{0}\left(0 ; E_{\lambda}-\lambda\right)\left(1-K^{R} e^{-2 R L_{0}\left(E_{\lambda}-\lambda\right)}-K^{-\delta R / 2}\right) \tag{6.17}
\end{align*}
$$

The right side is strictly positive for any $\lambda>0$ provided $R$ is large enough. In this case, the above bound and the monotonicity of the logarithm yield the following bound on the first term on the right in (6.16):
$-\mathbb{E}\left[1_{Z} \log \left|\Gamma_{\lambda}(0 ; E+i 0)\right|\right] \leq L_{0}\left(E_{\lambda}-\lambda\right)-\log \left(1-K^{R} e^{-2 R L_{0}\left(E_{\lambda}-\lambda\right)}-K^{-\delta R / 2}\right)$.
The second term in (6.16) is estimated using the Cauchy-Schwarz inequality

$$
\begin{equation*}
-\mathbb{E}\left[1_{Z^{c}} \log \left|\Gamma_{\lambda}(0 ; E+i 0)\right|\right] \leq \sqrt{\mathbb{P}\left(Z^{c}\right)} \sqrt{\mathbb{E}\left[|\log | \Gamma_{\lambda}(0 ; E+i 0)| |^{2}\right]} \tag{6.19}
\end{equation*}
$$

Since $|\log | x\left|\mid \leq 2\left(|x|^{1 / 2}+|x|^{-1 / 2}\right)\right.$, the second factor is bounded with the help of fractional-moment estimates and (3.3) by a constant which only depends on $\lambda$. The probability of failure of the event $Z$ is estimated using Lemmas 6.3 and 6.4 , which prove that under the condition (6.21) below,

$$
\begin{align*}
\mathbb{P}\left(Z^{c}\right) & \leq \mathbb{P}\left(Z_{2}^{c} \mid Z_{1}\right)+\mathbb{P}\left(Z_{1}^{c}\right) \\
& \leq C(\lambda) K^{-\frac{\delta^{2}}{4+4 \delta} R}+2^{-R}+C K^{R} \Delta^{3 / 2} . \tag{6.20}
\end{align*}
$$

We pick $\Delta:=\left(E-E_{\lambda}\right) / c(\lambda)$ with $c(\lambda)$ from (6.21) and $R:=\left\lceil\frac{\log \Delta^{-1}}{\log K}\right\rceil$. The proof is completed by noting that for any $\lambda>0$, (i) $\Delta \rightarrow 0$ as $E \rightarrow E_{\lambda}$ and (ii) $R \rightarrow \infty$ as $\Delta \rightarrow 0$.
6.2.2. Auxiliary results. The remaining task is to estimate the error in (6.8). We will prove

Lemma 6.4. For every $\lambda>0$ there exists a finite $C(\lambda)$ such that if

$$
\begin{equation*}
E \leq E_{\lambda}+\Delta\left[1-\exp \left(-\frac{\log \left(1+\frac{\lambda}{2 \sqrt{K}}\right)}{64\|\varrho\|_{\infty} K^{2} \log K}\right)\right] \quad\left[=: E_{\lambda}+c(\lambda) \Delta\right] \tag{6.21}
\end{equation*}
$$

then $\mathbb{P}\left(Z_{2}^{c} \mid Z_{1}\right) \leq C(\lambda) K^{-\frac{\delta^{2}}{4+4 \delta} R}+2^{-R}$.
To prove this auxiliary estimate, we need to control the first factor on the right side of (6.8) in case $E<\inf \sigma\left(H_{\lambda}^{(R)}\right)$. This is done with the help of the following lemma, which might be of independent interest.

Lemma 6.5. 1. Assume $a \leq b<\inf \sigma\left(H_{\lambda}^{(R)}\right)$. Then

$$
\begin{equation*}
\Gamma_{\lambda}^{(R)}(x ; a) \leq \Gamma_{\lambda}^{(R)}(x ; b) \leq\left(1+\frac{b-a}{\inf \sigma\left(H_{\lambda}^{(R)}\right)-b}\right) \Gamma_{\lambda}^{(R)}(x ; a) . \tag{6.22}
\end{equation*}
$$

2. Assume $a \leq-2 \sqrt{K}$ and $x \in B_{R}$. Then

$$
\begin{equation*}
\Gamma_{\lambda}^{(R)}(x ; a-\lambda) \leq \Gamma_{0}^{(R)}(x ; a)\left(1+\frac{\lambda}{\sqrt{K}-\frac{a}{2}}\right)^{-1 / 2(V(x)+1)} \tag{6.23}
\end{equation*}
$$

Proof. Inequalities (6.22) follow from the spectral representation $\int(u-\zeta)^{-1} \mu_{\lambda, \delta_{x}}^{(R)}(d u)$ $=\Gamma_{\lambda}^{(R)}(x ; \zeta)$ and elementary inequalities for the integrand.

The second claim is based on the observation that $a-\lambda \leq \inf \sigma\left(H_{\lambda}\right) \leq \inf \sigma\left(H_{\lambda}^{(R)}\right)$ for any $R>0$. Hence, for any $\lambda \geq 0$,

$$
\begin{equation*}
-\frac{d \Gamma_{\lambda}^{(R)}(x ; a-\lambda)}{d \lambda} \geq(V(x)+1) \Gamma_{\lambda}^{(R)}(x ; a-\lambda)^{2} . \tag{6.24}
\end{equation*}
$$

One of the last factors is estimated by $\Gamma_{\lambda}^{(R)}(y, y ; a-\lambda)^{-1} \leq\left\langle\delta_{y},\left(H_{\lambda}^{(R)}+\lambda-a\right) \delta_{y}\right\rangle \leq$ $2 \sqrt{K}+2 \lambda-a$. Integrating the resulting inequality yields (6.23).
In the following, we suppose $E_{\lambda}+\Delta:=\inf \sigma\left(H_{\lambda}^{(R)}\right)>E>E_{\lambda}$ such that

$$
\begin{equation*}
\xi_{\lambda}(E):=\frac{E-E_{\lambda}}{\inf \sigma\left(H_{\lambda}^{(R)}\right)-E} \in(0, \infty) \tag{6.25}
\end{equation*}
$$

Then Lemma 6.5 and the factorization property (3.7) of the Green function imply that for all $x \in \mathcal{S}_{R}$,

$$
\begin{align*}
0 \leq G_{\lambda}^{(R)}\left(0, x_{-} ; E\right) & \leq\left(1+\xi_{\lambda}(E)\right)^{R} G_{\lambda}^{(R)}\left(0, x_{-} ; E_{\lambda}\right) \\
& \leq \frac{\left(1+\xi_{\lambda}(E)\right)^{R}}{K^{R / 2}}\left(1+\frac{\lambda}{2 \sqrt{K}}\right)^{-\frac{1}{2} \sigma(x)} \tag{6.26}
\end{align*}
$$

where $\sigma(x):=\sum_{0 \leq y<x}(V(y)+1) \geq 0$. To further estimate the right side, we will consider the event

$$
\begin{equation*}
Z_{0}:=\left\{\min _{x \in \mathcal{S}_{R}} \sigma(x) \geq \frac{2 \delta \log K+2 \log \left(1+\xi_{\lambda}(E)\right)}{\log \left(1+\frac{\lambda}{2 \sqrt{K}}\right)} R\right\} \tag{6.27}
\end{equation*}
$$

with $\delta>0$ from (6.13). This event is tailored so that $G_{\lambda}^{(R)}\left(0, x_{-} ; E\right) \leq K^{-R(\delta+1 / 2)}$ and hence

$$
\begin{align*}
\mathbb{E}\left[\left.\left|S_{\lambda}^{(R)}(E)\right|^{\frac{2+\delta}{2+2 \delta}} \right\rvert\, Z_{0} \cap Z_{1}\right] & \leq K^{R} \mathbb{E}\left[\left.\left|G_{\lambda}^{(R)}\left(0, x_{-} ; E\right) G_{\lambda}(0, x ; E)\right|^{\frac{2+\delta}{2+2 \delta}} \right\rvert\, Z_{0} \cap Z_{1}\right] \\
& \leq C_{ \pm}^{2} K^{-\delta R / 2} \tag{6.28}
\end{align*}
$$

where the last inequality is based on (3.12) and the upper bound in (3.11). The constants $C_{+}, C_{-}$depend (also through $\delta$ ) on $\lambda$. Chebyshev's inequality hence leads to

$$
\begin{equation*}
\mathbb{P}\left(Z_{2}^{c} \mid Z_{0} \cap Z_{1}\right) \leq C(\lambda) K^{-\frac{\delta^{2}}{4+4 \delta} R} \tag{6.29}
\end{equation*}
$$

with a finite constant $C(\lambda)$ which only depends on $\lambda$. For an estimate on the probability of the event $Z_{0}$ we use
Lemma 6.6. For any $0<\alpha \leq\left(8\|\varrho\|_{\infty} K^{2}\right)^{-1}$,

$$
\begin{equation*}
\mathbb{P}\left(\min _{x \in \mathcal{S}_{R}} \sigma(x)<\alpha R\right) \leq K^{R}\left(2 \sqrt{2\|\varrho\|_{\infty} \alpha}\right)^{R} . \tag{6.30}
\end{equation*}
$$

Proof. Since there are $K^{R}$ vertices with $\operatorname{dist}(0, x)=R$, to prove (6.30) it suffices to fix $x$ and estimate

$$
\begin{equation*}
\mathbb{P}(\sigma(x)<\alpha R) \leq\left(e^{\alpha t} \mathbb{E}\left[e^{-t(V(0)+1)}\right]\right)^{R} \tag{6.31}
\end{equation*}
$$

for any $t>0$, where we employed the Chebyshev inequality and the fact that the random variables $V(y)$ are iid. Inserting indicator functions on the set $\{V(0)+1 \geq 2 \alpha\}$ and
its complement, we further bound $e^{\alpha t} \mathbb{E}\left[e^{-t(V(0)+1)}\right] \leq e^{-t \alpha}+2 \alpha\|\varrho\|_{\infty} e^{t \alpha}$. Choosing $t=-(2 \alpha)^{-1} \log \left(4 \alpha\|\varrho\|_{\infty}\right)>0$ yields the result.
We may now finally give
Proof of Lemma 6.4. The choice of $\delta$ in (6.13) and the condition (6.21) together with Lemma 6.6 imply that $\mathbb{P}\left(Z_{0}^{c}\right) \leq 2^{-R}$. We have thus established that

$$
\begin{equation*}
\mathbb{P}\left(Z_{2}^{c} \mid Z_{1}\right) \leq \mathbb{P}\left(Z_{2}^{c} \mid Z_{0} \cap Z_{1}\right)+\mathbb{P}\left(Z_{0}^{c}\right) \leq C(\lambda) K^{-\frac{\delta^{2}}{4+4 \delta} R}+2^{-R} \tag{6.32}
\end{equation*}
$$

## Appendix

## A. Fractional-moment bounds

The aim of this appendix is to present some basic weak- $L^{1}$ bounds on Green functions of random operators, and related fractional moment estimates. Theorem A.2, which presents such bounds for pairs of Green functions, is a new result which is needed here in the proof of our criteria, and which may also be of independent interest. In the last subsection we discuss the related implications of the regularity Assumption D.

The discussion in this appendix is carried out within the somewhat broader context of operators of the form

$$
\begin{equation*}
H_{\lambda}(\omega)=H_{0}+\lambda V(\omega), \tag{A.1}
\end{equation*}
$$

acting in the Hilbert space $\ell^{2}(\mathcal{G})$, with $\lambda \geq 0$ the disorder-strength parameter and:
I. $\mathcal{G}$ the vertex set of some metric graph,
II. $H_{0}$ a self-adjoint operator in $\ell^{2}(\mathcal{G})$, and
III. $V(\omega)$ a random potential such that the random variables $\{V(x) \mid x \in \mathcal{G}\}$ are iid with a probability distribution whose density is (essentially) bounded, $\varrho \in L^{\infty}(\mathbb{R})$.

## A.1. Weak-L ${ }^{1}$ bounds

We recall that according to the Krein formula, the Green function of $H_{\lambda}(\omega)$ restricted to the sites $x, y$ is in its dependence on $V(x)$ and $V(y)$ of the form

$$
\left(\begin{array}{l}
G_{\lambda}(x, x ; \zeta)  \tag{A.2}\\
G_{\lambda}(y, x ; \zeta) \\
G_{\lambda}(x, y ; y ; \zeta)
\end{array}\right)=\left[\left(\begin{array}{cc}
\lambda V(x) & 0 \\
0 & \lambda V(y)
\end{array}\right)+A_{\lambda}(\zeta)\right]^{-1}
$$

where $A_{\lambda}(\zeta)$ is given by the inverse of the left side for $V(x)=V(y)=0$. In particular, $G_{\lambda}(x, x ; \zeta)=(\lambda V(x)-a)^{-1}$ with some $a \in \mathbb{C}$ which is independent of $V(x)$.

The assumed boundedness of the density $\varrho$ of the distribution of $V(x)$ trivially implies bounds on probabilities of weak- $L^{1}$-type:

$$
\begin{equation*}
\sup _{a \in \mathbb{C}} \int 1_{|v-a|<1 / t} \varrho(v) d v \leq \frac{2\|\varrho\|_{\infty}}{t} . \tag{A.3}
\end{equation*}
$$

Since the dependence of the Green function $G_{\lambda}(x, x ; \zeta)$ on $V(x)$ is of the above form, this implies the following well-known weak- $L^{1}$ bound, and hence the boundedness of fractional moments (cf. [4]).

Proposition A.1. For a random operator $H_{\lambda}(\omega)=H_{0}+\lambda V(\omega)$ on $\ell^{2}(\mathcal{G})$ satisfying assumptions I-III, for any complex energy parameter $\zeta \in \mathbb{C}^{+}$and for any $t>0$ and $s \in(0,1)$, the Green function satisfies

$$
\begin{align*}
& \mathbb{P}\left(\left|G_{\lambda}(x, x ; \zeta)\right|>t \mid \mathscr{A}_{x}\right) \leq \frac{2\|\varrho\|_{\infty}}{\lambda t},  \tag{A.4}\\
& \mathbb{E}\left[\left|G_{\lambda}(x, x ; \zeta)\right|^{s} \mid \mathscr{A}_{x}\right] \leq \frac{2^{s}\|\varrho\|_{\infty}^{s}}{(1-s) \lambda^{s}}, \tag{A.5}
\end{align*}
$$

where $\mathscr{A}_{x}$ denotes the sigma-algebra generated by $V(y), y \neq x$.
One trivial but useful consequence of (A.4) is that for any $p \in(0,1)$ and $t \geq \frac{2\|\varrho\|_{\infty}}{\lambda(1-p)}$,

$$
\begin{equation*}
\mathbb{P}\left(\left|G_{\lambda}(x, x ; \zeta)\right| \leq t \mid \mathscr{A}_{x}\right) \geq p \tag{A.6}
\end{equation*}
$$

Our new result, which is vital in our second-moment analysis in Lemma 4.11 and Theorem 5.8, concerns the joint conditional probability of events as in (A.4) associated with two (distinct) sites:

Theorem A.2. In the situation of Proposition A.1, consider two sites $x \neq y$ in a graph. Then for any $t>0$ and $\zeta \in \mathbb{C}^{+}$,

$$
\begin{align*}
& \mathbb{P}\left(\left|G_{\lambda}(x, x ; \zeta)\right|>t \text { and }\left|G_{\lambda}(y, y ; \zeta)\right|>t \mid \mathscr{A}_{x y}\right) \\
& \quad \leq \frac{2\|\varrho\|_{\infty}}{\lambda^{2} t} \min \left\{4\|\varrho\|_{\infty}\left(\sqrt{\left|A_{\lambda}(x, y ; \zeta)\right|\left|A_{\lambda}(y, x ; \zeta)\right|}+t^{-1}\right), 1\right\} \tag{A.7}
\end{align*}
$$

where $A_{\lambda}(x, y ; \zeta)$ are the off-diagonal matrix elements of $A_{\lambda}(\zeta)$ in (A.2), and $\mathscr{A}_{x y}$ is the sigma-algebra generated by $V(\xi), \xi \notin\{x, y\}$.

In the case of a tree graph, $\mathcal{G}=\mathcal{T}$, the off-diagonal matrix elements of $A_{\lambda}(\zeta)$ simplify:

$$
\begin{equation*}
A_{\lambda}(x, y ; \zeta)=\frac{G_{\lambda}(x, y ; \zeta)}{G_{\lambda}(x, x ; \zeta) G_{\lambda}(y, y ; \zeta)-G_{\lambda}(x, y ; \zeta) G_{\lambda}(y, x ; \zeta)}=G_{\lambda}^{\mathcal{T}_{x, y}}\left(x_{-}, y_{-} ; \zeta\right) \tag{A.8}
\end{equation*}
$$

This is most easily proven by noting that the ratio does not depend on $V(x)$ and $V(y)$ so that we may take them to be infinity. In this limit the ratio

$$
G_{\lambda}(x, y ; \zeta) /\left[G_{\lambda}(x, x ; \zeta) G_{\lambda}(y, y ; \zeta)\right]
$$

tends to $G_{\lambda}^{\mathcal{T}_{x, y}}\left(x_{-}, y_{-} ; \zeta\right)$ and its numerator vanishes.
Proof of Theorem A.2. Let $A_{\lambda}(x, y ; \zeta)$ denote the matrix elements of $A_{\lambda}(\zeta)$ in the ranktwo Krein formula (A.2) and abbreviate

$$
u:=\lambda V(x)+A_{\lambda}(x, x ; \zeta), \quad v:=\lambda V(y)+A_{\lambda}(y, y ; \zeta)
$$

and $\alpha:=A_{\lambda}(x, y ; \zeta), \beta:=A_{\lambda}(y, x ; \zeta)$. The lower bounds on $\mid G_{\lambda}(x, x ; \zeta)$ and $\left|G_{\lambda}(y, y ; \zeta)\right|$ translate to

$$
\begin{align*}
& \left|u-\frac{\alpha \beta}{v}\right| \leq \frac{1}{t},  \tag{A.9}\\
& \left|v-\frac{\alpha \beta}{u}\right| \leq \frac{1}{t} . \tag{A.10}
\end{align*}
$$

The claim will be proven on the basis of the following two observations:

1. For any set of specified values of $\{\alpha, \beta, A(x, x ; \zeta), A(y, y, ; \zeta)\}$, and of $v$, the set of $\operatorname{Re} u$ for which (A.9) holds is an interval of length at most $2 / t$, and a similar statement holds for $v$ and $u$ interchanged and (A.9) replaced by (A.10).
2. For any solution of (A.9) and (A.10)

$$
\begin{equation*}
\min \{|u|,|v|\} \leq \sqrt{|\alpha||\beta|}+t^{-1} . \tag{A.11}
\end{equation*}
$$

The first statement is fairly obvious once one focuses on the condition on the real part in (A.9). To prove the second assertion, let

$$
\begin{equation*}
w:=\sqrt{|u||v|} \geq \min \{|u|,|v|\} . \tag{A.12}
\end{equation*}
$$

Assuming (A.9) and (A.10) we have

$$
\begin{equation*}
|u||v|-|\alpha||\beta| \leq|u v-\alpha \beta| \leq \min \{|u|,|v|\} / t \leq \sqrt{|u||v|} / t \tag{A.13}
\end{equation*}
$$

where the first relation is by the triangle inequality, and the second by (A.9) and (A.10). Hence, under the assumed condition, the real quantity $w=\sqrt{|u||v|}$ satisfies

$$
\begin{equation*}
w^{2}-|\alpha||\beta| \leq w / t \tag{A.14}
\end{equation*}
$$

Solving the quadratic equation we find

$$
\begin{equation*}
w \leq \frac{1}{2 t}+\sqrt{\frac{1}{(2 t)^{2}}+|\alpha||\beta|} \leq \frac{1}{2 t}+\left(\frac{1}{2 t}+\sqrt{|\alpha||\beta|}\right) \tag{A.15}
\end{equation*}
$$

which implies (A.11).
To bound the probability in (A.7), let us consider the set of values of $V(x)$ and $V(y)$ for which the event occurs, at specified values of the $2 \times 2$ matrix $A_{\lambda}(\zeta)$. Let $S \subset \mathbb{R}^{2}$ be the corresponding range of values of $\{\operatorname{Re} u, \operatorname{Re} v\}$. Then by item $2, S$ is contained within the union of two strips, one parallel to the $\operatorname{Re} v$ axis and the other to the $\operatorname{Re} u$ axis. To bound the measure of its intersection with the first one, we note that the relevant values of Re $u$ are contained in an interval of length at most $2(1 / t+\sqrt{|\alpha||\beta|})$, and for each value of $u$ the range of $\operatorname{Re} v$ is of Lebesgue measure not exceeding $2 / t$ (by item 1). Hence the measure of the intersection of $S$ with this strip is at most $(4 / t)(1 / t+\sqrt{|\alpha||\beta|})$, and a similar bound applies to the intersection of $S$ with the second one. Adding the two, one gets the bound claimed in (A.7).

## A.2. The regularity assumption $D$

The class of probability densities satisfying Assumption D (see (2.2)) includes those $\varrho$ which have a single hump. More precisely, suppose there is some $m \in \mathbb{R}$ such that $\varrho$ is increasing for $v<m$ and decreasing for $v>m$. If one picks $\nu_{0}>0$ such that $\varrho(m) / \min \left\{\varrho\left(m-v_{0}\right), \varrho\left(m+v_{0}\right)\right\}=: c_{0}<\infty$, then (2.2) is satisfied for all $v \in \mathbb{R}$ and $c=2 \max \left\{1, c_{0} / \nu_{0}\right\}$. Examples of single-hump probability densities are Gaussian and Cauchy densities. Similarly one sees that any finite linear combination of single-hump functions also leads to a probability density which satisfies (2.2).

Our next goal is to illuminate some of the consequences of (2.2). Clearly, if $\varrho$ satisfies (2.2), then $\varrho \in L^{\infty}(\mathbb{R})$ and (A.3) applies. In fact, the assumption is tailored to provide the following extension of (A.3).

Lemma A.3. If $\varrho \geq 0$ satisfies (2.2) (with constant $c>0$ ), then for anys $\in(0,1), a \in \mathbb{C}$ and $t \geq 1$,

$$
\begin{equation*}
\int 1_{|v-a|<1 / t} \frac{\varrho(v) d v}{|v-a|^{s}} \leq \frac{c}{(1-s) t^{1-s}} \int \frac{\varrho(v) d v}{|v-a|^{s}} \tag{A.16}
\end{equation*}
$$

Proof. We start by estimating the left side:

$$
\begin{align*}
\int 1_{|v-a|<1 / t} \frac{\varrho(v) d v}{|v-a|^{s}} & \leq \sup _{|v-a| \leq 1 / t} \varrho(v) \int 1_{|v-a|<1 / t} \frac{d v}{|v-a|^{s}} \\
& =\frac{2}{(1-s) t^{1-s}} \sup _{|v-a|<1 / t} \varrho(v) . \tag{A.17}
\end{align*}
$$

Using (2.2) we then conclude that the last factor on the right side is bounded from below by

$$
\begin{equation*}
\int \frac{\varrho(v) d v}{|v-a|^{s}} \geq \int 1_{|v-a| \leq 1} \varrho(v) d v \geq \frac{2}{c} \sup _{|v-a| \leq 1} \varrho(v) \tag{A.18}
\end{equation*}
$$

The above two estimates imply the assertion.
In view of (A.2) this lemma has the following consequences for weighted averages of the type

$$
\begin{equation*}
\mathbb{E}_{s}^{(x, y)}[Q]:=\frac{\mathbb{E}\left[\left|G_{\lambda}(x, y ; \zeta)\right|^{s} Q\right]}{\mathbb{E}\left[\left|G_{\lambda}(x, y ; \zeta)\right|^{s}\right]} \tag{A.19}
\end{equation*}
$$

where $x, y \in \mathcal{G}, \zeta \in \mathbb{C}^{+}$and $s \in(0,1)$. We denote by $\mathbb{P}_{s}^{(x, y)}$ the corresponding probability measure.

Proposition A.4. In the situation of Proposition A.1, assume additionally that $\varrho$ satisfies (2.2) (with constant $c>0$ ). Then, for any complex energy parameter $\zeta \in \mathbb{C}^{+}$and for any $s \in(0,1)$ and $t \geq \lambda^{-1}$, the Green function satisfies

$$
\begin{equation*}
\mathbb{P}_{s}^{(x, y)}\left(\left|G_{\lambda}(x, x ; \zeta)\right|>t \mid \mathscr{A}_{x}\right) \leq \frac{c}{(1-s)(\lambda t)^{1-s}} \tag{A.20}
\end{equation*}
$$

where $\mathscr{A}_{x}$ denotes the sigma-algebra generated by $V(y), y \neq x$.

Analogously to (A.6), we conclude from (A.20) that for any $p \in(0,1)$ and all $t \geq$ $\lambda^{-1}\left(c /[(1-s)(1-p)]^{1 /(1-s)}\right.$,

$$
\begin{equation*}
\mathbb{P}_{s}^{(x, y)}\left(\left|G_{\lambda}(x, x ; \zeta)\right| \leq t \mid \mathscr{A}_{x}\right) \geq p, \tag{A.21}
\end{equation*}
$$

uniformly in $y \in \mathcal{G}$, the choice of the graph $\mathcal{G}$ and $\zeta \in \mathbb{C}^{+}$.

## B. A large deviation principle for triangular arrays

In our analysis of the Green function's large deviations we make use of a large deviation principle. The statement and its proof are similar to large deviation theorems which are familiar in statistical mechanics and probability theory $[15,16,18]$. However since a close enough reference could not be located we enclose the proof here.

## B.1. A general large deviation theorem

The following should be regarded as a stand-alone statement. It is intended to be read disregarding the fact that the symbols which appear in it ( $\Gamma$ and $\eta$ ) were assigned a specific meaning elsewhere in the paper. The similarity does however indicate the application of this theory to the main discussion of this work.
Theorem B.1. Let $\left\{\Gamma_{j}^{(N)}(\eta)\right\}_{j=1}^{N}$ with $N \in \mathbb{N}$ be a family of a triangular arrays of random variables indexed by $\eta \geq 0$, satisfying the following two conditions, for some $r_{1}<r_{2}$ and $C<\infty$ :
(a) The functions

$$
\begin{equation*}
\Psi_{N}(t ; \eta):=\frac{1}{N} \log \mathbb{E}\left(\prod_{j=1}^{N}\left|\Gamma_{j}^{(N)}(\eta)\right|^{t}\right) \tag{B.1}
\end{equation*}
$$

converge pointwise in $\left[r_{1}, r_{2}\right] \subset(-1,1)$ :

$$
\begin{equation*}
\Psi(t):=\lim _{\substack{N \rightarrow \infty \\ \eta \downarrow 0}} \Psi_{N}(t ; \eta) . \tag{B.2}
\end{equation*}
$$

(b) For all $1 \leq k<N$ and $t_{1}, t_{2} \in\left[r_{1}, r_{2}\right]$,

$$
\begin{align*}
\mathbb{E}\left(\prod_{i=1}^{k}\left|\Gamma_{i}^{(N)}(\eta)\right|^{t_{1}} \prod_{j=k+1}^{N}\right. & \left.\left|\Gamma_{j}^{(N)}(\eta)\right|^{t_{2}}\right) \\
& \leq C e^{(N-k)\left[\Psi_{N}\left(t_{1}, \eta\right)-\Psi_{N}\left(t_{2}, \eta\right)\right]} \mathbb{E}\left(\prod_{i=1}^{N}\left|\Gamma_{i}^{(N)}(\eta)\right|^{t_{2}}\right) \tag{B.3}
\end{align*}
$$

Then for every $\gamma$ which coincides with $-\Psi^{\prime}(s)$ at a point $s \equiv s(\gamma) \in\left(r_{1}, r_{2}\right)$ where the function $\Psi(s)$ is differentiable, and for any $\varepsilon>0$, there are $\widehat{N} \equiv \widehat{N}(\varepsilon, \gamma)<\infty$ and $\hat{\eta} \equiv \hat{\eta}(\varepsilon, \gamma)>0$ such that for all $N \geq \widehat{N}$ and $0<\eta<\hat{\eta}$ the following estimates hold:

1. Given the rate function $I(\gamma):=-\inf _{t \in\left[r_{1}, r_{2}\right]}[\Psi(t)+t \gamma]$ one has

$$
\begin{equation*}
\mathbb{P}\left(\prod_{j=1}^{N}\left|\Gamma_{j}^{(N)}(\eta)\right| \geq e^{-(\gamma+\varepsilon) N}\right) \leq e^{-I(\gamma) N} e^{2 \varepsilon N} \tag{B.4}
\end{equation*}
$$

2. With respect to the $s$-tilted probability average defined by

$$
\begin{equation*}
\mathbb{P}_{s}(Q)=\frac{\mathbb{E}\left(I_{Q} \times \prod_{j=1}^{N}\left|\Gamma_{j}^{(N)}(\eta)\right|^{s}\right)}{\mathbb{E}\left(\prod_{j=1}^{N}\left|\Gamma_{j}^{(N)}(\eta)\right|^{s}\right)} \tag{B.5}
\end{equation*}
$$

for any $\ell \in\{0, \ldots, N\}$ we have

$$
\begin{align*}
& \mathbb{P}_{s}\left(\prod_{j=1}^{\ell}\left|\Gamma_{j}^{(N)}(\eta)\right| \geq e^{-(\gamma-\varepsilon) \ell}\right) \leq C e^{-\kappa(\varepsilon, \gamma) \ell / 3},  \tag{B.6}\\
& \mathbb{P}_{s}\left(\prod_{j=1}^{\ell}\left|\Gamma_{j}^{(N)}(\eta)\right| \leq e^{-(\gamma+\varepsilon) \ell}\right) \leq C e^{-\kappa(\varepsilon, \gamma) \ell / 3}, \tag{B.7}
\end{align*}
$$

where $\kappa(\varepsilon, \gamma):=\min \left\{\kappa_{-}(\varepsilon, \gamma), \kappa_{+}(\varepsilon, \gamma)\right\}>0$ and

$$
\begin{equation*}
\kappa_{ \pm}(\varepsilon, \gamma):=\sup _{\substack{\operatorname{sgn} \Delta= \pm r_{1}<s+\Delta<r_{2}}}\left[\Psi(s)+\left(\Psi^{\prime}(s) \pm \varepsilon\right)|\Delta|-\Psi(s+\Delta)\right] . \tag{B.8}
\end{equation*}
$$

3. For any event $Q$,

$$
\begin{equation*}
\mathbb{P}(Q) \geq e^{-I(\gamma) N} e^{-2 \varepsilon N}\left[\mathbb{P}_{s}(Q)-C e^{-\kappa(\varepsilon, \gamma) N / 3}\right] . \tag{B.9}
\end{equation*}
$$

Several remarks are in order:

- The function $\Psi$ is convex, assuming the limit (B.2) exists, and therefore the above value of $I(\gamma)$ can also be presented as

$$
\begin{equation*}
I(\gamma)=-[\Psi(s)+\gamma s] \tag{B.10}
\end{equation*}
$$

The error margins $\kappa_{ \pm}(\varepsilon, \gamma)$ defined in (B.8) are strictly positive for any $\varepsilon>0$ due to convexity of $\Psi$.

- The proof of Theorem B. 1 follows a standard procedure for such bounds: what is a large deviation for the value of $(1 / N) \sum_{j=1}^{N} \log \Gamma_{j}^{(N)}$ with respect to the initial probability measure becomes a regular occurrence once the measure is suitably tilted, i.e. modified by the factor $\prod_{j=1}^{N}\left|\Gamma_{j}^{(N)}\right|^{s}$ with a suitable $s$. The statement is then derived by relating the original and the tilted probabilities. In Theorem B. 1 we add to this standard procedure the observation that under the condition (B.3) the global tilt of the measure shifts the typical values of the sample mean of $\log \Gamma_{j}$ for all the partial sums, to values in the vicinity of $-\gamma$.

In the proof we make use of the following fact on convergence of convex functions.
Lemma B.2. Under the condition (B.2), one has the uniform convergence

$$
\begin{equation*}
\lim _{\substack{N \rightarrow \infty \\ \eta \downarrow 0}} \sup _{s \in\left[r_{1}, r_{2}\right]}\left|\Psi_{N}(s ; \eta)-\Psi(s)\right|=0 \tag{B.11}
\end{equation*}
$$

Proof. This follows from the fact that if a family of convex functions converges pointwise over an open interval, then the convergence is uniform on compact subsets (cf. [34]).
Proof of Theorem B.1. Since the superscript of $\Gamma_{j}^{(N)}$ is somewhat redundant it will be occasionally omitted (it takes a common value for all terms within each statement).

We will choose $\widehat{N} \equiv \widehat{N}(\varepsilon, \gamma)<\infty$ and $\hat{\eta} \equiv \hat{\eta}(\varepsilon, \gamma)>0$ using Lemma B. 2 such that for all $N \geq \widehat{N}(\varepsilon, \gamma)$ and $0<\eta<\hat{\eta}(\varepsilon, \gamma)$,

$$
\begin{equation*}
R_{N}(\eta):=\sup _{s \in\left[r_{1}, r_{2}\right]}\left|\Psi_{N}(s ; \eta)-\Psi(s)\right|<\min \left\{\varepsilon, \frac{1}{3} \kappa(\varepsilon, \gamma)\right\}, \tag{B.12}
\end{equation*}
$$

The proof of (B.4) relies on an elementary Chebyshev estimate with $s \in\left(r_{1}, r_{2}\right)$ :

$$
\begin{align*}
\mathbb{P}\left(\prod_{j=1}^{N}\left|\Gamma_{j}(\eta)\right| \geq e^{-(\gamma+\varepsilon) N}\right) & \leq e^{N\left[s(\gamma+\varepsilon)+\Psi_{N}(s ; \eta)\right]} \\
& =e^{\varepsilon s N} e^{-N I(\gamma)} e^{N\left[\Psi_{N}(s ; \eta)-\Psi(s)\right]} \leq e^{2 \varepsilon N} e^{-N I(\gamma)} \tag{B.13}
\end{align*}
$$

for any $N \geq \widehat{N}$ and $0<\eta<\hat{\eta}$ by (B.12).
To prove (B.6) we again employ the Chebyshev inequality and (B.3) to conclude that for any $\Delta$ such that $s+\Delta \in\left(r_{1}, r_{2}\right)$,

$$
\begin{align*}
\mathbb{P}_{s}\left(\prod_{j=1}^{\ell}\left|\Gamma_{j}(\eta)\right| \geq e^{-(\gamma-\varepsilon) \ell}\right) & \leq \mathbb{E}_{s}\left[\prod_{j=1}^{\ell}\left|\Gamma_{j}(\eta)\right|^{\Delta}\right] e^{\Delta(\gamma-\varepsilon) \ell} \\
& \leq C e^{\left[\Psi_{N}(s+\Delta ; \eta)-\Psi_{N}(s ; \eta)\right] \ell} e^{\Delta(\gamma-\varepsilon) \ell} \tag{B.14}
\end{align*}
$$

Infimizing over $\Delta$, we hence conclude that the left side in (B.14) is bounded by

$$
\begin{equation*}
C e^{-\kappa_{+}(\varepsilon, \gamma) \ell} e^{2 \ell R_{N}(\eta)} \leq C e^{-\kappa_{+}(\varepsilon, \gamma) \ell / 3} \tag{B.15}
\end{equation*}
$$

for any $N \geq \widehat{N}$ and $0<\eta<\hat{\eta}$ by (B.12).
The proof of (B.7) proceeds similarly. It starts from the observation that

$$
\begin{align*}
\mathbb{P}_{s}\left(\prod_{j=1}^{\ell}\left|\Gamma_{j}(\eta)\right| \leq e^{-(\gamma+\varepsilon) \ell}\right) & \leq \mathbb{E}_{s}\left[\prod_{j=\ell+1}^{N}\left|\Gamma_{j}(\eta)\right|^{-\Delta}\right] e^{-\Delta(\gamma+\varepsilon) \ell} \\
& \leq C e^{\left[\Psi_{N}(s-\Delta ; \eta)-\Psi_{N}(s ; \eta)\right] \ell} e^{-\Delta(\gamma+\varepsilon) \ell} \tag{B.16}
\end{align*}
$$

for any $\Delta$ such that $s-\Delta \in\left(r_{1}, r_{2}\right)$. Infimizing over this parameter, we hence conclude that the left side in (B.16) is bounded by $C e^{-\kappa_{-}(\varepsilon, \gamma) \ell} e^{2 \ell R_{N}(\eta)} \leq C e^{-\kappa_{-}(\varepsilon, \gamma) \ell / 3}$ by (B.12).

To prove (B.9) we estimate the regular probability in terms of the one defined via the tilted measure:

$$
\begin{align*}
\mathbb{P}(Q) & \geq e^{N \Psi_{N}(s ; \eta)} e^{s(\gamma-\varepsilon) N} \mathbb{P}_{s}\left(Q \text { and } \prod_{j=1}^{N}\left|\Gamma_{j}(\eta)\right| \leq e^{-(\gamma-\varepsilon) N}\right) \\
& \geq e^{N \Psi_{N}(s ; \eta)} e^{s(\gamma-\varepsilon) N}\left(\mathbb{P}_{s}(Q)-\mathbb{P}_{s}\left(\prod_{j=1}^{N}\left|\Gamma_{j}(\eta)\right| \geq e^{-(\gamma-\varepsilon) N}\right)\right) . \tag{B.17}
\end{align*}
$$

The first terms are estimated from below as in (B.13) by $e^{-I(\gamma)} e^{-2 \varepsilon N}$. The second term in the brackets is bounded by $C e^{-\kappa(\varepsilon, \gamma) N / 3}$ for any $N \geq \widehat{N}$ and $0<\eta<\hat{\eta}$ according to (B.6).

## B.2. Applications to Green function's large deviations

The aim of this subsection is to establish the two main large deviation statements which are used in this paper, stated in Theorems 3.5 and 5.2. We start with the latter.
Proof of Theorem 5.2. We first check the applicability of Theorem B.1. By construction, the variables $\left\{\Gamma_{ \pm}(j ; \eta)\right\}_{j=1}^{N_{\kappa}}$, defined in (5.8), are two families of triangular arrays. They satisfy the consistency condition (5.9). As a consequence, the quantity defined in (B.1) agrees for both cases:

$$
\begin{equation*}
\Psi_{N_{\kappa}}(s ; \eta)=\frac{1}{N_{\kappa}} \log \mathbb{E}\left[\left|G^{\widehat{\mathcal{T}}_{x}}\left(x_{n_{\kappa}}, x_{N-1} ; E+i \eta\right)\right|^{s}\right] . \tag{B.18}
\end{equation*}
$$

Lemma 3.4 and Theorem 3.2 imply that for any $t \in(-\varsigma, 1)$,

$$
\begin{equation*}
\varphi(t ; E) \equiv \varphi(t)=\lim _{\substack{N_{\kappa} \rightarrow \infty \\ \eta \downarrow 0}} \Psi_{N_{\kappa}}(t ; \eta) . \tag{B.19}
\end{equation*}
$$

Moreover, these bound yield (B.3) with $r_{1}=-\varsigma$ and arbitrary $r_{2} \in(0,1)$. To prove this, one integrates out the random variable associated with the first vertex on which $t_{2}$ occurs (cf. (3.15)).

The upper bound (5.12) is hence a consequence of (B.4). To prove the lower bound (5.11) we employ (B.9). We first note that the choice of $b$ is tailored to ensure $\mathbb{P}_{s}\left(L_{x}^{(\mathrm{bc})}\right.$ ) $\geq 7 / 8$. Furthermore, using (B.6) and (B.7) we conclude that there are $\widehat{N} \equiv \widehat{N}(\epsilon, \gamma)$ and $\widehat{\eta} \equiv \widehat{\eta}(\epsilon, \gamma)$ such that for all $N_{\kappa} \geq \widehat{N}$ and $\eta \in(0, \widehat{\eta})$,

$$
\begin{align*}
& 1-\mathbb{P}_{s}\left(\bigcap_{k=n_{\kappa} / 2}^{N_{\kappa}} L_{x}^{(k, \pm)}(\eta ; \epsilon)\right) \\
& \quad \leq \sum_{k=n_{\kappa} / 2}^{N_{\kappa}}\left[\mathbb{P}_{s}\left(\prod_{j=1}^{k}\left|\Gamma_{ \pm}(j ; \eta)\right| \geq e^{-(\gamma-\varepsilon) \ell}\right)+\mathbb{P}_{s}\left(\prod_{j=1}^{k}\left|\Gamma_{ \pm}(j ; \eta)\right| \leq e^{-(\gamma+\varepsilon) \ell}\right)\right] \\
& \quad \leq 2 C \sum_{k=n_{\kappa} / 2}^{N_{\kappa}} e^{-\kappa(\varepsilon, \gamma) k / 3} \leq \frac{6 C}{\kappa(\varepsilon, \gamma)} e^{-\kappa(\varepsilon, \gamma) n_{\kappa} / 6} \tag{B.20}
\end{align*}
$$

By choosing $n_{\kappa}$ sufficiently large, this term can be made arbitrarily small, as $\kappa(\varepsilon, \gamma)>0$. As a consequence, there are $n_{0}$ and $\eta_{0}$ such that for all $|x| \geq n_{0}$ and $\eta \in\left(0, \eta_{0}\right)$,

$$
\begin{equation*}
\mathbb{P}_{s}\left(L_{x}(\eta ; \epsilon)\right) \geq 1 / 2 \tag{B.21}
\end{equation*}
$$

Using this estimate in (B.9) concludes the proof of (5.12), since the second term in (B.9) is seen to be arbitrarily small for $n$ large enough and any factor may be absorbed for sufficiently large $N_{\kappa}$ by decreasing the prefactor $e^{-N_{k}(I(\gamma)+2 \epsilon)}$ in (B.9).

Proof of Theorem 3.5. As in the proof of Theorem 5.2, the assertion follows from Theorem B. 1 in the special case of $s=0$. This choice is admissible since, according to (3.13), the free energy function $\varphi(s ; E)$, which emerges in the limit (B.19), is differentiable at $s=0$ with derivative given by the negative Lyapunov exponent.
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[^0]:    1 Even though the graph $\mathcal{T}$ is of constant degree $K+1$, except at the root, the spectrum of $T$ does not extend to $[-(K+1), K+1]$. This is related to the graph's exponential growth, more precisely to the positivity of its Cheeger constant. Nevertheless, this larger set does describe the operator's $\ell^{\infty}$-spectrum.

