# An Existence Theorem for General Control Problems of Nonlinear Evolution Equations of First Order 

B. Krause

Für die Lösung optimaler Steuerprobleme mit dé Zustandsgleicihung $\dot{y}+\nu A \dot{y}+B(\dot{y})=u$, die durch cinen linearen Operator $A$ und einen nichtlinearen Operator $B$ mit $\|B(y)\|_{n} \leqq c$ $\times\left(1^{\prime}+\|y\|_{m}{ }^{r}\right)$ gekennzeiẹhnet ist, wird ein Existenzsatz bewiesen.

Доказывается теорема существования решения для проблсм оптимального управления' системами, ноторые характеризуются уравиением'состояния $\dot{y}+\nu A y+B(y)=u$ с линеипым опёратором $A$ и нелинейным оператором $B$, где $\|B(y)\|_{n} \leqq c\left(1+\|y\|_{m}{ }^{r}\right)$.

An existence theorem for the solution of optimal control problems of systems governed by the state equation $\dot{y}+v A y+B(y)=u$ is proved, where $A$ is a linear operator and $B$ a nonlinear operator with $\|B(y)\|_{n} \leqq c\left(1+|i y \||_{m}{ }^{r}\right)$.

## 1. Introduction

A new method of proving existence theorems for solutions of control problems for systems governed by nonlinear evolution equations was proposed in [1]. There this method was applied to the Navier-Stokes system with positive or negative. viscosity and to the Euler system..A similar approach was used in [5] to treat control problems for systems with the state equation $\dot{y}-\Delta y=y^{3}+u$ in a bounded domain with appropriate boundary and initial conditions. In both cases one can prove existence theorems for control problems without an assumption concerning the unique solvability of the state equation for the controlled system. One only needs that' at least one admissible couple of state and control exists for which the state equation is fulfilled and the objective functional $J$ is finite. Since this assumption gives an additional a priori estimate for the solution of the state equation, the existence theorem to be proved for the considered problem depends in an essential way on parameters which describe the regularity properties of the functional $J$.

The aim of the present paper is the extension of existence theorems given in $[1,2,5]$ to a class of control problems for systems which are governed by evolution equations with polynomial nonlinearities. Using general interpolation inequalities one can also improve the estimates of the linear and nonlinear operator in the state equation (cf. Lemma 2.5 and Lemma 2.6): So it is possible to enlarge the region of parameter values for which the control problem has a solution in corresponding function spaces.
A general approach to proving existence theorems for extremal problems is developed'in [3]. Similar existence theorems for control problems, which are proved in [4, 6], are based on the Weierstrass theorem and the theory of monotone operators.

## 2. Function spaces

Let $H$ be a real Hilbert space with norm $\|\cdot\|$ and ${ }^{\circ}$ inner product $(\cdot, \cdot)$. Let $A: H \rightarrow H$ be a selfadjoint positive definite operator with discrete spectrum. We denote the eigenvalues of $A$ by $\lambda_{i}, 0<\lambda_{1} \leqq \lambda_{2} \leqq \ldots, \lambda_{i} \rightarrow \infty$ as $i \rightarrow \infty$, and the corresponding orthonormal basis in $H$ consisting of the cigenvectors of $A$ by $\left\{e_{i}\right\}_{i=1}^{\infty}$. For each $s \in \mathbb{R}$ we set
and.

$$
H^{s}=\left\{v=\sum_{i=1}^{\infty} v_{i} e_{i}: v_{i} \in \mathbb{R}^{\prime},\|v\|_{s}=\left(\sum_{i=1}^{\infty} \lambda_{i}^{s}\left|v_{i}\right|^{2}\right)^{1 / 2}<\infty\right\}
$$

$$
E_{\infty}=\left\{v \fallingdotseq \sum_{i=1}^{i^{*}} v_{i} e_{i}: v_{i} \in \mathbb{R} ; i^{*}<\infty\right\} .
$$

The set $E_{\infty}$ is dense in $H^{s}$ for all $s \in \mathbb{R}$. From the definition of $H^{s}$ it follows that for any $s \in \mathbb{R}$ the operator $A: H^{s} \rightarrow H^{s-2}$ is.continuous and that for $s \ngtr 0$ the norm $\|\cdot\|_{-s}$ is equal to the negative Lax norm sup $\left\{|(v, w)|\left\|\|w\|_{s}: w \in E_{\infty} \backslash\{0\}\right\}\right.$, where the inner product in $H$ and the duality relation introduced by it will be denoted by the same symbol. We denote the inner product (and also the corresponding duality rela= tion) of the Hilbert space $H^{s}$ by $(\cdot, \cdot)_{s}$ and note that, for $a \geqq 0, v \in H^{s+a}$ and $\dot{w} \in H^{s-a}$, we have $\left|(v, w)_{s}\right| \leqq\|v\|_{s+a}\|w\|_{s-u}$.

Lemma 2.1: Suppose that $-\infty<k<l<\infty$. Then the imbedding $H^{l} \subset H^{k}$ is - continuous and compact.

Proof: Let $\left\{v^{\mu}\right\}$ be a sequence converging to $v$ weakly in $H^{\prime},\left(v^{\mu}-v, w\right) \rightarrow 0$ as $\dot{\mu} \rightarrow \infty$ for all $w \in E_{\infty}$. Using the Fourier expansion of $v^{\mu}$ and $v$ in the orthonormal basis $\left\{e_{i}\right\}$ we get $\left(v_{i}{ }^{\mu}-v_{i}\right) \rightarrow 0$ as $\mu \rightarrow \infty$ for all $i$, where $v_{i}^{\mu}, v_{i}$ are the Fourier coefficients of $i^{\mu}$ and $v$, respectively. For every fixed $i^{*}$ and any $\varepsilon^{\prime}>0$ we find a $\mu_{0}$ $=\mu_{0}\left(i^{*}, \varepsilon\right)>0$ such that

$$
\sum_{i=1}^{i *} \lambda_{i}^{k}\left|v_{i}^{\mu}-v_{i}\right|^{2} \leqq \varepsilon / 2 \quad \text { for all } \mu \geqq \mu_{0}
$$

Since the sequence $\left\{v^{\mu}\right\}$ is boúnded in $I^{\prime}$ and $\lambda_{i} \rightarrow \infty$, there exists an $i^{*}=i^{*}(\varepsilon)$, which does not'depend on $\mu$, such that

$$
\sum_{i=i^{*}+1}^{\infty} \lambda_{i}^{k}\left|v_{i}^{\mu}-v_{i}\right|^{2} \leqq \lambda_{i^{-}}^{k} \sum_{i=1}^{\infty} \lambda_{i}^{l}\left|v_{i^{\mu}}^{\mu}-v_{i}\right|^{2} \leqq \varepsilon / 2
$$

Combining both inequalities we get $\left\|v^{\mu}-v\right\|_{k}<\varepsilon$ for all $\mu>\mu_{0}$, which means $v^{\mu} \rightarrow v$ strongly in $H_{\text {. }}^{k}$.

Similarly to the second inequality one can show that for all $v \in H^{k}$ the inequality $\|v\|_{k} \leqq \lambda_{1^{1}}{ }^{(k-l) / 2}\|v\|_{l}$ holds, from which the continuity of the imbedding follows

Lemma 2.2: Suppose that $-\infty<k \leqq l \leqq m<\infty$ with $k \leqslant m$. Then, for $v \in H^{\prime}$, the interpolation inequality $\|v\|_{l} \leqq\|v\|_{k}^{(m-l) /(m-k)}\|v\|_{m}{ }^{(l-k) /(m-k)}$ holds.

Proof: Applying the Hölder inequality with the exponents $p=(m-k) /(m-l)$, $q=(\dot{m}-k) /(l-k)$ to the definition of the norm $\|v\|_{l}$ we get the assertion

We will'denote the Banach space of all measurable and $L_{p}$-integrable vector functions $y(\cdot):[0, T] \rightarrow H^{k}$ by $L_{p}\left(0, T ; H^{k}\right)$ with the norms

$$
\|y\|_{L_{\mathfrak{p}}\left(0, T ; H^{k}\right)}=\left(-\int_{0}^{T}\|y(t)\|_{k}^{p} d t\right)^{1 / r},\|y\|_{L_{\infty}\left(0, T ; H^{k}\right)}=, \operatorname{supess}_{t \in[0, T \mathrm{j}}\|y(t)\|_{k}:
$$

Let $Y_{p . q}^{k, l}=\left\{y \in L_{p}\left(0, \dot{T} ; H^{k}\right): \dot{y} \in L_{q}\left(0, T ; H^{i}\right)\right\}$ be the Banach space with the norm $\|y\|_{Y_{p . q}^{\bar{k} . l}}=\|y\|_{L_{p}\left(0, T ; H^{k}\right)}+\|\gamma\|_{L_{q}\left(0, T ; H^{\prime}\right)}$.

Lemma 2.3: Suppose that $\dot{y} \in Y_{p, q}^{k, l}$ with $l<k, 1 \leqq p<\infty, 1<q<\infty$. Then $y \in L_{\infty}\left(0, T ; H^{m}\right)$ with

$$
m \leqq M(k, l, p, q)= \begin{cases}\frac{k p(q-1)+l q}{p(q-1)+q}, & \text { if } 1 / p+1 / q \geqq 1 \\ (k+l) / 2 & \text { if } 1 / p+1 / q \leqq 1\end{cases}
$$

and, for every $\varepsilon>0$ and $x$ with $1 \geqq x>K(p, q):=\max \{1 / 2, q /(p(q-1)+q)\}$, there exist constants $c_{1}(\dot{\varepsilon}), c_{2}(火)$ with $c_{2}(1)=1$, and $c_{3}>0$ such that, for all $y \in Y_{p, q}^{k, l},{ }^{\circ}$

$$
\begin{equation*}
\sup _{t \in[0, T]}\|y(t)\|_{m} \leqq \varepsilon\|\dot{y}\|_{L_{\mathrm{e}}(0, T ; H)}^{x}+\dot{c}_{1}(\varepsilon)\|y\|_{L_{p}\left(0, T ; H^{k}\right)}^{c_{2}(x)}+\dot{c}_{3}\|y\| \|_{L_{p}\left(0, T ; I^{k}\right)} . \tag{2.1}
\end{equation*}
$$

Proof: By virtue of Lemma 2.1 we only have to prove the lemma for $m=M(k$, $l, p, q)$. It follows from $d(y(t), y(t))_{m} / d t=2(\dot{y}(t), y(t)\rangle_{m}$ that, for all $t \in[0, T]$ and almost all $t_{0} \in[0, T]$, we have

$$
\begin{aligned}
& \|y(l)\|_{m^{2}}=\left\|y\left(t_{0}\right)\right\|_{m}{ }^{2}+, 2 \int_{t_{0}}^{t}(\dot{y}(\tau), y(\tau))_{m} d \tau \\
& \leqq\left\|\dot{y}\left(t_{0}\right)\right\|_{m}{ }^{2}+2 \int_{0}^{T}\|\dot{\dot{y}}(\tau)\|_{l}\|y(\tau)\|_{2 m-l} d \tau \\
& \leqq\left\|\dot{y}\left(t_{0}\right)\right\|_{m^{2}}{ }^{-}+2\|\dot{y}\| L_{L_{q}\left(0, T ; H^{t}\right)}^{\bullet}\left(\int_{0}^{T}\|y(\tau)\|_{2 m-l}^{q(q-1)} d \tau\right)^{(q-i) / q}-
\end{aligned}
$$

By definition of $m$ we have $m \leqq 2 m-l \leqq k$. So we can use the interpolation in© equality from Lemma 2.2 in the form

$$
\|y(\tau)\|_{2 m-l} \leqq\|y(\tau)\|_{m^{\prime}}(k+l-2 m) /(k-m)\|y(\tau)\|_{\left.\left.k^{(m-l}\right) / k-m\right)}^{(m-l)}
$$

to estimate the last integral. Since $q(m-l) /((k-m)(q-1)) \leqq p$ we get

$$
\|y(t)\|_{m}{ }^{2} \leqq\left\|y\left(t_{0}\right)\right\|_{m}{ }^{2}+c\|\dot{y}\|_{L_{q}\left(0, T ; H^{\prime}\right)}\|y\|_{L_{0}\left(0, T ; H^{m}\right)}^{\frac{k+l-2 m}{k-m}}\|y\|_{L_{p}\left(0, T ; H^{k}\right)}^{\frac{m-l}{k-m}}
$$

In the case $m<(k+l) / 2$, it follows from Young's inequality that, for $\varkappa_{s}>(k-m) /$ $(k-l)=K(p, q)$,

$$
\begin{aligned}
& \|y(t)\|_{m^{2}}^{2} \leqq\left\|y\left(t_{0}\right)\right\|_{m^{2}}^{2}+\frac{1}{2}\|y\|_{L_{\infty}\left(0, T ; H^{m}\right)}^{2}+\frac{\varepsilon^{2^{2}}}{2}\|\dot{y}\|_{L_{q}\left(0, T ; H^{\prime}\right)}^{2 \times} \\
& \cdots \quad+c \varepsilon^{-2 \frac{k-m}{x(k-l)-(k-m)}\|y\|_{L_{p}\left(0, T ; H^{k}\right)}^{2 \frac{-\times(m-l)}{x(k-m)}} \cdots}
\end{aligned}
$$

Here and later we will denote different constants with the same symbol c: We can choose $t_{0}$ such that $\left\|y\left(t_{0}\right)\right\|_{m} \leqq T^{1 / p}\|\vec{y}\|_{L_{p}\left(0, T ; H^{k}\right)}$.Taking now the supremum with respect to $t \in[0, T]$ in the last inequality we get the assertion of our lemma. In the case $m=(k+l) / 2$ the same is true for $x>1 / 2$

We will denote the operator restricting a function $y(\cdot)$ to $t=\tau$ by $\gamma_{\mathrm{r}}: \gamma_{\mathrm{r}} y^{\prime}=y(\tau)$. ? From the previous lemma it follows, for $m \leqq M(k, l, p, q)$, that the operator $\gamma_{t}$ : $\boldsymbol{Y}_{p, q}^{k, l} \rightarrow H^{m}$ is uniformly continuous with respect to $t \in[0, T]$.

Leற̣ma 2.4: Suppose that $\bar{l}^{\prime}<k^{*}{ }^{\prime}{ }^{\prime}<k, 1<p<\infty, 1 \leqq q<\infty$. Then the imbedding $Y_{p, q}^{\bar{k}, t} \subset L_{p}\left(0, T ; H^{k^{*}}\right)$ is compact.

- Proof: For $q>1$ the lemma is proved in [7: Theorem 4.4.1] and for $q=1$ the proof given in [7: Theorem 7.4.1] can be extended from $p=2$ to arbitrary $p \in(1$, - $\infty$ )

Lemma 2.5: Suppose that $1 \leqq p<\infty,-\infty<l \leqq k-2$. Then for all $q$ with ,$\alpha(l) \leqq 1 / q<1$ the operator $A: Y_{p, q}^{k, l} \rightarrow L_{q}\left(0, T ; H^{t}\right)$ is bounded, and, for every $\dot{\varepsilon}>0$, there exists a constant $c_{A}(\varepsilon)$ not depending on $y$ such that-

$$
\begin{equation*}
\|A y\|_{L_{q}\left(0, T ; H^{i}\right)} \leqq \varepsilon\|\dot{y}\|_{L_{q}\left(0, T ; H^{t}\right)}+c_{A}(\varepsilon)\|y\| \|_{L_{p}\left(0, T ; H^{k}\right)}, \cdots \tag{2.2}
\end{equation*}
$$

- where $a(l)$ is given by

$$
\alpha(l) \doteq\left\{\begin{array}{ll}
1 / p-(k-l-2) / 2 & \text { if } l \geqq k-4 / p \\
(4-k+l) / p(k-l) & \text { if } k-4 \leqq l \leqq k-4 / p \\
0 & \because
\end{array}, \text { if } l \leq k-4 .\right.
$$

Proof: Let $\dot{m}^{*} \leqq l+2$ be a real number and $y \in Y_{p, q}^{k . l}$. Then we use the interpolation inequality from Lemma 2.2, Young's inequality and (2.1) with $\%=1$ to estimate $A y$ :

$$
\begin{aligned}
& \|A \dot{y}\|_{L_{8}\left(0, T ; H^{i}\right)}^{q}=\|y\|_{L_{a}\left(0 . T ; H^{1+2}\right)}^{q}=\int_{0}^{\boldsymbol{r}}\|y(t)\|_{l+2}^{q} d t,
\end{aligned}
$$

$$
\begin{aligned}
& \leqq\left(\varepsilon\|\dot{y}\|_{L_{q}\left(0, T ; H^{l}\right)}+c_{A}(\varepsilon)\|\underline{y}\| L_{p ;}\left(0, T^{\prime} ; H^{k}\right)\right)^{q} .
\end{aligned}
$$

The right-hand side is bounded, provided the conditions $m^{*} \leqq M(k, l, p, q)$ (cf. Lemma 2.3) and $p \geqq q\left(l+2-m^{*}\right) /\left(k<\dot{m}^{*}\right)$ are satisfied. Since this is clear for $p \geqq \ddot{q}$ we only consider the case $p<q$. We have to ensure the existence of a number $m^{*}$. with $\left(q\left(l_{0}+2\right)-p k\right) /(q-p) \leqq m^{*} \leqq M(k, l, p, q)$. However, this is done by the choice of $q$ given in the lemma
Now we introduce a continuous nonlinear operator

$$
\begin{equation*}
B: H^{m} \rightarrow H^{n} \text { with }\|B(y)\|_{n} \leqq c\left(\|y\|_{m}{ }^{\top}+1\right), r>1 \tag{2.3}
\end{equation*}
$$

Lemmá 2.6: Suppose that $1 \leqq p<\infty, 1<\gamma_{\mathrm{y}}<p+1, m \leqq k$ and $l_{0}<l<\infty$ with

$$
l_{0}= \begin{cases}-\infty & \text { if } p \geq r \\ (r m-p k) /(r-p) & \text { if } r-1<p<r\end{cases}
$$

Then for all $q$ with $\beta(l) \leqq 1 / q<1$ the operator $B: Y_{p, q}^{k, l} \rightarrow L_{q}\left(0, T ; H^{n}\right)$ is bounded and continuous, and, for any $\dot{\varepsilon}>0$, there exist constants $c_{B}(\varepsilon)>0, c_{B}>r$ not depending on'y such that

$$
\begin{equation*}
\|B(y)\|_{L_{q}\left(0, T ; H^{n}\right)}^{\prime} \leqq \varepsilon\|\dot{y}\|_{L_{q}\left(0, T ; \mathcal{H}^{i}\right)}+c_{B}(\varepsilon)\left(\|y\|_{L_{p}\left(0, T ; H^{k}\right)^{k}}^{c_{B}}+1\right) \tag{2.4}
\end{equation*}
$$

-where $\beta(l)$ is given by

$$
\beta(l)= \begin{cases}\frac{r}{p} \frac{p(k-m)-(m-l)}{r(k-m)-(k-l)} \text { if } l_{0}<l \leqq l_{1}, \\ \frac{r}{p} \frac{2 m-k-l}{k-l} & \text { if } l_{1}<l<k-r(k-m) \\ \frac{r-2}{p}+\delta & \text { if } k-r(k-m) \leqq l\end{cases}
$$

with $\dot{\delta}>0, l_{1}=-\infty$ for $p \geqq r+1$ and $l_{1}=\bar{m}-\frac{r+p-1}{r-p+1}(k-m)$ for ,$r-1<p<r+1$.

Proof: For $y \in Y_{p, q}^{k, l}$ we have

$$
\|B(y)\|_{L_{\ell^{\prime}}\left(0, T ; H^{n}\right)}=\int_{0}^{T}\|B(y(t))\|_{n}{ }^{q} d t \leqq c_{1}+c_{2} \int_{0}^{T}\|y(t)\|_{m^{r q}} d t
$$

If $r q \leqq p$, the boundedness of $B$ and the validity of (2.4) are obvious since $m \leqq k$. We suppose now $r q>p$ and use the interpolation inequality from Lemma 2.2 in the form

$$
\|y(t)\|_{m} \leqq\|y(t)\|_{m^{*}}^{(k-m) /\left(k-m^{*}\right)}\|y(t)\|_{\left.k^{\left(m-m^{*}\right.}\right) /\left(k-m^{*}\right)}^{(m)} \quad \quad n^{*} \leqq m \leqq k
$$

where $m^{*} \leqq M(k, l, p, q)$ (cf. Lemmia 2,3). Then we get from Lemima 2.3

$$
\begin{aligned}
\|B(y)\|_{L_{0}\left(0, T ; H^{n}\right)}^{q} & \leqq c_{1}+c_{2}\|y\|_{L_{\infty}\left(0, T ; H^{m} \cdot\right)}^{r q} \frac{k-m}{k-m^{*}} \int_{0}^{r}\|y(t)\|_{k}^{T q} \frac{m-m^{*}}{k-m^{*}} d t \\
& \leqq\left(\varepsilon\|\dot{y}\|_{L_{0}\left(0, T ; H^{*}\right)}^{\alpha r \frac{k-m}{k-m^{*}}}+c_{B}(\varepsilon)\left(\|y\|_{L_{p}\left(0, T ; H^{k}\right)}^{\varepsilon_{B}}+1\right)\right)^{\phi}
\end{aligned}
$$

if the conditions $x>K(p, q)$ and $-\frac{m-m^{*}}{k-m^{*}} \leqq p$ are satisfied. Additionally, we chose $x$ such that $x r \frac{k-m}{k-m^{*}}=1$. All these conditions are satisfied if there exists a. number $m^{*} \leqq \stackrel{\chi^{k}-m^{*}}{M}(k, l, p, \dot{q})$ with $\frac{r q m-p k}{r q-p} \leqq m^{*}=k-x r(k-m)<\dot{k}$ - $K(p, q) r(k-m)$. Noting that $M(k, l, q, p)<k-K(p, q) r(k-m)$ holds for all $l^{\prime}<k-r(k-m)$, we derive the existence of such a number $m^{*}$ by easy calculations from the assumptions of the lemma formulated for $l$ and $1 / q$. The continuity of the operator follows from the continuity of $B: H^{m} \rightarrow H^{n}$, from the proved boundedness and from Lebesgue's dominated convergence theorem

## 3. The control problem.,

Let $Y_{1}, Y$ and $U$ be reflexive Banach spaces with $Y_{1} \subset Y$. Let $U_{\text {ad }}$ be a convex closed subset of $U$, and let' $J: Y \times U^{\bullet} \rightarrow \mathbb{R}$ be a convex functional. From [1] we will quote an existence theorem for general extremal problems of the type.

$$
\begin{align*}
& J(y, u) \rightarrow \inf ,  \tag{3.1}\\
& L(y, u)+F(y)=0, \quad u \in U_{\mathrm{ad}}, \tag{3.2}
\end{align*}
$$

where the operators $L: Y_{1} \dot{\times} U \rightarrow W$ and $F: Y_{1} \rightarrow W$ act in a Banach space $W$.
A pair $(y, u) \in Y_{1} \times U_{\text {ad }}$ which satisfies (3.2) and for $\neq$ which $J(y, u)<\infty$ is called an admissible element of the problem $(3,1),(3.2)$. We denote the set of admissible elements of (3.1), (3.2) by $\mathbb{Q}^{*}$ A pair $\left(y^{*}, u^{*}\right) \in \mathbb{Q}$ is called a solution of (3.1), (3.2). if-it satisfies $J\left(y^{*}, \mathfrak{u}^{*}\right)=\inf _{\mathbb{Q}} J(y, u)$.

Theorem 3.1: Suppose that the following assumptions hold true:
i) the convex functional $J: Y \times U \rightarrow \mathbb{R}$ is bounded below and lower semicontinuous,
ii) the imbedding $Y_{1} \subseteq Y$ is continuous,
iii) the operator $L: Y_{1} \times U \rightarrow W$ is linear and continuous,
iv) the operator $F: Y_{1} \rightarrow W$ is weakly sequentially continuous,
v) the set $\mathbb{Q}$ is non-empty,
vi) for all $R>0$ the set $\{(y, u) \in \mathbb{Q}: J(y, u) \leqq R\}$ is bounded in $Y_{1} \times U$.

Then the problem (3.1.), (3.2) has a solution $\left(y^{*}, u^{*}\right) \in Y_{1} \times U_{\mathrm{ad}}$ :
Proof: The proof proceeds exactly as in' [1: Theorem 5.1]. The only difference is that we do not need the space $Y_{-1}$ which was compactly inibedded in $Y_{1}$. The assumption in [1] concerning the demicontinuity of the operator $F: Y_{-1} \rightarrow W$ here is replaced by our assumption iv). From this it follows directly that, for a subsequence $\left\{y_{\mu}\right\}$ of a minimizing sequence with $y_{\mu} \rightarrow y$ weahly in $Y_{1}$; also $\left\langle F\left(y_{\mu}\right), v\right\rangle_{W} \rightarrow\langle F(y), v\rangle_{W}$, for all $v \in S$, where $S$ is a dense subset of $W^{*}$ 【

Remark 3.1: Theorem 3.1 is in accordance with the existence theorem for general extremal problems in [3]. With the help of our assumptions concerning the function spaces and operators we can ensure that the conditions of compactness and closedness formulated in [3: Theorem 3.1.11] are satisfied for the, problem (3.1), (3.2).

## 4. Results

U'sing Theorem' 3.1 we prove in this section an existence theorem for control problems of general nonlinear evolution equations. To this purpose we specify the function spaces, operiators and the functional $J$ in Theorem 3.1 as follows. For real numbers $k_{,}, l, l^{*}, p, q, q^{*}$ with $1<p, q, q^{*}<\infty^{\prime}$ we set $Y=L_{p}\left(0, T, H^{*}\right), \quad Y_{1}=Y_{p, \sigma^{*},}^{k, l^{*}}, U$ $=L_{q}\left(0, T ; H^{\iota}\right)$ and $W=L_{q^{*}}\left(0, T ; H^{\iota^{*}}\right) \times H^{l^{*}}$. With the operators $A: H^{k} \rightarrow H^{k-2}$ and $B: H^{m} \rightarrow H^{n}$ defined in Section' 2 (cf. (2.3)) we set, for $\boldsymbol{v} \in \mathbb{R}$,

$$
\begin{equation*}
L(y, u)=\left(\dot{y}+v A y-u, \gamma_{0} y\right), \quad F(\dot{y})=\left(B(y),-y_{0}\right) . \tag{4.1}
\end{equation*}
$$

With a conver functional $\Phi: H^{k}, \times H^{t} \rightarrow \mathbb{R}$ satisfying the conditions

$$
\begin{equation*}
\sup _{\|u\|_{k}+\| \|_{l} \leqslant R} \Phi(y, u)<\infty \quad \text { for all } R>0 \tag{4.2}
\end{equation*}
$$

$$
\Phi(y, u) \geqq c_{1}\left(\|y\|_{k}^{p}+\|u\|_{l}\right)-\hat{c}_{2} \quad \text { with } c_{1}, c_{2}>0
$$

we set $J(y, u)=\int_{0}^{T} \Phi(y(t), u(t)) d t$, Now we, can write the problem (3.1), (3.2) for $(y, u) \in Y_{1} \times U_{a d}$ in the form

$$
\begin{align*}
& J(y, u)=\int_{0}^{T} \Phi(y(t), u(t)) d t \rightarrow \text { inf }  \tag{4.3}\\
& \dot{y}+\nu A y+B(y)=u \tag{4.4}
\end{align*}
$$

where $U_{\text {ad }}$ is a convex closed subset of $U$ and $y_{0} \in H^{\bullet}, v \in \mathbb{R}$.
Theorem 4.1: Suppose that $v \in \mathbb{R}, \dot{m}<k, 1<r<p+1$ and that the set $\mathbb{Q}$ of admissible elements of (4.3), (4.4) is non-empty. Then, for any $l \in \mathbb{R}, 1<q<\infty$, there exists a solution $\left(y^{*}, u^{*}\right) \in Y_{p . q^{*}}^{k . l^{*}} \times U_{\text {ad }}$ of (4.3), $(4.4)$ if $l_{0}<l^{*} \leqq \min (l, n, k-2)$ and $1>1 / \dot{q}^{*}>\max \left(1 / q, \alpha\left(l^{*}\right) ; \beta\left(l^{*}\right)\right)$, where $l_{0}, \alpha(\cdot), \beta(\cdot)$ are defined in Lemma 2.5 . and Lemma 2.6.

Proof: For $q^{*}>1$ all of the spaces $Y_{1}, Y, U$ are reflexive Banach spaces. We prove that all of the assumptions i) - vi) of Theorem 3.1 hold true.
i) Since $\Phi$ is convex the functional $J$ in (4.3) is convex and because (4.2) it is bounded below. The fact that $J$ is lower semicontinuous is proved in [1: Theorem 6.1].
ii) The continuity of the imbedding $Y_{1} \subset Y$ follows from Lemma 2.4. ,
iii) The continuity of the operator $L: Y_{1} \times U \rightarrow W$ defined in (4.1) follows from the inequalities
where $\alpha\left(l^{*}\right) \leqq 1 / q^{*}<1$ (cf. Lemma 2.5),

$$
\|u\|_{L_{q} \cdot\left(0, T ; m l^{0}\right)} \leqq\|u\|_{L_{\ell}\left(0, T ; H^{\prime}\right)}, \quad \text { for } l^{*} \leqq l ; q^{*} \leqq q
$$

and

$$
\left\|\gamma_{0} y\right\|_{H l^{*}} \leqq c\left\|_{1} y\right\|_{Y_{p, q^{*}}, l^{*}}, \quad \therefore \text { since } l^{*} \leqq M\left(\grave{k}, l^{*}, \ddot{p}, q^{*}\right)
$$

(cf.'Lemma 2.3).
iv) We prove that the nonlinear operator $F: Y_{1}^{\prime} \rightarrow W$ defined in (4.1) is weakly sequentially continuous. To this purpose let $\left\{y_{\mu}\right\} \subset Y_{1}$ be a sequence with $y_{\mu} \rightarrow y$ weakly in $Y_{1}$. We show that, for any element $v$ of the dense subset $S=C\left([0, T] ; E E_{\infty}\right)$


$$
\begin{align*}
\left\langle\dot{F}\left(y_{\mu}\right)-F(y), v\right\rangle_{W} & =\int_{0}^{T}\left(B\left(y_{\mu}(t)\right)-\dot{B}(y(t)), v(t)\right) d t \\
\vdots & \vdots v\left\|_{C\left((0, T) ; H^{-n}\right)} \int_{0}^{T}\right\| B\left(y_{\mu}(t)\right)-B(y(t)) \|_{n} d t . \tag{4.5}
\end{align*}
$$

By virtue of Lemma 2.4, for $m \leqq k^{*}<k$, the imbedding $Y_{p, q^{*}}^{k, \cdot \bullet} \subset \dot{L}_{p}\left(0 ; T ; H^{k^{*}}\right)$ is compact. That is why', $y_{\mu} \rightarrow y$ strongly in $L_{p}\left(0, T ; H^{k}\right)$, aud therefore, for almost all $t \in[0, T] ;\left\|y_{\mu}(t)-y(t)\right\|_{m} \leqq c\left\|y_{\mu}(t)-y(t)\right\|_{k^{*}} \rightarrow 0$ as $\mu \rightarrow \infty$. Since $B: \dot{H}^{m} \rightarrow H^{n}$. is a. continuous operator the convergence of the integral in (4.5) follows from the estimate $\|B(y)\|_{L_{1}\left(0, T ; H^{n}\right)} \leqq c(T)\|B(y)\|_{L_{q} \cdot\left(0, T ; H^{n}\right)}$, from the boundedness of the operator $B: Y_{1} \rightarrow L_{q} \bullet\left(0, T^{\prime} ; H^{n}\right)$ proved in Lemma 2.6 and from the boundedness of the sequence. $\left\{y_{\mu}\right\}$ in $Y_{1}$.
v) $\mathbb{Q} \neq \varnothing$ is a hypothesis of our theorem.
vi) As a consequence of the second inequality, of (4.2) we get, for an admissible pair $(y, u)$ of (4.3), (4.4), from $J(y, u) \leqq R$ that $\|y\|_{L_{p}\left(0, T ; H^{k}\right)}+\|u\|_{L_{q}\left(0, T ; H^{4}\right)} \leqq C(R)$. Using the estimates (2.2), (2.4) with $\varepsilon=1 / 4|\nu|$ ( if $\nu \neq 0$ ), $\varepsilon=1 / 4 c$, respectively, we conclude

$$
\begin{aligned}
& \|\dot{\boldsymbol{y}}\|_{L_{q^{*}}\left(0, T ; I^{\bullet}\right)} \leqq|\dot{\underline{i}}|\|A y\|_{\left.L_{q^{*}(0, T ;} ; \mathcal{H}^{\bullet}\right)}+c\|B(y)\|_{L_{q^{*}\left(0, T ; H^{n}\right)}}+\|u\|_{L_{q}\left(0 ; T ; H^{+}\right)}
\end{aligned}
$$

From this estimate it follows that the set $\{(y, c) \in \mathbb{Q}: J(y, u)<R\}$ is bounded in $Y_{i} \times U$

Remark 4.1: Theorem 4.1 is a generalization of [1: Theorem 6.1]. There the state equation of the control problem was the Navier; Stokes system with arbitrary viscosity $v \in \mathbb{R}$ in a bounded domain $\Omega \subset \mathbb{R}^{N}, N=2^{\prime}, 3, \ldots$, with $\cdot \partial \Omega \in C^{\infty}$. The nonlinear operator $B$ in the corresponding operator equation was characterized by the estimate (2.3) with $n<-(N / 2+1), m=0$ and $r \stackrel{\prime}{=} 2$. Under the same assumptions concerning the objective functional as in [1: Theorem 4.1] the existence of an optimal pair of state and control $\left(y^{*}, u^{*}\right) \in Y_{p, q}^{Y ., l^{*}} \times L_{q}\left(0, T ; H^{l}\right)$ with $k>0$, $\dot{p} \geqq 2, l^{*}<\min (-(N / 2+1), l)$ and. $1 / q^{*}=\max (1 / q, 2 / p)$ was proved: As a consequence of our Theorem 4.1 the region of parameter values $p ; q^{*}$ for which a solution. $y^{*} \in Y_{p, q^{*}}^{k, l^{*}}$ exists is enlarged. The values of $p$ and $q^{*}$ can be chosen as functions of $k>m=0, r \stackrel{p, q^{*}}{=} 2$ and $l^{*}$,. $<\min (-(N / 2+1), l, k-2)$ as follows: $p>-2 l^{*} /\left(k-l^{*}\right)$ and $1 / q^{*}>, \max \left(1 / q, \alpha\left(l^{*}\right), \beta\left(l^{*}\right)\right)$. This means that the case $p=2$ investigated in [1:Theorem6.6] does not need special considerations. Moreover, Theorem 4.1 yields $y^{*} \in Y_{p, q^{*}}^{k, l^{*}}$ also for $p<2$ and $q^{*}>1$.
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