General Limit Theorems with \( \sigma \)-Rates and Markov Processes under Pseudo-Moment Conditions

P. L. BUTZER and H. KIRSCHFINK

Making use of the Dvoretzky extension of the Trotter-operator method, a general convergence theorem with \( \sigma \)-rates for dependent, real-valued random variables satisfying a pseudo-moment condition is established. Applications are to general convergence theorems, a central limit theorem as well as a weak law of large numbers for Markov processes with discrete time parameter. Further, pseudo-moment conditions are discussed in detail and the results are compared with the theory of probability-metrics.

1. Introduction

The fundamental limit theorems of probability theory are generally concerned with the convergence of sums of random variables towards a given limit random variable. Apart from the type of convergence, the dependence structure of the random variables in questions as well as the particular limit random variable have to be specified. This paper is devoted to limit theorems with \( \sigma \)-rates of convergence for sums of not necessarily independent nor identically distributed random variables, thus for arbitrarily dependent random variables. In order that the approach is rather broad, the results will be based upon a general limit theorem with rates in form of convergence in distribution (Theorem 1), thus

\[
|E[f(T_n + u)] - E[f(Z + u)]| = o_f(\varphi(n)^* V(n)) \quad (n \to \infty),
\]

for each fixed \( u \in \mathbb{R} \); here the normalized sums \( T_n = \varphi(n) \sum_{i=1}^{n} X_i \) \((i \in \mathbb{N})\) being an arbitrary sequence of real, possibly dependent random variables, \( \varphi: \mathbb{N} \to \mathbb{R} \) is a normalizing function with \( \varphi(n) = \varphi(1), n \to \infty, Z \) a \( \varphi \)-decomposable random variable (i.e. for each \( n \in \mathbb{N} \) there exist independent random variables \( Z_i (= Z_{ni}), 1 \leq i \leq n \),...
such that for the distribution \( P_z \) of \( Z \) one has \( P_z = P \left( \sum_{i=1}^{\infty} Z_i \right) \), \( f \) belongs to the convergence determining class \( C_r(\mathbb{R}) \) for any \( r \in \mathfrak{P} = \{ 0, 1, 2, \ldots \} \) (see (2.1) for the definition), and \( V(n) \) is defined in terms of the absolute pseudo-moments of order \( r \) of the random variables in question (see (2.12ii) for the definition). This general theorem will be applied in particular to (sums of) random variables \( X_i, i \in \mathbb{N} \), which form a non-homogeneous Markov process with a discrete time parameter (Theorem 2), namely to a stochastic process distinguished by the Markov property (see (4.1)).

Until 1975 most of the results known in this direction, at least in the particular case of the central limit theorem (for which the limit random variable \( Z = X^* \), the normally distributed \( S \) random variable with mean 0 and variance 1 and \( s(n) = (\sum_{i=1}^{n} \text{Var}(X_i))^{-1/2} \)), dealt with not necessarily independent random variables that satisfy Doeblin's condition or the so-called \( \varphi \)-mixing condition. Both additional assumptions roughly mean that the random variables are "asymptotically independent"; they are rarely satisfied for Markov processes. In this respect, for example, Lifšichts [26] established under a condition upon the maximum coefficient of the correlation (related to the above assumptions [27]) the result 
\[
\sup_{x \in \mathbb{R}} \left| F_n(x) - F(x) \right| = o(1),
\]
for \( n \to \infty \), where \( F_n(x) \) is the distribution function of \( \left( \sum_{i=1}^{n} (X_i - EX_i) / \text{Var}(X_i) \right) \). Then in 1976 Länders and Roos [24] studied the central limit theorem for Markov chains for the convergence of the distribution function of \( \left( \sum_{i=0}^{n} f(X_i(\omega)) - n\pi_k \right) / \sqrt{n\pi_k} \), where \( \pi_k \) is defined as the reciprocal of the mean recurrence time of the state \( k \) and \( f = 1_{\{j\}} \), obtaining the order \( O(n^{-\alpha}) \) for each \( \alpha < 1/4 \) under just a weak third moment condition. In this regard Bolthausen [5] established the rate \( o(n^{-\epsilon}) \) for \( \epsilon < 1/3 - 1/6(c + 1) \) and some \( c \geq 3 \) for which \( E[|X_i|^c] < \infty \). Both papers actually deal with positive recurrent irreducible Markov chains with countable state space.

Our version of the central limit theorem for Markov processes (Theorem 3) gives for each fixed \( u \in \mathbb{R} \) the estimate
\[
\left| E \left[ f \left( A_n^{-1} \sum_{i=1}^{n} X_i + u \right) \right] - E[f(X^* + u)] \right| = o_f(A_n^{-1} M(n)) \quad (n \to \infty)
\]
for \( f \in C_r \), where \( A_n = \left( \sum_{i=1}^{n} a_i^2 \right)^{1/2} \), the \( a_i \) being positive reals and \( M(n) \) as in (2.12i).

In the particular case of Markov processes having stationary, independent increments with mean 0 (thus for identically distributed random variables) this estimate turns out to be
\[
\left| E \left[ f \left( n^{-1/2} \sum_{i=1}^{n} X_i + u \right) \right] - E[f(X^* + u)] \right| = o_f(n^{(1/2 - 1/2)^2}) \quad (n \to \infty)
\]
for each \( u \in \mathbb{R} \) with \( A_n = n^{1/2} \).

Concerning the assumptions needed for our results, moment type conditions will also be required, namely the conditional pseudo-moment condition (3.3) of order \( r \) as well as a pseudo-Lindeberg condition (2.11) of order \( r \). Whereas the dependency structure of the random variable is unrestricted, it will depend indirectly upon moment conditions, in particular upon our pseudo-moment condition. It will in any case cover Markov processes (and martingale difference sequences) for both of which the dependency structure "depends" on the past, i.e., the random variables depend only upon their predecessors; they will be said to be dependent from below. This aspect will especially be dealt with in Section 3.2. Alternative conditions to the weak pseudo-
moment condition (3.3) will also be examined (Section 5); it can indeed be replaced by the same non-conditional moment condition already used in BUTZER and HAHN [8], noting that the functions of $C^j$ are bounded. In fact, (3.3) can be replaced by the condition
\[
\sum_{i=1}^{n} E[|X_i - Z_i|] = c \left( \varphi(n)^r \sum_{i=1}^{n} E[|X_i - Z_i|^r] \right) \quad (1 \leq j \leq r).
\]
This will enable one to extend assertion (1.1), valid pointwise in $u \in \mathbb{R}$, to the uniform assertion (5.8) of Theorem 6.

It is rather interesting to note that results such as these may also be deduced from the well-known Kantorovitch-Rubinstein-Dudley theorem (see e.g., [17, 37]), or for the analogous $M(n)$-version by a lemma and a theorem of ZOLOTAREV [36]. The Kantorovitch-Rubinstein theorem gives for the distance of two random variables the estimate
\[
\sup_{u \in \mathbb{R}} \{|E[f(X + u)] - E[f(Z + u)]| \leq E[|X - Z|^s], \quad 0 < s \leq 1, \quad (1.2)
\]
where $f \in D_s, D_s$ as in (6.5). Applying it to our situation, one has for $X = T_n$ and $Z = Z$ the estimate (compare Theorem 8)
\[
\sup_{u \in \mathbb{R}} \{|E[f(T_n + u)] - f(Z + u)| \leq \sum_{i=1}^{n} \varphi(n)^r E[|X_i - Z_i|^r].
\]
However, it is important that this version of (1.2) is only valid for independent random variables $X_i$ and $Z_i$. Thus our Theorem 6 can be regarded as a certain generalization of the Kantorovitch-Rubinstein-Dudley theorem to the case of dependent random variables and stochastic processes. This matter is elaborated upon in Section 6. It should be mentioned that BERGSTRÖM [4] used pseudo-moment conditions in the case of independent identically distributed random variables already in 1953. The recent papers by PADITZ [30] and SAZONOV and ULYANOV [33] re-emphasize the importance of such conditions.

Not only will limit theorems be studied for the sums $T_n = \sum_{i=1}^{n} \varphi(n)^r X_i$, but also for the processes $X_t$ themselves for $n \to \infty$, as indicated. The latter will depend upon the structure of the increments. Whereas the literature abounds with results concerning the rate of convergence of sums of random variables which are connected in a Markov process, at least in the case of the central limit theorem, the results for the $X_t$ mostly deal with the behaviour of $n$-step transition probabilities (cf. CHUNG [16, pp. 10] OR GIHMAN and SKOROHOD [19, pp. 282]) whereby in the instance of independent and stationary increments there is a direct connection between the increments of Markov chains and 1-step transition probabilities (cf. CHUNG [16, p. 10]). It is interesting to observe that in the particular case of independent increments the present results practically coincide with those of BUTZER and HAHN [8] of 1978 on the convergence of sums of independent random variables towards a $\varphi$-decomposable limit random variable (Section 4.3). The latter were generalized to the case of not necessarily independent random variables which form martingale difference sequences or arrays in BUTZER, HAHN and ROECKERATH [10, 11], and to more general types of dependent random variables in BUTZER and SCHULZ [13—15], as well as to arbitrary sequences for the particular case of identically distributed random variables in BUTZER and KIRSCHFINK [12]. As far as the authors are aware, there are no comparable general limit theorems with rates in the literature.
The type of convergence considered in this paper is more general than that in Butzer, Hahn and Roeckerath [10], or in Butzer and Schulz [13] where the dependency structure is of type of martingale difference sequences. In fact, the convergence considered in (1.1) is that for the difference
\[ f(x + u) \, dF_T(x) - f(x) \, dF_T(x) \]
(1.3)
pointwise in \( u \in \mathbb{R} \), and not just for the particular case \( u = 0 \) treated in the papers mentioned above. This is even generalized to uniform convergence for \( u \in \mathbb{R} \) in Section 5. Although both assertions are equivalent in case of convergence, at least in the case of independent, identically distributed random variables, this equivalence need not remain valid for convergence with rates. If the assertion (1.3) is equipped with the rate \( O(n^{-r-2/2}) \) for \( f \in C_r \), then it is equivalent to
\[ f(x) \, dF_T(x) - f(x) \, dF_T(x) = O(n^{-1/2}) \quad (n \to \infty) \]
or even to each of the two:
\[ f(x) \, dF_T(x) - f(x) \, dF_T(x) = O(n^{-2r/2}) \quad (1 \leq j \leq r - 1), \]
\[ E[Z^j] = E[Z^j] \quad (1 \leq j \leq r - 1) \]
in the independent identically distributed case (see Butzer and Hahn [9]). However, nothing seems to be known in this respect if the random variables are not necessarily independent identically distributed or if the \( O(n^{-r-2/2}) \)-rates are replaced by \( \sigma \)-rates, which is the situation of the present paper.

2. Notations and preliminaries

Let \( C = C(\mathbb{R}) \) denote the class of all real-valued, bounded, uniformly continuous functions defined on the reals \( \mathbb{R} \), endowed with norm \( ||f|| := \sup_{x \in \mathbb{R}} |f(x)| \). For \( r \in \mathbb{P} = \mathbb{N} \cup \{0\} \) set
\[ C^0 = C, \quad C^r = \{g \in C; g^{(r)} \in C, 1 \leq j \leq r\}, \]
(2.1)
the seminorm on \( C^r \) being given by \( |g|_{C^r} = ||g^{(r)}|| \). Concerning the random variables in question, the class \( \mathcal{B}(\Omega, \mathcal{A}) \) plays an important role. If \( (\Omega, \mathcal{A}, \mathbb{P}) \) is a probability space, then \( \mathcal{B}(\Omega, \mathcal{A}) := \{X; X \text{ is } \mathcal{A}\text{-B-measurable}\} \), where \( \mathcal{B} \) is the Borel \( \sigma \)-algebra on \( \mathbb{R} \). If \( X \in \mathcal{B}(\Omega, \mathcal{A}) \), and \( \mathcal{G} \) a sub-\( \sigma \)-algebra of \( \mathcal{A} \), then the \( \mathcal{G} \)-measurable function \( E[X | \mathcal{G}] \), defined by \( \int_F E[X | \mathcal{G}] \, dP = \int_F X \, dP \) for every \( F \in \mathcal{G} \), is known as the conditional expectation of \( X \), given \( \mathcal{G} \). Its properties will also be needed. Let \( X, Y \in \mathcal{B}(\Omega, \mathcal{A}) \) such that \( E[X] < \infty, E[Y] < +\infty \), and \( \mathcal{G} \subseteq \mathcal{A} \). They read:
\[ X \geq Y \text{ a.s. implies } E[X | \mathcal{G}] \geq E[Y | \mathcal{G}] \text{ a.s.} \quad (2.2) \]
\[ X = c \text{ a.s. (c a constant) implies } E[X | \mathcal{G}] = c \text{ a.s.} \quad (2.3) \]
\[ E[\alpha X + \beta Y | \mathcal{G}] = \alpha E[X | \mathcal{G}] + \beta E[Y | \mathcal{G}] \text{ a.s. (} \alpha, \beta \in \mathbb{R} \). \quad (2.4) \]
\[ E[E[X | \mathcal{G}]] = E[X]. \quad (2.5) \]
Let \( X \) be \( \mathcal{G} \)-measurable; then \( E[X | \mathcal{G}] = X \) a.s.
(2.6)
Let $X$ be $\mathcal{G}$-measurable and $E[XY] < \infty$, then $E[XY \mid \mathcal{G}] = XE[Y \mid \mathcal{G}]$ a.s. \hfill (2.7)

Let $\mathcal{H}(X)$ and $\mathcal{G}$ be independent; then $E[X \mid \mathcal{G}] = E[X]$ a.s. \hfill (2.8)

Let $\mathcal{H}(\mathcal{H}(X), \mathcal{G}_1)$ and $\mathcal{G}_2$ be independent for two sub-$\sigma$-algebras $\mathcal{G}_1, \mathcal{G}_2 \subset \mathcal{H}$. Then $E[X \mid \mathcal{G}] = E[X \mid \mathcal{G}_1]$ a.s. with $\mathcal{G} = \mathcal{H}(\mathcal{G}_1, \mathcal{G}_2)$, \hfill (2.9)

For the proofs of these properties see Lahiri and Rohatgi [23, pp. 358], Bauer [3, pp. 289] or Gaenssler and Stute [18, pp. 185].

The following generalizations of the well-known Lindeberg condition will play an important role in the proofs.

Definition 1: The sequence $(X_i)_{i \in \mathbb{N}}$ of real random variables having a finite moment of order $r$, some $0 < r < \infty$, is said to satisfy the generalized Lindeberg condition of order $r$ if, for every $\delta > 0$,

$$\sum_{i=1}^{\infty} \int_{|x| \geq \delta \sqrt{\varphi(n)}} |x|^r dF_X(x) \sum_{i=1}^{n} E[|X_i|^r] \to 0 \quad (n \to \infty).$$ \hfill (2.10)

The case $r = 2$ with $\varphi(n) = \left( \sum_{i=1}^{n} E[X_i^2] \right)^{1/2}$ reduces to the usual Lindeberg condition (cf. Butzer, Hahn and Westphal [7]).

Definition 2: Two sequences $(X_i)_{i \in \mathbb{N}}$ and $(Z_i)_{i \in \mathbb{N}}$ of real random variables with

i) finite absolute moments of order $r$ or

ii) $E[|X_i - Z_i|^r] < \infty$,

are said to satisfy a generalized pseudo-Lindeberg condition of order $r$ if, for every $\delta > 0$,

$$\sum_{i=1}^{n} \int_{|x| \geq \delta \sqrt{\varphi(n)}} |x|^r d(F_X(x) - F_Z(x)) = \begin{cases} \epsilon_0(M(n)) & (n \to \infty), \\ \epsilon_0(V(n)) & \end{cases}$$ \hfill (2.11i)

where

$$M(n) = \sum_{i=1}^{n} (E[|X_i|^r] + E[|Z_i|^r]),$$ \hfill (2.12i)

$$V(n) = \sum_{i=1}^{n} (E[|X_i - Z_i|^r]).$$ \hfill (2.12ii)

There is the following trivial connection between the generalized Lindeberg and the generalized pseudo-Lindeberg condition (2.11i).

Lemma 1: Let $(X_i)_{i \in \mathbb{N}}$ and $(Z_i)_{i \in \mathbb{N}}$ be two sequences in $\mathbb{R}(\Omega, \mathcal{H})$ having finite absolute moments of order $r$, $0 < r < \infty$. If each of the sequences fulfills a generalized Lindeberg condition of order $r$, then both together fulfill a generalized pseudo-Lindeberg condition (2.11i) of order $r$. 

3. General limit theorems with \( \sigma \)-rates

The following main approximation theorem for sums of not necessarily independent random variables will be established by a modification of the Lindeberg-Trotter operator-theoretic approach as tailored to the situation of dependent random variables by means of Dvoretzky's telescoping argument. For this purpose the assumptions are the generalized pseudo-Lindeberg condition of order \( r \) for the random variables \( X_i \) and the decomposition components \( Z_i \) as well as a conditional pseudo-moment condition of order \( r \).

**Theorem 1**: Let \( (X_i)_{i \in \mathbb{N}} \) be a sequence of \( \mathcal{B}(\Omega, \mathcal{F}) \) (not necessarily identically distributed nor independent) and \( Z \) a \( \varphi \)-decomposable random variable with \( \mathbb{E}[Z] = 0 \), such that
\[
\xi_i = \mathbb{E}[(X_i)^r] < \infty \quad \text{and} \quad \xi_i = \mathbb{E}[(Z_i)^r] < \infty, \quad (3.1) \]
or
\[
\nu_i = \mathbb{E}[(X_i - Z_i)^r] < \infty \quad (3.1 \text{ii})
\]
for some \( r \geq 2 \). Assume further that the sequences of random variables \( (X_i)_{i \in \mathbb{N}} \) and decomposition components \( (Z_i)_{i \in \mathbb{N}} \) together satisfy

- the generalized pseudo-Lindeberg condition \( (2.11 \text{i}) \) (3.2i)

or

- the generalized pseudo-Lindeberg condition \( (2.11 \text{ii}) \) (3.2ii)
of orders \( r \), as well as

\[
\sum_{i=1}^{n} \mathbb{E}[(X_i^r - Z_i^r) | \mathcal{F}_{i-1}] = \begin{cases} \mathcal{O}(\mathcal{F}(n)^r M(n)) \quad \text{or} \quad \mathcal{O}(\mathcal{F}(n)^r V(n)), & \text{a.s.} \end{cases} \quad (3.3i)
\]

where \( \mathcal{F}_{i-1} = \mathcal{F}(X_1, \ldots, X_{i-1}, Z_{i+1}, \ldots, Z_n) \).

Then for any \( f \in C^r \) there holds for each fixed \( u \in \mathbb{R} \) the estimate
\[
\mathbb{E}[f(T_n + u)] - \mathbb{E}[f(Z + u)] = \begin{cases} \mathcal{O}(\mathcal{F}(n)^r M(n)) \quad \text{or} \quad \mathcal{O}(\mathcal{F}(n)^r V(n)), & (n \to \infty). \end{cases} \quad (3.4i)
\]

**Proof**: Regarding the first case, setting \( R_n = \sum_{k=1}^{n} X_k + \sum_{k=i+1}^{n} Z_k, \quad 1 \leq i \leq n, \quad n \in \mathbb{N}, \) the telescoping argument and a double application of Taylor's formula for \( f \in C^r \) yields for each \( u \in \mathbb{R} \) the identity and estimate
\[
\mathbb{E}[f(T_n + u)] - \mathbb{E}[f(Z + u)] = \mathbb{E} \left[ f \left( \sum_{i=1}^{n} \varphi(n) X_i + u \right) - f \left( \sum_{i=1}^{n} \varphi(n) Z_i + u \right) \right] \]
\[
= \mathbb{E} \left[ f \left( \sum_{i=1}^{n} \varphi(n) R_i + u + \varphi(n) X_i \right) - f \left( \varphi(n) R_n + u + \varphi(n) Z_i \right) \right] \]
\[
\leq \mathbb{E} \left[ \sum_{i=1}^{n} \sum_{j=1}^{i} \frac{\varphi(n)^j}{j!} \mathbb{E} \left[ f^{(j)}(\varphi(n) R_n + u) \right] (X_i - Z_i)^r \right] \]
\[
+ \mathbb{E} \left[ \sum_{i=1}^{n} \frac{1}{(r-1)!} \int_{0}^{1} (1-t)^{r-1} \mathbb{E} \left[ f^{(r)}(\varphi(n) R_n + u + t\varphi(n) X_i) \right] \varphi(n) X_i \right] dt \]
\begin{align*}
+ \sum_{i=1}^{n} \frac{1}{(r-1)!} \int_0^1 (1-t)^{r-1} E[f^{(r)}(\varphi(n) R_{ni} + u + t\varphi(n) Z_i)] \\
\times (\varphi(n) Z_i)^r - f^{(r)}(\varphi(n) R_{ni} + u) (\varphi(n) Z_i)^r \, dt.
\end{align*}

(3.5)

To estimate the first term, namely

\begin{align*}
\sum_{i=1}^{n} \sum_{j=1}^{r} \varphi(n)^j \frac{j!}{j!} E[f^{(j)}(\varphi(n) R_{ni} + u) (X_i^j - Z_i^j)],
\end{align*}

(3.6)

one has on account of (2.4)–(2.6), noting the \( \mathcal{A}_n \)-measurability of the \( R_{ni} \), and that

\begin{align*}
|f^{(j)}(x)| \leq \mathcal{N}_r(n), \quad x \in \mathbb{R},
\end{align*}

for \( 1 \leq j \leq r \) since \( f \in C^r \), together with condition (3.3), for each \( u \in \mathbb{R} \)

\begin{align*}
\sum_{i=1}^{n} E[f^{(j)}(\varphi(n) R_{ni} + u) (X_i^j - Z_i^j)]

= \sum_{i=1}^{n} E[f^{(j)}(\varphi(n) R_{ni} + u) E[(X_i^j - Z_i^j) | \mathcal{A}_n]]

\leq \mathcal{N}_r(n)^j \sum_{i=1}^{n} \left| E[E[(X_i^j - Z_i^j) | \mathcal{A}_n]] (\omega) \right|

= \mathcal{N}_r(n)^j \varphi(n)^r M(n)
\end{align*}

a.s.

Multiplying this estimate by \( \varphi(n)^j/j! \) and summing over \( 1 \leq j \leq r \) yields that (3.6) is of the order \( \varepsilon (\mathcal{N}_r(r, \varphi) \varphi(n) M(n)) \) with \( \mathcal{N}_r(r, \varphi) := \sum_{j=1}^{r} \varphi(n)^j \mathcal{N}_r(n)^j/j! \). Concerning the second and third terms of (3.5), let us show that they are of order \( \varepsilon (1) \) after being multiplied by \( \varphi(n)^{-r} M(n)^{-1} \). Indeed, since \( f \in C^r \), \( |f^{(r)}(\varphi(n) R_{ni} + u + t\varphi(n) X_i) - f^{(r)}(\varphi(n) R_{ni} + u)| \leq \varepsilon \) for \( |X_i| < \delta/\varphi(n) \) since \( 0 < \varepsilon < 1 \). Hence

\begin{align*}
\text{DE}(t) := E[ \left\{ f^{(r)}(\varphi(n) R_{ni} + u + t\varphi(n) X_i) - f^{(r)}(\varphi(n) R_{ni} + u) \right\} X_i^r] \\
\times \left\{ 1_{|x| < \delta/\varphi(n)} + 1_{|x| \geq \delta/\varphi(n)} \right\} \leq \varepsilon \varepsilon \varepsilon + 2 |f| \int_{x \geq \delta/\varphi(n)} |x|^r dF_{X_i}(x).
\end{align*}

This gives

\begin{align*}
\frac{1}{M(n)} \sum_{i=1}^{n} \frac{1}{(r-1)!} \int_0^1 (1-t)^{r-1} \text{DE}(t) \, dt

\leq \frac{1}{M(n)} \sum_{i=1}^{n} \frac{1}{(r-1)!} \left\{ \int_0^1 (1-t)^{r-1} \left( \varepsilon \varepsilon \varepsilon + 2 |f| \int_{|x| \geq \delta/\varphi(n)} |x|^r dF_{X_i}(x) \right) \, dt \right\}

= \frac{\varepsilon}{r!} + 2 |f| \varepsilon \frac{1}{M(n)^r} \sum_{i=1}^{n} \int_{|x| \geq \delta/\varphi(n)} |x|^r dF_{X_i}(x) \right). \quad (3.7)
\end{align*}

On account of the estimate of (3.6), as well as of (3.7) and its counterpart for \( Z_i \), this yields for each \( u \in \mathbb{R} \) in view of the generalized pseudo-Lindeberg condition (2.111)
for the random variables $X_i$ and $Z_i$,

$$\frac{1}{\varphi(n)^r M(n)} \left\{ E[f(T_n + u)] - E[f(Z + u)] \right\} \leq \varepsilon(1) + \frac{2}{r!} + \frac{2}{r!} \mathbb{E}(T_n) M(n)$$

The proof for the second case follows similarly as above by replacing conditions (3.1i), (3.2i), (3.3i) by (3.1ii), (3.2ii), (3.3ii), and $M(n)$ by $V(n)$, respectively.

Remark 1: An analogous proof for the same result could also be carried out by using the random variables

$$R_{ni}^* = \sum_{k=1}^{i-1} Z_i + \sum_{k=i+1}^{n} X_i, \quad \Psi_{ni}^* = \Psi(Z_1, \ldots, Z_{i-1}, X_{i-1}, \ldots, X_n)$$

instead of the $R_{ni}$, $\Psi_{ni}$ and, in place of condition (3.3i),

$$\mathbb{E}(X_i - Z_i | R_{ni}^*) = o(\varphi(n)^r M(n)) \text{ a.s.} \quad (n \to \infty).$$

A $V(n)$-version follows analogously. Both results are due to the measurability of the $R_{ni}^*$.

Corollary 1: If the random variables $X_i$ as well as the decomposition components $Z_i, i \in \mathbb{N}$, are in addition identically distributed and $\varphi$ is such that $\varphi(n) = o(1)$, $n \to \infty$, then under assumption (3.3i) one has for $f \in C^r$ and each $u \in \mathbb{R}$

$$\mathbb{E}(f(T_n + u)) - \mathbb{E}(f(Z + u)) = \varepsilon(\varphi(n)^r M(n)) \text{ a.s.} \quad (n \to \infty).$$

The result follows from Theorem 1 if the pseudo-Lindeberg condition for the $X_i$ and $Z_i$ can be shown to follow for $\varphi(n) = o(1)$. But for identically distributed random variables this condition reduces to

$$\int_{|x| \geq \delta(\varphi(n))} |x|^r dF_{X_i}(x) \to 0 \text{ for each } \delta > 0,$$

which is satisfied automatically since $\delta(\varphi(n)) \to \infty$, $n \to \infty$.

Remark 2: 1. The term $|x|^r dF_{X_i}(x)$ in (3.4) tends to zero for $n \to \infty$ if $\varphi(n)^r M(n)$ (or $\varphi(n)^r V(n)$) is bounded. In the identically distributed case this is fulfilled for $\varphi(n) = n^{-1/r}$. 2. According to our knowledge, no results directly comparable to those of Theorem 1 seem to be contained in the literature. In the case of martingale difference sequences let us refer to the papers of Basu [2], Kato [21], Prakasa Rao [31], Rychlik [32], Scott [34] and Strobel [35]. 3. The constant $2 \|f|^r/r! + 2L/r!$ in the estimate (3.7) has in the case of independent random variables in regard to $O$-estimates been improved by the factor $\sum_{j=0}^{r-1} \xi_j \|f^{(j)}\|_C/j! + 2L/r!$, where $L$ is the Lipschitz constant of $f^{(r-1)}$ by Anastassios [1].

Since most of the applicable structures are actually dependencies upon the past, the following differentiation is meaningful, especially for Markov processes. Part c) was formulated in the case of Banach-valued random variables in [12] in connection with Donaker's weak invariance principle.

Definition 3: Let $(X_i)_{i \in \mathbb{N}}$ be a sequence of real random variables on some probability space $(\Omega, \mathcal{F}, P)$. It is said to be

a) dependent from below if, for each $1 \leq i \leq n, n \in \mathbb{N}$,

$$P(X_i \in B \mid X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n) = P(X_i \in B \mid X_1, \ldots, X_{i-1}) \text{ a.s.} \quad (B \in \mathcal{F}). \quad (3.8)$$

b) dependent from above if, for each $1 \leq i \leq n, n \in \mathbb{N}$,

$$P(X_i \in B \mid X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n) = P(X_i \in B \mid X_{i+1}, \ldots, X_n) \text{ a.s.} \quad (B \in \mathcal{F}). \quad (3.9)$$
c) **expectationally dependent** from below or from above if, for each \(1 \leq i \leq n, n \in \mathbb{N}, \)

\[
\mathbb{E}(X_i \mid X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n) = \begin{cases} 
\mathbb{E}(X_i \mid X_1, \ldots, X_{i-1}) & \text{a.s.} \\
\mathbb{E}(X_i \mid X_{i+1}, \ldots, X_n) &
\end{cases}
\]

Examples for random variables that are expectationally dependent from below are martingale difference sequences (see [12]) and Markov processes (see below); dependent from above are inverse martingale difference sequences and inverse Markov chains.

**Lemma 2**: Examination of condition (3.3) in the light of Definition 3 leads to the following statements:

a) If \(X\) is any random variable, \(\mathcal{X}, \mathcal{Y}\) are two sub-\(\sigma\)-algebras of \(\mathcal{A}\), then \(P(\mathbb{X} \in B \mid \mathcal{X}) = P(X \in B \mid \mathcal{Y})\) for all \(B \in \mathcal{B}\) implies \(E[X \mid \mathcal{X}] = E[X \mid \mathcal{Y}]\) a.s.

b) If \((X_i)_{i \in \mathbb{N}}\) is a sequence of random variables that is dependent from below, then it is expectationally dependent from below.

c) If \((X_i)_{i \in \mathbb{N}}\) is dependent from above, then it is expectationally so.

**Proof**: The hypothesis gives in particular for \(B = (-\infty, t]\) that \(P(X \leq t \mid \mathcal{X}) = P(X \leq t \mid \mathcal{Y})\), so that \(F_X(t \mid \mathcal{X}) = F_X(t \mid \mathcal{Y})\). This yields \(E[X \mid \mathcal{X}] = \int x \, dF_X(x \mid \mathcal{X}) = E[X \mid \mathcal{Y}]\), which completes the proof of part a). Parts b) and c) follow directly from a).

**Lemma 3**: If the sequence \((X_i)_{i \in \mathbb{N}}\) is expectationally dependent from below such that, for \(1 \leq j \leq r, n \to \infty,\)

\[
\sum_{i=1}^{n} \mathbb{E}[(X_i - Z_i) \mid \mathcal{G}_{i-1}] = \begin{cases} 
\sigma(\varphi(n)^* M(n)), & \text{or} \\
\sigma(\varphi(n)^* V(n)) & \text{a.s.} 
\end{cases}
\]

where \(\mathcal{G}_{i-1} = \mathcal{A}(X_1, \ldots, X_{i-1})\), and \(Z_i\) are the decomposition components of Theorem 1, then condition (3.3i) or (3.3ii) is satisfied.

**Proof**: By Lemma 2b, and the independence of the \(Z_i\) from \(\mathcal{A}_n\), one has with (2.4), (2.8) and (2.9),

\[
\sum_{i=1}^{n} \mathbb{E}[(X_i - Z_i) \mid \mathcal{A}_n] = \sum_{i=1}^{n} (\mathbb{E}[X_i \mid \mathcal{A}_n] - \mathbb{E}[Z_i \mid \mathcal{A}_n])
\]

\[
= \sum_{i=1}^{n} (\mathbb{E}[X_i \mid \mathcal{G}_{i-1}] - \mathbb{E}[Z_i]) = \sum_{i=1}^{n} (\mathbb{E}[(X_i - Z_i) \mid \mathcal{G}_{i-1}])
\]

**Remark 3**: 1. On account of Remark 1 one can also formulate both versions of Lemma 3 for sequences of random variables that are expectationally dependent from above, employing condition (3.3)* in place of (3.3). 2. The conditions "dependent from below" or "dependent from above" are rather severe restrictions upon dependence. For a sequence \((X_i)_{i \in \mathbb{N}}\) that is dependent from below it means that for each \(X_n\) the past is not influenced by the future. In this sense dependence from below may be more restrictive than (general) Markov dependence. In the next section, where only a special Markov-property is allowed, Markov-dependence is an example of dependence from below.

4. **General limit theorems for Markov processes**

A Markov process with discrete time parameter is a sequence of random variables \((X_i)_{i \in \mathbb{N}}\) on some probability space \((\Omega, \mathcal{A}, P)\), where each random variable \(X_i\) is only restricted by the Markov property

\[
P(X_i \in B \mid X_1, \ldots, X_{i-1}) = P(X_i \in B \mid X_{i-1}) \quad (B \in \mathcal{B}; i \geq 2).
\]
It is obvious that such a Markov process is dependent from below according to Definition 1. A Markov process with (possibly) dependent increments is a process \((X_i)_{i \in \mathbb{N}}\) for which the sequence of increments \(Y_i\) with
\[
Y_i := X_i - X_{i-1}, \quad X_0 = 0 \quad \text{a.s.}
\] is (possibly) dependent. Whereas for a Markov process the increments are not necessarily dependent, they are nevertheless expectationally so as is seen by the following Lemma 4:

**Lemma 4:** If \((X_i)_{i \in \mathbb{N}}\) is a Markov process, then the sequence of increments \((Y_i)_{i \in \mathbb{N}}\) is expectationally dependent from below.

In fact, \((X_i)\) being a Markov process,
\[
E[Y_1 | Y_1, \ldots, Y_{i-2}, Y_{i-1}, Y_1, \ldots, Y_n] = E[X_i | Y_1, \ldots, Y_{i-2}, Y_{i-1}] - E[X_{i-1} | Y_{i-2}, Y_{i-1}]
\]
In particular, for a Markov process with independent increments the \(Y_i\) are independent (see below).

The following limit theorems with rates will be formulated for three instances, namely for sums of Markovian dependent random variables, for Markov processes with dependent as well as with independent increments.

### 4.1 General limit theorem and central limit theorem

At first to the general result.

**Theorem 2:** Let \((X_i)_{i \in \mathbb{N}}\) be Markov-dependent and \(Z\) be a \(\varphi\)-decomposable random variable with \(E[Z] = 0\) such that (3.1i) or (3.1ii) hold for \(i \in \mathbb{N}\) and \(r \geq 2\). If the sequences \((X_i)_{i \in \mathbb{N}}\) and \((Z_i)_{i \in \mathbb{N}}\) together satisfy the generalized pseudo-Lindeberg condition (2.11i) or (2.11ii) of order \(r\), as well as condition (3.12i) or (3.12ii), then any \(f \in C'\) again implies the estimate (3.4i) or (3.4ii).

The proof follows immediately from Theorem 1 and Lemma 3.

Now to a handy, version of the central limit theorem for Markov processes. Here we will apply Theorem 2 to a concrete limiting random variable \(Z\), namely to \(X^*\).

**Theorem 3:** Let \((X_i)_{i \in \mathbb{N}}\) be a sequence of random variables which form a Markov process such that \(E[|X_i|^r] < \infty\), \(i \in \mathbb{N}\), for any \(r \geq 2\) as well as satisfy a generalized Lindeberg condition (2.10), of order \(r\). Assume further that \((a_i)_{i \in \mathbb{N}}\) is any sequence of positive reals which satisfies a Feller-type condition
\[
\lim_{n \to \infty} \max_{1 \leq i \leq n} a_i / A_n = 0 \quad \text{with} \quad A_n = \left( \sum_{i=1}^{n} a_i^2 \right)^{1/2}. \tag{4.3}
\]

If \(E[|Z_i|^\gamma] < \infty\) as well as (3.12i) holds with \(P_{Z_i} = P_{a_i X^*}\), then \(f \in C'\) yields for each fixed \(u \in \mathbb{R}\)
\[
\lim_{n \to \infty} \left| E \left[ f \left( A_n^{-1} \sum_{i=1}^{n} X_i + u \right) \right] - E[(X^* + u)] \right| = o_f(A_n^{-1} M(n)) \quad (n \to \infty) \tag{4.4}
\]
Concerning the proof, \(X^*\) is \(\varphi\)-decomposable for each \(n \in \mathbb{N}\) into \(n\) independent normally distributed random variables \(Z_i\) with \(P_{Z_i} = P_{a_i X^*}\) since
\[
P_{X^*} = P_{A_n^{-1} \sum_{i=1}^{n} Z_i} \quad \text{with} \quad \varphi(n) = A_n^{-1}
\]
(see [14]). Further, (4.3) in connection with Lemma 1 yields the generalized pseudo-Lindeberg condition (2.11i). So Theorem 2 may be applied.
Remark 4: There exists a further version of Theorem 3 in case the finiteness of the \( r \)-th absolute moments of the \( X_i \) and \( Z_i \) is replaced by the finiteness of the \( r \)-th pseudo-moments of \( (X_i - Z_i) \), and the generalized Lindeberg condition for \( X_i \) together with the Feller condition for \( a_i \) is replaced by

\[
\frac{1}{V'(n)} \sum_{i=1}^{n} \int_{|x| \geq \delta \phi(n)} |x|^r d(F_{X_i}(x) - F_{a_i X^*(x)}) = \epsilon_{\delta}(1) \tag{4.3*}
\]

for each \( \delta > 0 \), where \( V'(n) := \sum_{i=1}^{n} E[|X_i - a_i X^*|^r] \). If moreover (3.12ii) takes the place of (3.12i) with \( V(n) \) replaced by \( V'(n) \), then assertion (4.4) reads

\[
\left| E \left[ f \left( A_n^{-1} \sum_{i=1}^{n} X_i + u \right) \right] - E[f(X^* + u)] \right| = \epsilon_f(A_n^{-r} V'(n)) \quad (n \to \infty).
\]

Corollary 2: a) If, in addition to the assumptions of Theorems 3, the \( X_i \) are identically distributed, then for \( f \in C^r \) and each \( u \in \mathbb{R} \)

\[
\left| E \left[ f \left( A_n^{-1} \sum_{i=1}^{n} X_i + u \right) \right] - E[f(X^* + u)] \right| = \epsilon_f(n A_n^{-r}) \quad (n \to \infty).
\]

b) If further \( a_i := \text{Var} X_i, 1 \leq i \leq n \), then for \( f \in C^r \) and \( u \in \mathbb{R} \)

\[
\left| E \left[ f \left( \left( \sum_{i=1}^{n} \text{Var} X_i \right)^{1/2} \sum_{i=1}^{n} X_i + u \right) \right] - E[f(X^* + u)] \right| = \epsilon_f(n^{(2-r)/2}).
\]

c) If in particular \( \text{Var} X_i = 1, 1 \leq i \leq n \), then for \( f \in C^2 \) and \( u \in \mathbb{R} \)

\[
\left| E \left[ f \left( n^{-1/2} \sum_{i=1}^{n} X_i + u \right) \right] - E[f(X^* + u)] \right| = \epsilon_f(1) \quad (n \to \infty).
\]

Apart from the papers [5, 24, 26] mentioned in the introduction, there exist many further ones dealing with the central limit theorem for Markovian dependent random variables. Generally homogeneous Markov chains are studied. Thus NAGAEO [27, 28] considered convergence in regard to the central limit theorem for chains, comparable to Corollary 2c) with \( \sigma \)-rates. Additional papers in this respect are BOLTHAUSEN [6], GUDYNAS [20] and LIFSITZ [25].

### 4.2 Processes with dependent increments

This subsection is devoted to the behaviour of the process \( \varphi(n) X_n = \sum_{i=1}^{n} \varphi(n) Y_i \) for \( n \to \infty \), the increments \( Y_i \) being assumed to be dependent.

**Theorem 4:** Let \( (X_i)_{i \in \mathbb{N}} \) be a Markov process with dependent increments \( (Y_i)_{i \in \mathbb{N}} \) as in (4.2) with \( X_0 := 0 \) a.s. Let \( Z \) be a \( \varphi \)-decomposable random variable (with respect to \( (X_i)_{i \in \mathbb{N}} \)) such that \( E[Z] = 0 \) and \( \nu^*_r := E[|Y_i - Z_i|^r] < \infty, r \geq 2 \). If the sequences \( (Y_i)_{i \in \mathbb{N}} \) and \( (Z_i)_{i \in \mathbb{N}} \) together satisfy a pseudo-Lindeberg condition (2.11ii) of order \( r \) as well as

\[
\sum_{i=1}^{n} E[(Y_i - Z_i) \mathcal{G}_{i-1}^\varphi] = \sigma(\varphi(n)^r V^*(n)) \quad (1 \leq j \leq r; \ n \to \infty) \ a.s. \tag{4.5}
\]

with \( \mathcal{G}_{i-1}^\varphi := \mathcal{G}(Y_1, \ldots, Y_{i-1}) \) and \( V^*(n) := \sum_{i=1}^{n} \nu^*_r \), then for \( f \in C^r \) and each \( u \in \mathbb{R} \)

\[
\left| E[f(\varphi(n) X_n + u)] - E[f(Z + u)] \right| = \epsilon_f(\varphi(n)^r V^*(n)) \quad (n \to \infty).
\]

The proof follows directly from Theorem 1 and Lemmata 2 and 3.
4.3 Processes with independent increments

If in the results of Section 4.1 the increments \( Y_i = X_i - X_{i-1} \) are assumed to be independent, which is often the situation in applications (e.g. queueing theory and simulation), then our problem reduces to a study of the rate of convergence for sums of independent random variables. In this sense Markovian dependency is a generalization of independency, as CHUNG [16, p. 10] remarks. Now it is quite surprising that the results obtained by BUTZER and HAHN [8] for sums of independent random variables (by means of Trotter operator-theoretic arguments) resemble those of Theorem 4 both in regard to the hypotheses and conclusion; there one managed to get along with a pseudo-moment condition instead of a conditional condition of this type and the convergence was uniform in \( u \in \mathbb{R} \). In this situation one has the following result; it is comparable to [8, Theorem 12].

**Theorem 5:** Let \( (X_i)_{i \in \mathbb{N}} \) be a Markov process with independent increments \( Y_i \). Then the conclusions of Theorem 4 even remain valid if the conditional pseudomoment condition (4.5) is replaced by

\[
\sum_{i=1}^{n} \mathbb{E}[(Y_i - Z_i)] = c(n)^* \nu(n) \quad (n \to \infty),
\]

the others remaining unchanged.

In fact, (4.5) reduces to (4.5*) in case the \( Y_i \) are independent in view of (2.8) □

5. Pseudo-moments and generalizations

If one looks at the proof of Theorem 1 more closely one sees that the main problem is the estimation of the first term (3.6), thus to show that the double sum of (3.6) is in some way or other of the maximal order \( c \left( \sum_{i=1}^{n} \nu(n)^* M(n) \right) \) or \( c \left( \sum_{i=1}^{n} \nu(n)^* V(n) \right) \). This was achieved there by employing condition (3.3i) or (3.3ii) together with properties of conditional expectations in connection with the admissible dependency and measurability properties. In order to simplify this proof, thus to estimate (3.6) with the desired order, it obviously suffices to assume the difficult looking condition

\[
\sum_{i=1}^{n} \mathbb{E}[f_i((n)^* R_i, u) (X_i - Z_i)] = c \left( \sum_{i=1}^{n} \nu(n)^* M(n) \right)
\]

\((u \in \mathbb{R}; 1 \leq j \leq n; n \to \infty)\),

the \( V(n) \)-version being analogous. This is an implicit pseudo-moment condition in the sense that there is a "weighted" difference of the random variables \( X_i \) and \( Z_i \). Now many estimates of pseudo-moments are known in the literature. Let us first define some types of pseudo-moments and consider their properties (compare ZOLOTAREV [37]).

**Definition 4:** Let \( X, Z \) be two random variables. The pseudo-moment \( \nu(X, Z) \) is defined by \( \nu(X, Z) = |\mathbb{E}[X - Z]| \), and the conditional pseudo-moment \( \tau(X, Z; \mathcal{G}) \) by \( \tau(X, Z; \mathcal{G}) = |\mathbb{E}[(X - Z) \mid \mathcal{G}]| \) where \( \mathcal{G} \) is a sub-\( \sigma \)-algebra of \( \mathcal{F} \).

**Lemma 5:** For \( c \in \mathbb{R} \) there hold

i) \( \nu(cX, c \cdot Z) \leq |c| \nu(X, Z) \),

ii) \( \nu(X, Z) = \mathbb{E}[\tau(X, Z; \mathcal{G})] \).
iii) \( \tau(c \cdot X, c \cdot Z; \emptyset) \leq |c| \tau(X, Z; \emptyset) \),
iv) \( \tau(c_1X, c_1Z; \emptyset) \leq \tau(c_2X, c_2Z; \emptyset) \), \( c_1 \leq c_2 \).

**Proof:** We have i) \( |E[c \cdot X - c \cdot Z]| \leq |c| E[|X - Z|] \) and ii) \( |E[X - Z]| = |E[E[(X - Z) \mid \emptyset]]| = E[\tau(X, Z; \emptyset)] \); iii) follows as in i); iv) follows from \( |E[(c_1X - c_1Z) \mid \emptyset]| = |c_1E[(X - Z) \mid \emptyset]| \leq |c_2E[(X - Z) \mid \emptyset]| = \tau(c_2X, c_2Z; \emptyset) \)  

In this terminology condition (5.1) reads (each \( u \in \mathbb{R} \))

\[
\sum_{i=1}^{n} v(f^{(i)}(\varphi(n) R_{n_i} + u) X_{i}, f^{(i)}(\varphi(n) R_{n_i} + u) Z_{n_i}) = c_f (\varphi(n)^r M(n)) ;
\]

(5.2)

Let us now give some conditions which are sufficient for condition (5.2) to hold, and so suffice for the proof of Theorem 1.

**Lemma 6:** Let \( f \in C^r \), \( M(n) = M(n, r) = \sum_{i=1}^{n} (E[X_i] + E[Z_i]) \). There hold:

i) If for the pseudo-moment

\[
v(X_i, Z_{n_i}) = c(n^{-1} \varphi(n)^r M(n)) \quad (n \to \infty)
\]

then

\[
\sum_{i=1}^{n} v(X_i, Z_{n_i}) = c(\varphi(n)^r M(n)).
\]

(5.4)

ii) There exists a constant \( N^{(j)}_j, 1 \leq j \leq r, \) such that

\[
\sum_{i=1}^{n} v(f^{(j)}(\varphi(n) R_{n_i} + u) X_{i}, f^{(j)}(\varphi(n) R_{n_i} + u) Z_{n_i}) \leq |N^{(j)}_j| \sum_{i=1}^{n} v(X_{i}, Z_{n_i}).
\]

iii) \( v(f^{(j)}(\varphi(n) R_{n_i} + u) X_i, f^{(j)}(\varphi(n) R_{n_i} + u) Z_{n_i}) = E[f^{(j)}(\varphi(n) R_{n_i} + u) \tau(X_i, Z_{n_i}; \mathcal{U}_{n_i})] \).

iv) There exists a constant \( N^{(j)}_j, 1 \leq j \leq r, \) with

\[
\sum_{i=1}^{n} E[\tau(f^{(j)}(\varphi(n) R_{n_i} + u) X_i, f^{(j)}(\varphi(n) R_{n_i} + u) Z_{n_i}; \mathcal{U}_{n_i})] \]

\[
\leq \sum_{r=1}^{n} |N^{(j)}_j| v(X_{i}, Z_{n_i}).
\]

v) If for the conditional pseudo-moment

\[
\tau(X_{i}, Z_{n_i}; \mathcal{U}_{n_i}) = c(n^{-1} \varphi(n)^r M(n)) \text{ a.s.} \quad (n \to \infty)
\]

then (recall condition (3.3i) of Theorem 1)

\[
\sum_{i=1}^{n} \tau(X_{i}, Z_{n_i}; \mathcal{U}_{n_i}) = c(\varphi(n)^r M(n)) \text{ a.s.}
\]

(5.6)

vi) If (5.5) holds, so does (5.3), and if (5.6) holds, so does (5.4).

**Proof:** i) We have

\[
\sum_{i=1}^{n} v(X_{i}, Z_{n_i}) = \sum_{i=1}^{n} c(n^{-1} \varphi(n)^r M(n)) = c(\varphi(n)^r M(n)).
\]
ii) Since \( f \in C^r \), \( f^{(r)}(x) \) is bounded by a constant \( N^{(r)} \), and there holds

\[
\sum_{i=1}^{n} v(f^{(i)}(\varphi(n) R_{ni} + u) X_i, f^{(i)}(\varphi(n) R_{ni} + u) Z_{ni}) \leq \sum_{i=1}^{n} v(N^{(i)} X_i, N^{(i)} Z_{ni}) \leq |N^{(i)}| \sum_{i=1}^{n} v(X_i, Z_{ni}).
\]

iii) There holds with Lemma 5ii) and (2.7) that

\[
v(f^{(i)}(\varphi(n) R_{ni} + u) X_i, f^{(i)}(\varphi(n) R_{ni} + u) Z_{ni}) = E[r(f^{(i)}(\varphi(n) R_{ni} + u) X_i, f^{(i)}(\varphi(n) R_{ni} + u) Z_{ni}; \mathcal{U}_{ni})]
\]

iv) follows as does ii); v) follows as i); vi) follows by Lemma 5ii) and (2.3).

Lemma 6 could obviously be formulated also for the \( V(n) \)-case; whereas Lemma 6 refers to Theorem 1, versions attached to Theorems 3 and 4 are also possible. So one can see that conditions (5.2), (5.4), (5.5) and (5.6) suffice for (5.2) or (5.1), and so one can formulate a weaker version of Theorem 1. The weakest alternative condition to (3.3) (or (5.1)) is condition (5.4), and will now be employed.

Theorem 6: Under the assumptions of Theorem 1 there holds, in case condition (3.3) is replaced by

\[
\sum_{i=1}^{n} v(X_i, Z_{ni}) = \begin{cases} \sigma \left( \frac{\varphi(n)^r}{(r-1)!} M(n) \right) & \text{or} \\ \sigma \left( \frac{\varphi(n)^r}{(r-1)!} V(n) \right) & \text{as } n \to \infty \end{cases}
\]

for each \( f \in C^r \) the estimate

\[
\sup_{u \in \mathbb{R}} |E[f(T_n + u)] - E[f(Z + u)]| = \begin{cases} \sigma_f \left( \frac{\varphi(n)^r}{(r-1)!} M(n) \right) & \text{or} \\ \sigma_f \left( \frac{\varphi(n)^r}{(r-1)!} V(n) \right) & \text{as } n \to \infty \end{cases}
\]

Proof: Checking the proof of Theorem 1, one just needs to re-examine the estimate of the first term of (3.5), namely (3.6). But it follows by Lemma 6ii) and condition (5.7) that (3.6) is of order \( \sigma_f \left( \frac{\varphi(n)^r}{(r-1)!} M(n) \right) \) uniformly for all \( u \in \mathbb{R} \), as desired. So the proof is complete.

Remark 5: 1. In the particular case of independent random variables \( X_i \), Theorem 6 coincides with Theorem 12 in [8] so that the former is a true generalization of our earlier results for the independent case. Pseudo-moment conditions are again of decisive importance. 2. As the proof of Theorem 6 reveals, all of the estimates derived in Sections 3 and 4 are valid not only for each individual \( u \in \mathbb{R} \) but uniformly in \( u \in \mathbb{R} \) provided condition (5.4) of Lemma 6 would be employed throughout. 3. SAZONOV and ULYANOV [33] established an \( O \)-estimate for the rate in the multidimensional central limit theorem for independent identically distributed random variables also in terms of pseudo-moments by using a Taylor expansion for functions \( f \in C^r(\mathbb{R}^d) \).

6. Probability metrics; comparisons with known results

The exploitation of pseudo-moments in the case of limit theorems in probability theory is part of the theory of probability metrics (see e.g. [17, 38]). In this section we will give a short survey in connection with different probability metrics.
Definition 5: The distance $\mu$ of two random variables $X, Y$, with $\mu: \mathcal{F}(\Omega, \mathcal{A}) \times \mathcal{F}(\Omega, \mathcal{A}) \to [0, \infty]$, is called a probability metric if

i) $P(X = Y) = 1$ implies $\mu(X, Y) = 0$,

ii) $\mu(X, Y) = \mu(Y, X)$,

iii) $\mu(X, Y) \leq \mu(X, Z) + \mu(Y, Z)$ for a random variable $Z \in \mathcal{F}(\Omega, \mathcal{A})$.

Lemma 7: In regard to the above definition one has:

a) The pseudo-moment $\nu$ is a probability metric.

b) The conditional pseudo-moment $\tau$ is a pseudo-probability metric, i.e., conditions ii) and iii) of Definition 5 are fulfilled, but condition i) holds only a.s.

Proof: Concerning part a), the proof is evident. Concerning b), we have:

i) $P(X = Y) = 1 \Rightarrow \tau(X, Y; \emptyset) = |\int x d(F_X \circ - F_Y \circ) (x)| = 0$ a.s. since $F_X \circ = F_Y \circ$ a.s.;

ii) evident, since $|\int x d(F_X \circ - F_Y \circ) (x)| = |\int x d(F_Y \circ - F_X \circ) (x)|$;

iii) $\tau(X, Y; \emptyset) = |\int x d(F_X \circ - F_Z \circ + F_Z \circ - F_Y \circ) (x)| \leq \tau(X, Y; \emptyset) + \tau(Y, Z; \emptyset)$.

In the following, we will establish two results to be compared with Theorem 6; they will be deduced by well-known results of other authors.

Definition 6: Let $X, Y \in \mathcal{F}(\Omega, \mathcal{A})$. The law of $X, L(X)$, is defined by

$L(X) = \{Y \in \mathcal{F}(\Omega, \mathcal{A}); P_X = P_Y\}$.

If $d$ is a classical metric, then $\gamma(X, Y; d) := \mathbb{E}[d(X, Y)]$ defines a probability metric; the so-called minimal metric with respect to $\gamma$ is defined by

$\hat{\gamma}(X, Y; d) = \inf \{\gamma(X, Y; d); L(X, Y) \in \mathcal{F}(\Omega, \mathcal{A}) \times \mathcal{F}(\Omega, \mathcal{A})\}$,

$L(X) = P_X$ and $L(Y) = P_Y$.

In the particular case $d(x, y) = |x - y|^s$, $s > 0$, $\gamma$ is called a Wasserstein metric, and is denoted by $W_s(P_X, P_Y)$. The metric $\xi$ is defined by

$\xi(X, Y; F) = \sup_{f \in F} \{|\int f(x) d(P_X - P_Y) (x)|\}$,

where $F$ is any function-class. A particular version of $\xi$ is given by

$\xi_s(X, Y) = \xi(X, Y; D_s)$,

where

$D_s = \left\{f \in C; \int f \in C \cap \text{Lip } s\right\}, 0 < s \leq 1$,

and $\text{Lip } \alpha := \{f \in C; |f(x) - f(y)| \leq |x - y|^\alpha\}$.

Under these notations, the Kantorovitch-Rubinstein-Dudley Theorem reads (see e.g. [37])

Theorem 7: For any measurable metric $d$ and any $X, Y \in \mathcal{F}(\Omega, \mathcal{A})$; there holds

$\hat{\gamma}(X, Y; d) = \xi(X, Y; G(d))$, where $G(d) = \{f \in C; |f(x) - f(y)| \leq d(x, y)\}$.

For the application of Theorem 7 to our results, another property of metrics is important.
Definition 7: A metric $\mu$ is called ideal of order $s > 0$ if for any random variables $X, Y, Z \in \mathcal{B}(\Omega, \mathcal{A})$ and any constant $c \in \mathbb{R}, c \neq 0$;

i) $\mu(X + Z, Y + Z) \leq \mu(X, Y),$

ii) $\mu(c \cdot X, c \cdot Y) \leq |c|^s \mu(X, Y),$

where $Z$ is independent of $X$ and $Y$.

In this respect there holds (see [36, Lemma 3]):

Lemma 8: For any $s > 0$, $\xi_s$ is an ideal metric of order $s$ in the maximal subset of $\mathcal{B}(\Omega, \mathcal{A})$ within which the values of $\xi_s$ are finite.

Since for the Kantorovitch-Rubinstein theorem the function class $G(d)$ is needed, and since the metric $\xi$ is ideal only for the particular function class $D_s, s > 0$, for our application our function class has to fulfil both conditions. This means that $D_s \cap G(d) = D_s, 0 < s \leq 1$. So our application of the Kantorovitch-Rubinstein theorem is only valid for the metric $\xi$ with $0 < s \leq 1$.

Theorem 8: Let $X, Y \in \mathcal{B}(\Omega, \mathcal{A})$ and $f \in D_s, 0 < s \leq 1$. Then

$$\sup_{u \in \mathbb{R}} \sup_{f \in D_s} \{|E[f(X + u)] - f(Y + u)|\} \leq E[|X - Y|^s].$$ (6.1)

Proof: One has by Lemma 8 and Theorem 7 that the left-hand side of (6.1) is estimated by

$$\sup_{f \in D_s} \sup_{u \in \mathbb{R}} \{|E[f(X + u)] - E[f(Y + u)]|\} \leq \sup_{f \in D_s} \{|E[f(X)] - E[f(Y)]|\}$$

$$= \xi_s(X, Y) = W_s(P_X, P_Y) \leq E[|X - Y|^s].$$

Observe that Theorem 8 is somewhat comparable to the $V(n)$-version of Theorem 6 with $X = T_n, Y = Z$. However, the function class $D_s = C \cap \text{Lip} s$ is larger than that in Theorem 6, namely $C$, $r \geq 2$; the large-$C$ order is replaced by little-$c$. In this respect see also a further concretization in Theorem 9. From another point of view there states a lemma of Zolotarev (see [36, Lemma 2]) that

$$\xi_s(X, Y) \leq \frac{\Gamma(1 + \alpha)}{\Gamma(1 + s)} B_s(X, Y) \quad (s > 0),$$ (6.2)

where

$$B_s(X, Y) := \{E[|X|^s] + E[|Y|^s]\}, s > 0, s = r + \alpha, r \in \mathbb{N}, \alpha \in (0, 1],$$

(6.2) being valid provided

i) $B_s(X, Y) < \infty$,

ii) $E[X^k] = E[Y^k], (1 \leq k \leq r).$ (6.3)

Theorem 9: Let $s > 0, s = r + \alpha, \alpha \in (0, 1], r \in \mathbb{N}$. For two sequences of independent random variables with $T_n = \sum_{i=1}^n \varphi(n) X_i$ and $Z = \sum_{i=1}^n \varphi(n) Z_{ni}$, for which the $X_i, Z_{ni}$ satisfy (6.3), one has for $f \in D_s$ (recall Definition 6),

$$\sup_{u \in \mathbb{R}} \{|E[f(T_n + u)] - E[f(Z + u)]|\} \leq \frac{\Gamma(1 + \alpha)}{\Gamma(1 + s)} |\varphi(n)|^s B_s(X_i, Z_{ni}).$$ (6.4)
Proof: It follows by Lemma 8, (6.2) and a further Theorem of Zolotarev [36, Theorem 2], namely \(\xi_{s}(T_{n}, Z) \leq |\varphi(n)|^{s} \sum_{i=1}^{n} \xi_{s}(X_{i}, Z_{n})\), that

\[
\sup_{u \in \mathbb{R}} \{|E[(f(T_{n} + u)) - E[f(Z + u)])| \leq \xi_{s}(T_{n}, Z) \leq |\varphi(n)|^{s} \sum_{i=1}^{n} \frac{f(1 + \alpha)}{f(1 + s)} B_{s}(X_{i}, Z_{n})
\]

Remark 6: If one would replace the pseudo-moment condition (5.2) by

\[
\sum_{i=1}^{n} E[X_{i}^{2} - Z_{ni}] = O\left(\frac{\varphi(n)^{r}}{(r - 1)!} M(n)\right),
\]

(6.5)
it could be shown (compare [12]) that for functions \(f\) from Lip\((r-1)\alpha\) := \(\{f \in C; f^{(r-1)} \in \text{Lip } \alpha\}, \alpha \in (0, 1]\), and for possibly dependent random variables \(X_{i}\) there holds

\[
\sup_{u \in \mathbb{R}} \{|E[(f(T_{n} + u)) - E[f(Z + u)])| = O \left(\left\{\frac{\varphi(n)^{r}}{2(r - 1)!} M(n)\right\}^{1 - \frac{s}{r}}\right). \quad (6.6)
\]

Comparing now (6.6) with the estimate in Theorem 9, the right-hand side of (6.4) in the particular case \(s = (r - 1) + 1\) would be equal to \(\sum_{i=1}^{n} B_{r-1}(X_{i}, Z_{n}) = M(n, r - 1)\), and the function classes in both results, namely \(D_{r}\) and Lip\((r-1)\alpha\) with \(\alpha = 1\), would also be equal; likewise are the orders, namely \(\varphi(n)^{r} M(n, r)^{1}\) (noting \(1 - (1 - \alpha)/r = 1\) there). However, the estimate in (6.6) is more general in the sense that it does not only hold for independent random variables \(X_{i}\) as in the case of Theorem 9 but also for possibly dependent ones. Further, the pseudo-moment condition (6.5) is much weaker than (6.3), namely \(E[X_{i}^{2}] = E[Z_{ni}]\). \(1 \leq j \leq r, 1 \leq i \leq N\).

Concludingly one can say that our results of Sections 3—5 generalize known results on the distance of random variables to the case of general limit theorems for dependent random variables.
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