Studies on Transonic Flow Problems by Nonlinear Variational Inequalities
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The transonic flow problem is handled as a variational inequality in a convex set which is given by a suitable entropy condition, by a bound for the gas velocity and by boundary conditions for the velocity potential. Using Katchanov's method and the compactness of the convex set this variational inequality is solved. Furthermore, a result on flows in the subsonic region is given.

1. Introduction

We consider an irrotational, steady and isentropic flow of a non-viscous, compressible fluid in a bounded, simply connected domain \( \Omega \subset \mathbb{R}^N \) \((N \geq 2)\). This flow can be described by the equation for the velocity potential \( u \) \((\mathbf{v} = \nabla u \) gas velocity\) in gas dynamics:

\[
\sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left( \varrho(|\nabla u|^2) \frac{\partial u}{\partial x_i} \right) = 0. \tag{1.1}
\]

Here pressure \( p \) and density \( \varrho \) are given by the relations \( p = p(\varrho) \) and \( \varrho = \varrho(|\nabla u|^2) \), respectively, and Bernoulli's law is used \([5: 10-11, 489]\). For a polytropic gas we have \( \frac{p}{p_0} = \left(\frac{\varrho}{\varrho_0}\right)^\gamma \), and hence

\[
\varrho = \varrho(|\nabla u|^2) = \varrho_0 \left(1 - \frac{|\nabla u|^2}{q_m}\right)^{\frac{1}{\gamma-1}} \tag{1.2}
\]

for

\[
|\nabla u|^2 < q_m := \frac{2\gamma}{\gamma - 1} \frac{p_0}{\varrho_0}. \tag{1.3}
\]
with constants \( \rho_0, \rho_0 > 0, \alpha > 1 \). It is well known that (1.1) is

elliptic for \( |\nabla u|^2 < q_c := \frac{x - 1}{x + 1} q_m \) (subsonic region),

hyperbolic for \( |\nabla u|^2 > q_c \) (supersonic region).

If we consider a transonic flow, then we have to take into account that there exist supersonic regions as well as subsonic ones in \( \Omega \) and the transitions between them are usually discontinuous. There shocks with jumps in \( \mathbf{v}, \rho, p \) occur where an entropy condition must be satisfied. In this paper we confine ourselves to the case that this condition can be formulated in the form

\[
- \int_{\Omega} \nabla u \cdot \nabla h \, dx \leq \int_{\Omega} M(x, u(x)) \, h \, dx \quad \text{for all } h \in (C_0^\infty(\Omega))_+,
\]

with \( (C_0^\infty(\Omega))_+ = \{ h \in C^\infty(\Omega) : \sup \{ h \in \Omega, h \geq 0 \} \} \).

This is a mathematical generalization of the fact that the entropy condition of the physical model in the one-dimensional case implies \( d^2u/dx^2 < +\infty \) [5: 380–385; 3: 213–214]. The condition (1.4) with \( M = M(x) \) was used by Glowinski [3] in numerical studies. Feistauer and Nečas denote it for \( M = \text{const} \) as "simplified form" [1]. A "natural form" of the entropy condition is given in [1] by

\[
\int_{\Omega} q'(|\nabla u|^2) |\nabla u|^2 \nabla h \cdot dx \leq M \int_{\Omega} h \, dx \quad \text{for all } h \in (C_0^\infty(\Omega))_+.
\]

First of all, Feistauer and Nečas proved existence and uniqueness results for weak solutions of (1.1) by Katchanov’s method [1]. This method known also as secant modulus method especially in elasticity [9] consists in the construction of a suitable functional whose minimization is equivalent to the solution of the boundary value problem considered. In the case of a transonic flow this functional is non-convex, without any compactness properties. Therefore in [1] it was necessary to assume a posteriori conditions for a minimizing sequence to ensure its convergence to a solution. These conditions were a convenient entropy condition ((1.4) with \( M = \text{const} \) or (1.5)) and some regularity assumptions (for example (1.3)).

In this paper we use the same ideas like in [1] but we minimize the functional over convex sets whose elements satisfy a priori (1.4) and (1.3). It is clear so we get solutions of variational inequalities which are generalizations of (1.1): We are using again Katchanov’s method represented for variational inequalities in [10]. The entropy condition (1.5) will not be considered in this paper because its left-hand side in non-convex in \( u \).

2. Formulation of the problem as a variational inequality

We assume that the boundary \( \partial \Omega \) of the (sufficiently large) domain \( \Omega \) is Lipschitz-continuous and has the representation \( \partial \Omega = S_1 \cup S_2 \cup \mathcal{S} \cup \mathcal{R} \) where \( S_1, S_2 \) and \( S \) are open subsets of \( \partial \Omega \) and \( \mu_{N-1}(\mathcal{R}) = 0, \mu_{N-1} \) the \( (N-1) \)-dimensional Lebesgue

1) Using the entropy conditions (1.5) or (1.4) with \( M = \text{const} \) the transonic flow problem is handled as a minimum problem by similar methods in [11].
measure on \( \partial \Omega \). Then typical boundary conditions for the potential \( u \) are the following ones:

**Case 1**: \( u = 0 \) on \( S_1 \),
\[
\phi(|\nabla u|^2) \frac{\partial u}{\partial n} = g \quad \text{on} \quad S \cup S_2.
\]

**Example**: If \( g = 0 \) on \( S \), \( g < 0 \) on \( S_2 \) and \( \Omega \) is like in Figure 1 then we get the situation corresponding to a channel flow with the inlet \( S_2 \) and the outlet \( S_1 \).

**Case 2**: \( \mu_{-1}(S_1) = 0 \),
\[
\phi(|\nabla u|^2) \frac{\partial u}{\partial n} = g \quad \text{on} \quad \partial \Omega, \quad \text{where} \quad \int g \, d\sigma = 0 \quad \text{is assumed.}
\]

As weak formulations of these boundary value problems we have: There is to find an \( u \in V \) such that
\[
\int_{\partial \Omega} \phi(|\nabla u|^2) \nabla u \cdot \nabla v \, dx = \int_{R} gv \, d\sigma \quad \text{for all} \quad v \in V,
\]
with
\[
V = \{ v \in W_{1,2}(\Omega) \mid v = 0 \quad \text{on} \quad \partial S_1 \quad \text{in trace sense},
\]
\[
R = S \cup S_2.
\]

in Case 1 and
\[
V = \left\{ v \in W_{1,2}(\Omega) \mid \int_{\partial \Omega} v \, d\sigma = 0 \right\},
\]
\[
R = \partial \Omega.
\]
in Case 2, respectively.

**Remark 2.1**: The conditions for \( v \) in the above definitions of \( V \) can be considered normalizations because the velocity potential is determined only up to a constant. In both cases \( V \) is a Hilbert space with norm \( ||v|| = \left( \int_{\partial \Omega} |\nabla v|^2 \, dx \right)^{1/2} \) and \( l_v(v) = \int_{R} gv \, d\sigma \) is a bounded linear functional on \( V \) (we write \( l_v \in V^* \) if \( g \in L^2(\Omega) \) is assumed.

Equation (2.1) is the Euler-Lagrange-equation for the variational problem
\[
F(v) := \frac{1}{2} \int_{\partial \Omega} \left( \int_{0}^{\phi(|\nabla v|^2)} dq \right) \, dx - \int_{R} gv \, d\sigma \rightarrow \min_{v \in V}.
\]

Now, we minimize \( F(v) \) over all \( v \in V \), which additionally satisfy the constraints (1.3) and (1.4), that means:
\[
F(v) \rightarrow \min_{v \in K}.
\]

\[29*\]
with
\[ K = K_{a,M} = \{ v \in V \mid v \text{satisfies (1.4), } |\nabla v| \leq a \text{ a.e. on } \Omega \}. \] (2.5)

\( K \) is a non-empty closed convex subset of \( V \) if the following assumptions for the function \( M : \Omega \times \mathbb{R} \to \mathbb{R} \) are fulfilled:

i) \( M_2(u) := M(x, u) \) is concave in \( u \) for a.a. \( x \in \Omega \).

ii) \( M_2(u) \) is continuous on \( \mathbb{R} \) for a.a. \( x \in \Omega \),

\[ M_4(x) := M(x, u) \text{ is measurable on } \Omega \text{ for all } u \in \mathbb{R} \]

(Carathéodory property).

iii) There are numbers \( B > 0, \beta \geq 1 \) and a function \( A \in L^2(\Omega) \) such that

\[ |M(x, u)| \leq A(x) + B|u|^{\beta/2} \text{ for a.a. } x \in \Omega \text{ and all } u \in \mathbb{R} \]

(growth condition).

iv) \( M(x, 0) \geq 0 \text{ a.e. on } \Omega \).

Remark 2.2: \( K \) is a bounded subset of \( V \cap W_1^\infty(\Omega) =: V^\infty \) and every \( v \in K \) is a.e. equal to a function from \( C^0(\overline{\Omega}) \) [8: 25–29]. From ii), iii), the continuity of the Némyckii operator

\[ \mathcal{M} : L^p(\Omega) \to L^q(\Omega), \]

\[ \mathcal{M}(v)(x) = M(x, v(x)) \]

follows [2: 53–54]. Condition iv) just ensures \( K \neq \emptyset, (0 \in K) \).

Remark 2.3: To exclude solutions without physical sense the relation \( a^2 < q_m \) is necessary. We will choose \( a^2 > q_e \) to admit indeed transonic flows. (The case \( a^2 < q_e \) will be briefly handled at the end of Chapter 4.) Furthermore we must take into account that the physical model of the irrotational, isentropic flow is only valid for stream fields with the Mach number \( m = |u|/c < 1.6 \) (\( c \)-local sound speed, \( c^2 = \partial p/\partial u \)). Here the so-called weak shocks occur only so that the changes in entropy and vorticity are negligible [1; 5: 377–380, 488–489].

If \( u \in K \) is a minimum point of the variational problem (2.4) then \( u \) satisfies for all \( v \in K \) the variational inequality

\[ DF(u, u - v) = \int_\Omega g(|\nabla u|^2) \nabla u \cdot \nabla (u - v) \, dx - \int_\Omega g(u - v) \, du \leq 0. \] (2.6)

It is easy to see that a solution \( u \in K \) of it also satisfying equation (2.1) if

\[ |\nabla u| \leq a' < a \text{ a.e. on } \Omega \]

and

\[ - \int_\Omega \nabla u \cdot \nabla h \, dx \leq \int_\Omega M'(x) h(x) \, dx \text{ for all } h \in \left(C_0^\infty(\Omega)\right)_+, \] (2.8)

with \( M'(x) \leq M(x, u(x)) - \varepsilon(A(x) + 1) \text{ a.e. on } \Omega, \varepsilon > 0 \).

3. Katchanov's method for variational inequalities

Now we are going to represent this method in the abstract formulation due to [10]. Let \( V \) be a Hilbert space with norm \( \| \cdot \| \) and \( F_1 : V \to \mathbb{R} \) a functional with the Gâteaux differential \( DF_1(u, \cdot) \) at every \( u \in V \). For each \( u \in V \) let us consider the bilinear form \( B(u; v, w) \), symmetric in \( v, w \in V \), with the following properties \( (u, v, w) \in V \);
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**c₁, c₂ constants):**

\[ |B(u; v, w)| \leq c₁ \|v\| \|w\|, \quad (3.1) \]

\[ B(u; v, v) \geq c₂ \|v\|^2 \quad (c₂ > 0), \quad (3.2) \]

\[ DF₁(u, v) = B(u; u, v), \quad (3.3) \]

\[ \frac{1}{2} \left( B(u; v, v) - B(u; u; u) \right) \geq F₁(v) - F₁(u). \quad (3.4) \]

Moreover, let \( K \) be a closed convex subset of \( V \) and \( l \in V^* \). For \( u \in K \) we denote by \( w = w(u) \in K \) the unique solution [4: 24] of the linear variational inequality

\[ B(u; w, w - v) \leq l(w - v) \quad \text{for all} \quad v \in K. \quad (3.5) \]

**Theorem 3.1:** For the functional \( \psi \),

\[ \psi(u) = F₁(u) - F₁(w(u)) - l(u - w(u)), \quad (3.6) \]

we have:

a) \( \psi(u) \geq \frac{c₂}{2} \|u - w(u)\|^2 \quad \text{for all} \quad u \in K, \)

b) \( \inf \{\psi(u) \mid u \in K\} = 0, \) and \( \{u_n\} \) defined by \( u_{n+1} = w(u_n) \in K, u_0 \in K \) arbitrary, is a minimizing sequence.

c) Each minimizing sequence \( \{u_n\} \subset K \) for \( \psi \) is bounded and \( \|u_n - w(u_n)\| \to 0. \)

d) If, for \( v, w \in K \) the functional \( B_v,w(v) = B(v; v, w) \) is equicontinuous, (that means: independent of \( v, w \)) on \( K \) then every limit point of a minimizing sequence from \( K \) for \( \psi \) is a solution of the problem to find an \( u \in K \) such that

\[ B(u; u, u - v) \leq l(u - v) \quad \text{for all} \quad v \in K. \quad (3.7) \]

**Proof:**

a) According to (3.2) we have

\[ c₂ \|u - w\|^2 \leq B(u; u, u - w, u - w) = B(u; u, u) + B(u; w, w - 2u). \quad (3.8) \]

For \( v \in V \) we introduce the notations

\[ F(v) = F₁(v) - l(v) \quad (3.9) \]

and

\[ \Pi_u(v) = F₁(u) + \frac{1}{2} B(u; v, v) - \frac{1}{2} B(u; u, u) - l(v). \]

Then (3.4) yields \( \Pi_u(v) \geq F(v) \). On the other hand we have

\[ \psi(u) = F(u) - F(w(u)) \]

\[ \geq F(u) - \Pi(w(u)) = l(w - u) - \frac{1}{2} B(u; w, w) + \frac{1}{2} B(u; u, u). \quad (3.10) \]

Hence, using (3.5) we obtain

\[ \psi(u) \geq B(u; w, w - u) - \frac{1}{2} B(u; w, w) + \frac{1}{2} B(u; u, u), \]

which together with (3.8) gives the assertion.
b) In the first step we prove that $F$ is coercive and bounded from below. From (3.4) with $v = 0$ and (3.2) it follows that

$$ F(u) \geq F_1(0) + \frac{1}{2} B(u; u, u) - l(u) \geq F_1(0) + \frac{c_2}{2} \|u\|^2 - \|\beta\| v \cdot \|u\|. $$

The inequality $2 \|\beta\| v \cdot \|u\| \leq \varepsilon^{-1} \|\beta\|^2 + \varepsilon \|u\|^2$, for all $\varepsilon > 0$, yields

$$ F(u) \geq F_1(0) + \frac{c_2}{4} \|u\|^2 - \frac{1}{c_2} \|\beta\|^2. $$

(3.11)

if we put $\varepsilon = c_2/2$. Let us consider the sequence $\{u_n\} \subseteq K$ defined above. From (3.10) and a) it follows that $\{F(u_n)\}$ is monotone decreasing, and hence, this sequence is convergent and $\psi(u_n) \to 0$.

c) There is a constant $\gamma > 0$ such that

$$ \|w(u)\| \leq \gamma \quad \text{for all } u \in K. $$

(3.12)

This follows from (3.2), (3.5) and (3.1). Indeed, if we fix $v_0 \in K$ then

$$ c_2 \|w(u)\|^2 \leq B(u; w, w) = B(u; w, w - v_0) + B(u; w, v_0) $$

$$ \leq l(w - v_0) + c_1 \|w\| \|v_0\| \leq \|\beta\| (\|w\| + \|v_0\|) + c_1 \|w\| \|v_0\| $$

$$ \leq \|\beta\| v \cdot \|v_0\| + \frac{1}{2c_2} (c_1 \|v_0\| + \|\beta\| v \cdot \|v_0\|)^2 + \frac{\varepsilon}{2} \|w\|^2 $$

for all $\varepsilon > 0$. The last inequality with a suitable $\varepsilon$ implies (3.12). If $\psi(u_n) \to \inf\{\psi(u) \mid u \in K\} = 0$, then a) yields $\|u_n - w(u_n)\| \to 0$. Hence, using (3.12) we have $\|u_n\| \leq \|u_n - w(u_n)\| + \|w(u_n)\| = 1 + \gamma$ for sufficient large $n$.

d) Let us consider a sequence $\{u_n\} \subseteq K$ with $\psi(u_n) \to 0$ and $u_n \to u$ in $V$ which implies $u \in K$. From a) it follows immediately.

$$ w_n := w(u_n) \to u. $$

(3.13)

To pass to the limit $n \to \infty$ in (3.5) with $u = u_n$ we observe

$$ |B(u_n; w_n, w_n - v) - B(u; u, u - v)| $$

$$ \leq |B(u_n; w_n, w_n - v) - B(u; w_n, w_n - v)| + |B(u; w_n - u, w_n - v)| $$

$$ + |B(u; u, w_n - u)|. $$

The first term on the right hand side of this inequality is less than $\varepsilon$ for $n \geq n_0(\varepsilon)$ because we have

$$ |B(u_n; \varphi, \chi) - B(u; \varphi, \chi)| < \varepsilon \quad \text{for all } \varphi, \chi \in K, n \geq n_0(\varepsilon) $$

in view of the assumption laid on $B$. From (3.1) and (3.13) it follows that the two other terms on the right hand side are converging to 0, too. Using $l(w_n - v) \to l(u - v)$ we obtain finally (3.7) \[ 1 \]

Corollary: If additionally the condition

$$ DF_1(v + h, h) - DF_1(v, h) \geq c_3 \|h\|^2 \quad \text{for all } v, v + h \in K $$

(3.14)

holds with a constant $c_3 > 0$ (independent of $v, h$) then the functional $F$ defined by (3.9) has a unique minimum over $K$. The sequence $\{u_n\}$ from part b) is converging to the minimum point $u \in K$. 
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Proof: From (3.11), (3.14) it follows that $F$ is coercive, bounded from below, weakly lower semi-continuous and strictly convex on $K$. Hence, the existence and uniqueness of a minimum point $u \in K$ for $F$ is easy to verify [2: 16-19]. Then $u$ is also the solution of (3.7). Using (3.14), (3.3) and (3.7) we obtain

$$c_u \|u_n - u\|^2 \leq DF_1(u_n; u_n - u) - DF_1(u; u - u)$$

$$= B(u; u_n, u_n - u) - B(u; u, u - u)$$

$$\leq B(u; u_n, u_n - u) + l(u - u_n).$$

Moreover, we have

$$B(u; u_n, u_n - u) + l(u - u_n)$$

$$= B(u; u_n - u_{n+1}, u_n - u + u_{n+1}) + B(u; u_{n+1}, u_{n+1} - u)$$

$$+ l(u_{n+1} - u_n) + l(u - u_{n+1})$$

$$\leq B(u_n; u_n - u_{n+1}, u_n - u +, u_{n+1}) + l(u_{n+1} - u_n)$$

by virtue of (3.5). From this and (3.1), (3.12) it follows that

$$c_u \|u_n - u\|^2 \leq (c_l \|u_n - u + u_{n+1}\| + ||l||_{l^*}) ||u_{n+1} - u_n||$$

$$\leq (c_l(||u|| + 2\gamma) + ||l||_{l^*}) ||u_{n+1} - u_n||$$

and $c$ yields the convergence $u_n \to u$.  

4. Application to transonic flow problems

Now, we will apply results of Chapter 3 to the variational inequality (2.6) with $K \subset V$ defined by (2.2) (or (2.3)) and (2.5). Here we put

$$F_1(v) = \frac{1}{2} \int \left( \int_\Omega \varphi(q) dq \right) dx,$$

$$l_v = l_v(v) = \int_K gv \, dv, \quad B(u; v, w) = \int_\Omega \varphi(|\nabla u|) \nabla v \cdot \nabla w \, dx.$$  

$q$ is a given function with the following properties:

i) $\varphi$ and $\varphi'$ are continuous in $[0, \infty)$,

ii) $0 < \varphi_{\infty} \leq \varphi(q) \leq \varphi_0 < \infty$,

iii) $-\varphi_1 \leq \varphi'(q) \leq 0$  

(4.2)

for all $q \in [0, \infty)$ with constants $\varphi_{\infty}, \varphi_0, \varphi_1$. It is easy to verify that then the assumptions (3.1)-(3.4) are satisfied. Here $\varphi'(q) \leq 0$ is the fundamental condition which yields the inequality (3.4) because of the concavity of the function [1: Example 3.16]

$$\Gamma(q) = \int_0^q \varphi(\sigma) \, d\sigma \quad (\Gamma''(q) = \varphi'(q) \leq 0).$$

Such a function $\varphi$ can be obtained in the following way: $\varphi(q)$ is defined by (1.2) for $q \in [0, a^2]$. For $q \in [a^2, \infty)$ we put $\varphi(q) = \text{const} =: \varphi_{\infty}$ with $0 < \varphi_{\infty} < \varphi(a^2)$. In the interval $[a^2, \varphi_{\infty}]$ the function $\varphi$ is extended suitable smooth and monotone decreasing [1] (cf. Figure 2). It is not necessary that $\varphi$ has the form (1.2) in $[0, a^2]$. Each other function which is continuous differentiable, positive and monotone decreasing in $[0, a^2]$ yields such a $\varphi$ with i) - iii) if we extend the function in an analogous way.

We can use Katchanov's method (3.5) as a linearization of problem (2.6) and we have the assertions a) - d) of Theorem 3.1. Here the assumption in part d) is satisfied.
because we obtain
\[
|B(u; v, w) - B(\bar{u}; v, w)| \leq \int_\Omega |\varrho((v-w)^2) - \varrho((\nabla v)^2)| |\nabla v| |\nabla w| \, dx
\]
\[
\leq \varrho_1 \int_\Omega |\nabla u|^2 - |\nabla \bar{u}|^2 |\nabla v| |\nabla w| \, dx
\]
\[
= \varrho_1 \int_\Omega |\nabla (u - \bar{u}) \nabla (u + \bar{u})| |\nabla v| |\nabla w| \, dx
\]
by virtue of the mean value theorem and the property iii) of \( \varrho \). Therefore, from the definition (2.5) of \( K \) it follows that
\[
|B(u; v, w) - B(\bar{u}; v, w)| \leq 2\varrho_1 a^3 (\mu_T(\Omega))^{1/2} \|u - \bar{u}\| \quad (u, \bar{u}, v, w \in K).
\]

The Corollary yields immediately a result for subsonic flow problems in \( \Omega \) without any entropy condition: If we choose \( a^2 < q_0 \) then \( K^0 = \{v \in V \mid |\nabla v| \leq a \text{ a.e. on } \Omega \} \) is again a non-empty closed convex subset of \( V \). On \( K^0 \) the condition (3.14) is satisfied. This follows from the inequality \( \varrho(q) + 2q\varrho'(q) > 0 \), for \( q \in [0, a^2] \) [1: Remark 3.28].

To obtain an existence result for transonic flow problems we will apply Theorem 3.1(d). For this we else need a compactness result for minimizing sequences from \( K \) for \( \psi \).

5. A compactness property

Using the same ideas as in [1: Chapter 4] we will prove a result which is really more than we need.

Theorem 5.1: For \( p > 2, \varrho \geq \varrho_0 \) let
\[
V^p = V \cap W_1^p(\Omega) \quad \text{and} \quad \|v\|_{V^p} = \left( \int_\Omega |\nabla v|^p \, dx \right)^{1/p}
\]
Then the subset \( \mathcal{K} = \mathcal{K}_{b,M} = \{v \in V^p \mid v \text{ satisfies (1.4)}, \|v\|_{V^p} \leq b \} \) is compact in \( V \).

Proof: a) Let us consider a sequence \( \{v_n\} \subset \mathcal{K} \). Then without loss of generality we can assume that
\[
v_n \rightharpoonup v \quad \text{in} \quad V \subset W_1^2(\Omega)^2 \quad (5.1)
\]
\( \rightharpoonup \) denotes the weak convergence in the corresponding space.
and \( v_n \to v \) in \( L^p(\Omega) \), if \( n \to \infty \). According to Remark 2.2 we obtain
\[
\mathcal{N}(v_n) \to \mathcal{N}(v) \quad \text{in} \quad L^2(\Omega). \tag{5.2}
\]
For the functionals \( G_n, G \in V^* \) defined by
\[
G_n(h) = \int_{\Omega} M(x, v_n(x)) h \, dx + \int_{\Omega} \nabla v_n \cdot \nabla h \, dx,
\]
\[
G(h) = \int_{\Omega} M(x, v(x)) h \, dx + \int_{\Omega} \nabla v \cdot \nabla h \, dx
\]
it follows that
\[
G_n \rightharpoonup G \quad \text{in} \quad V^* \quad \text{and in} \quad (W_0^1(\Omega))^*. \tag{5.4}
\]
Moreover, we have \( G_n(h) \geq 0 \) for \( h \in (C_0^\infty(\Omega))' \) by virtue of (1.4), so that the Theorem of Murat [7: Theorem 1] yields \( G_n \to G \) in \( (W_0^1(\Omega))^* \) for all \( q > 2 \). From (5.2) it follows that \( \mathcal{N}(v_n) \to \mathcal{N}(v) \) in \( (W_0^1(\Omega))^* \), and hence, \( H_n \to H \) in \( (W_0^1(\Omega))^* \), where
\[
H_n(h) := \int_{\Omega} \nabla v_n \cdot \nabla h \, dx \quad \text{and} \quad H(h) := \int_{\Omega} \nabla v \cdot \nabla h \, dx.
\]

b) We also have \( H_n \to H \) in \( (V^p)^* \). The proof of this assertion is contained in a part of the proof of Theorem 4.30 in [1]. There the Meyers' results from [6] are used. Our proof is fully the same one and we omit the details.4)

c) By virtue of the definitions of \( H_n, H \) it follows that
\[
|H_n(v_n) - H(v)| \leq |H_n - H| (v_n) + |H(v_n) - v|
\]
\[
\leq |H_n - H|_{(V^p)^*} \|v_n\|_{V^p} + \left| \int_{\Omega} \nabla v \nabla (v_n - v) \, dx \right|.
\]
Using b) and \( \|v_n\|_{V^p} \leq b \) (see the definition of \( \mathcal{K} \)) we obtain that the first term on the right hand side is converging to 0. Since (5.1) yields the same fact for the second term, we have \( \|v_n\|^2 = H_n(v_n) \to H(v) = \|v\|^2 \). Hence, using (5.1) again we obtain \( v_n \to v \) in \( V \), if \( n \to \infty \).

**Theorem 5.2** (Existence theorem for the variational inequality (2.6)): Each minimizing sequence from \( K \) for \( \psi \) (with the notations (2.2) (or (2.3)), (2.5), (3.6), (4.1)) has a limit point which is a solution of (2.6).

**Proof:** We have \( K = K_{a,M} \subset \mathcal{K}_{b,M} \) for a suitable \( b \). Therefore, Theorem 5.1 implies the compactness of a minimizing sequence \( \{v_n\} \subset K \) in \( V \) and Theorem 3.1/d) yields immediately the assertion.

**Remark 5.1:** The existence result is also a consequence of the fact that \( F = F_1 - l \) is a continuous functional on \( V \). Since \( K \) is closed and compact in \( V \) according to Theorem 5.1 it is easy to see that \( F \) has a minimum on \( K \) in \( u^{(0)} \in K \) which satisfies (2.6). But in this paper we were just representing an existence proof based on Katchanov's method because in this way we got additionally an approximation method for the solution of (2.6) by the linear variational inequalities (3.5). With the same arguments as for the minimum we obtain that \( F \) has a maximum on \( K \).

3) The condition \( p \geq \bar{p} \) can be weakened with the help of imbedding theorems for Sobolev spaces (see for example [8: 25-31]).

4) Cf. footnote 2.

6) Applying Lemma 2.1 in [11] to the functionals \( G_n, G \in (W_0^1(\Omega))^* \) defined above and using (5.2) we can also get the same result.
in \( \mathcal{U} \in K \) too. Hence, \( \mathcal{U} \) is a solution of the variational inequality

\[
\int_{\Omega} g(\nabla u^2) \nabla u \nabla (u - v) \, dz \geq \int_{\Omega} g(u - v) \, dv \quad \text{for all } v \in K. \tag{5.3}
\]

If \( \mathcal{U} \) satisfies (2.7), (2.8) then \( \mathcal{U} \) is also a solution of equation (2.1). However, it is not possible to solve (5.3) by Katchanov's method because the function \(-g\) does not satisfy the necessary assumptions (4.2).

Remark 5.2: It is clear, that we have also solutions of the variational problem (2.4) and of the variational inequality (2.6), respectively, if we use \( \mathcal{K} \) instead of \( K \) because \( \mathcal{K} \) is again a non-empty, closed, convex and compact subset of \( V \). But, in this case it is possible that solutions without physical sense (that means: they are not satisfying (1.3)) occur.
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