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Optimal Control Problem of
Positive Solutions to Second Order
Impulsive Differential Equations
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Abstract. In this paper, we consider optimal control problem of second order impul-
sive differential equations. We show the existence and uniqueness of positive solutions
to our problem for each given control functions. Also, we consider the control problem
of positive solutions to our equations. Then, we prove the existence of an optimal
control that minimizes the nonlinear cost functional. Moreover we give an example
of the main results.
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1. Introduction

In this paper, we consider the optimal control problem for the following second
order impulsive differential equations:

(P)





−x′′(t) = f(t, x(t)) + u(t), t ∈ (0, T ) \ {t1, t2, . . . , tm},
∆x|t=tk = Ik(x(tk)), k = 1, 2, . . . ,m,

∆x′|t=tk = Ik(x(tk)), k = 1, 2, . . . ,m,

x(0) = a,

x′(0) = b,

(1)
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where T > 0 is an arbitrary finite positive real number, f is a given function
in C[[0, T ] × R,R], u is a given function on [0, T ], 0 < t1 < t2 < . . . < tm < T ,
∆x|t=tk = x(t+k )−x(t−k ), ∆x′|t=tk = x′(t+k )−x′(t−k ), x(t

+
k ) and x′(t+k ) (x(t

−

k ) and
x′(t−k )) denote the right limit (left limit) of x(t) and x′(t) at t = tk, respectively.
Also, Ik and Ik are given functions in C[R,R], k = 1, 2, . . . ,m. Furthermore,
a > 0 and b ≥ 0 are given constants.

In this paper, we show the existence and uniqueness of positive solutions
to (P) by using a fixed point theorem of generalized concave operators. Also,
we consider the optimal control problem (OP) of (P) as follows:

Problem (OP). Find an optimal control u∗ ∈ UM such that

π(u∗) = inf
u∈UM

π(u).

Here, UM is a control space defined by

UM :=
{
u ∈ L2(0, T ) | −M 6 u(t) 6 0, ∀t ∈ [0, T ]

}
, (2)

where M is a fixed positive number. Also, π(u) is the cost functional defined
by

π(u) :=
1

2

∫ T

0

|(x− xd)(t)|2 dt+
1

2
|x(T )|2 + 1

2

∫ T

0

|u(t)|2 dt, (3)

where u ∈ UM is the control, a function x is a unique positive solution to the
state problem (P) with the source control term u, and xd is the given desired
target profiles in L2(0, T ).

It is well known that the study of concave operators and convex operators
has been discussed by many authors, since it provided important theoretical
foundation in the area of application [3, 5, 11,14,22]. In fact, Krasnoselskii [11]
introduced the definition of h-concave operators and showed that an increasing,
h-concave operator has at most one positive fixed point. Also, Guo [5] widened
the conditions and removed the hypotheses of continuation for operators, and
then extended the results of fixed points, eigenvectors for α-concave ((−α)-
convex) operators. The authors in [14] introduced the concept of locally u0-
concave operators and obtained some results about the existence and uniqueness
of the fixed points. In [24], the authors studied nonlinear operator equations
x = Ax+ x0, where A is a monotone generalized concave operator without the
compactness and continuity conditions.

Recently, the theory of nonlinear operators have been used extensively in
many fields, especially, in the solutions of differential equations. For the related
works, we refer to the series of paper by Guo (cf. [3–6]), [1,2,7,8,10,12,13,15,19,
23,25] etc. In particular, second-order impulsive differential equations have been
studied with much of the attention given to positive solutions (cf. [6,9,26]). For
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instance, Zhai, Yang and Zhang [24] showed existence and uniqueness results of
second order differential equations by using a fixed point theorem generalized
concave operators.

Also, there is a vast literature on optimal problems to impulsive differential
equations. For instance, we refer to [16–18, 20, 21]. But, there is no result
of optimal control problem of positive solutions to the impulsive differential
equations.

This present paper aims to focus on the positive solutions to (P), and then,
to consider the optimal control problem (OP) for (P). The main novelties found
in this paper are the following:

(i) to prove the existence and uniqueness of positive solutions to (P) for each
given control functions;

(ii) to show the existence of an optimal control to (OP).

The plan of this paper is as follows. In Section 2, we briefly recall the
fundamentals of a fixed point theorem of generalized concave operators. In
Section 3, the main theorems, denoted by Theorems 3.2 and 3.3 are to be
stated. In Section 4, we prove Theorem 3.2 concerned with the existence and
uniqueness of positive solutions to (P). In Section 5, we consider the control
problem (OP). Then, we prove Theorem 3.3 concerned with the existence of
an optimal control to (OP). In final Section 6, we give an example of the main
results.

Notations and basic assumptions. Firstly, we mention the notations that
are used throughout this paper.

Let J := [0, T ] and let the set D := {t1, t2, . . . , tm} be a partition on (0, T )
such that 0 < t1 < t2 < · · · < tm < T . For the sake of convenience, we put
J0 := [0, t1], J1 := (t1, t2], . . ., Jm−1 := (tm−1, tm], Jm := (tm, T ] and J ′ := J \D.

We define

PC[J,R] := {x | x : J → R, x(t) is continuous at t 6= tk and

left continuous at t = tk, x(t
+
k ) exists, k = 1, 2, . . . ,m}.

Then, we easily see that PC[J,R] is a Banach space with the norm
|x|PC := supt∈J |x(t)|. Also, we see that

PC1[J,R] := {x ∈ PC[J,R] | x′(t) is continuous at t 6= tk and

left continuous at t = tk, x
′(t+k ) exists, k = 1, 2, . . . ,m}

is a Banach space with the norm |x|PC1 := |x|PC + |x′|PC .
We putH := L2(J) with the usual real Hilbert structure, and denote by |·|H

the norm in H, for simplicity.
Next, let us give some assumptions on data. Throughout this paper, we

assume the following conditions (H1)–(H5).
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(H1) f ∈ C[J × R,R] such that f(t, 0) 6 0 and f(t, 1
2
) < 0 for all t ∈ J . Also,

f(t, x) is decreasing in x ∈ [0,∞) for each t ∈ J .

(H2) Ik ∈ C[R,R] and Ik ∈ C[R,R] such that Ik(0) > 0 and Ik(0) > 0 for
k = 1, 2, . . . ,m. Also, Ik(x) and Ik(x) are increasing in x ∈ [0,∞) for
k = 1, 2, . . . ,m.

(H3) For all λ ∈ (0, 1) and x > 0, there exist α1(λ), α2(λ), α3(λ) ∈ (λ, 1] such
that

f(t, λx) 6 α1(λ)f(t, x), Ik(λx) > α2(λ)Ik(x), Ik(λx) > α3(λ)Ik(x)

for k = 1, 2, . . . ,m.

(H4) There is a constant Cf > 0 such that

|f(t, x)− f(t, y)| 6 Cf |x− y| for all t ∈ J and x, y ∈ [0,∞).

Also, for each k = 1, 2, . . . ,m, there exist positive constants Ck > 0 and
Ck > 0 such that

|Ik(x)− Ik(y)| 6 Ck|x− y|,
∣∣Ik(x)− Ik(y)

∣∣ 6 Ck|x− y|
for all x, y ∈ [0,∞).

(H5) xd is the given desired target profile in L2(J).

Finally, throughout this paper, Ni and N ′
i , i = 1, 2, 3, . . ., denote positive

(or nonnegative) constants depending only on its argument(s).

2. Preliminary

In this section, we recall the fundamentals of a fixed point theorem of generalized
concave operators.

Throughout this section, let E be a real Banach space with the norm | · |E
which is partially ordered by a cone P ⊂ E, i.e., x 6 y if and only if y− x ∈ P .
By θ we denote the zero element of E. Recall that a non-empty closed convex
set P ⊂ E is called a cone if it satisfies (i) x ∈ P , λ > 0 ⇒ λx ∈ P ; (ii) x ∈ P ,
−x ∈ P ⇒ x = θ. Moreover, P is called normal if there exists a constant
N0 > 0 such that, for all x, y ∈ E, θ 6 x 6 y implies |x|E 6 N0|y|E; in this
case N0 is called the normality constant of P .

We say that an operator A : E → E is increasing (resp. decreasing) if x 6 y

implies Ax 6 Ay (resp. Ax > Ay).
For all x, y ∈ E, the notation x ∼ y means that there exist λ > 0 and µ > 0

such that λx 6 y 6 µx. Clearly, ∼ is an equivalence relation. Given h > θ (i.e.,
h > θ and h 6= θ), we denote by Ph the set Ph := {x ∈ E ; x ∼ h}. Clearly,
Ph ⊂ P is convex and λPh = Ph for all λ > 0. For other detailed properties of
cones, we refer to the monograph by Guo and Lakshmikantham [7].

Here, we recall the following fixed point theorem of generalized concave
operators which is established by Zhai, Yang and Zhang [24].
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Proposition 2.1 ([24, Theorem 2.1 and Lemma 2.1]). Let h > θ and P be a

normal cone. Assume that:

(D1) An operator A : P → P is increasing and Ah ∈ Ph.

(D2) For any x ∈ P and λ ∈ (0, 1), there exists α(λ) ∈ (λ, 1] with respect to λ

such that A(λx) > α(λ)Ax.

Then:

(i) There are u0, v0 ∈ Ph and r ∈ (0, 1) such that rv0 6 u0 < v0 and u0 6

Au0 6 Av0 6 v0.

(ii) An operator equation x = Ax has a unique solution in Ph.

Remark 2.2. We say that an operator A is generalized concave if A satisfies
condition (D2) in Proposition 2.1.

Remark 2.3. Under more general assumptions, Zhai, Yang and Zhang [24]
established the theory of a fixed point theorem, which improve and generalize
relevant results in [5, 7, 13] of generalized concave operators. For the detailed
statements, we refer to [24].

3. Main results

In this section, we state the main results of this paper. We begin by defining
the notion of solutions for (P).

Definition 3.1. Let u ∈ H, T > 0, a > 0 and b > 0. Then, a function
x ∈ PC1[J,R]∩C2[J ′,R] is called a solution to (P), or (P;u, a, b) when the data
u, a and b are specified, on J if it satisfies (1).

Now, we mention our first main theorem in this paper, which is concerned
with the existence-uniqueness of positive solutions to (P).

Theorem 3.2. Assume the conditions (H1)–(H4). Let M be a fixed positive

constant, and let UM be the control space defined in (2). Then, for each positive

constants T > 0, a > 0, b > 0 and the control function u ∈ UM , there exists a

unique positive solution to (P;u, a, b) on J .

In next Section 4, we give the proof of Theorem 3.2 by the similar arguments
as in Zhai, Yang and Zhang [24], namely by using a fixed point theorem of
generalized concave operators. Next, let us mention the second main result in
this paper, which is concerned with the existence of an optimal control to (OP).

Theorem 3.3. Assume (H1)–(H5). Let T > 0, a > 0 and b ≥ 0. Then, the

problem (OP) has at least one optimal control u∗ ∈ UM such that

π(u∗) = inf
u∈UM

π(u).

Here, UM is a control space defined by (2), and π(·) is the cost functional defined
in (3).
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In Section 5, we prove Theorem 3.3 by using the result of the well-posedness
for (P).

Remark 3.4. Unfortunately, Theorem 3.3 do not cover the uniqueness of op-
timal controls, because of the nonlinearities of f , Ik and Ik. So, the uniqueness
question of optimal controls to (OP) is still open.

4. Solvability of (P)

In this section, we give the proof of Theorem 3.2 by applying a fixed point
theorem (Proposition 2.1) of generalized concave operators. To do so, we give
the key lemma, which is concerned with the characterization of solutions to (P).

Lemma 4.1 ([6, Lemma 1a]). Let f ∈ C[J × R,R] and u ∈ H. Then, x ∈
PC1[J,R]

⋂
C2[J ′,R] is a solution to (P;u, a, b) on J if and only if x ∈ PC1[J,R]

is a solution to the following integral equation:

x(t) = a+ bt−
∫ t

0

(t− s)f(s, x(s)) ds−
∫ t

0

(t− s)u(s) ds

+
∑

0<tk<t

Ik(x(tk)) +
∑

0<tk<t

(t−tk)Ik(x(tk)), ∀t ∈ J.
(4)

By Lemma 4.1, we can show the solvability of (P). In fact, we define an
operator A : PC[J,R] → PC[J,R] by

Ax(t) := a+ bt−
∫ t

0

(t− s)f(s, x(s)) ds−
∫ t

0

(t− s)u(s) ds

+
∑

0<tk<t

Ik(x(tk)) +
∑

0<tk<t

(t−tk)Ik(x(tk)), ∀t ∈ J, ∀x ∈ PC[J,R].
(5)

Then, we easily see that the following lemma holds.

Lemma 4.2. Let f ∈ C[J×R,R] and u ∈ H. Then, x ∈ PC1[J,R]
⋂

C2[J ′,R]
is a solution to (P;u, a, b) on J if and only if x ∈ PC1[J,R] is a fixed point of

the operator A, where A : PC[J,R] → PC[J,R] is the operator defined by (5).

Taking account of Proposition 2.1 and Lemmas 4.1–4.2, we can show The-
orem 3.2 concerning the existence-uniqueness of positive solutions to (P).

Proof of Theorem 3.2. We prove this theorem by the arguments similar to those
in [24, Section 3]. More precisely, we apply a fixed point theorem of generalized
concave operators. To do so, set

P̃ := {x ∈ PC[J,R] | x(t) > 0, t ∈ J}.
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Clearly, P̃ is a normal cone in PC[J,R] and the normality constant is 1.

Also, let A : PC[J,R] → PC[J,R] is the operator defined by (5). Then, we

first show that A : P̃ → P̃ is increasing, generalized concave, since the positive

solution of (P; u, a, b) on J is a fixed point of A : P̃ → P̃ (cf. Lemmas 4.1

and 4.2).

In order to show a fixed point of A : P̃ → P̃ , let us check the conditions
(D1) and (D2) in Proposition 2.1.

Now, we show that an operator A : P̃ → P̃ is increasing. Note from (H1),

(H2) and u ∈ UM that if x ∈ P̃ , then:

f(t, x(t)) 6 f(t, 0) 6 0, Ik(x(tk)) > Ik(0) > 0,

Ik(x(tk)) > Ik(0) > 0, u(t) 6 0

for all t ∈ J and k = 1, 2, . . . ,m. Also, note that initial data a > 0 and

b > 0 are non-negative. Therefore, we see from (5) that Ax > 0 for any x ∈ P̃ .

Moreover, by the similar proof of Lemma 4.1, we have Ax ∈ PC[J,R]. Hence,

we see that A is the self-mapping on P̃ . Clearly, we see from (5), (H1) and (H2)

that A : P̃ → P̃ is increasing.
Next, we show (D2), namely, we prove that A : P̃ → P̃ is generalized

concave. Put

α(λ) := min {α1(λ), α2(λ), α3(λ)} , λ ∈ (0, 1).

Then, we see from (H3) that α(λ) ∈ (λ, 1]. Therefore, for any x ∈ P̃ and
λ ∈ (0, 1), we see from (5) and (H3) that

A(λx)(t) = a+ bt−
∫ t

0

(t− s)f(s, λx(s)) ds−
∫ t

0

(t− s)u(s) ds

+
∑

0<tk<t

Ik(λx(tk)) +
∑

0<tk<t

(t− tk)Ik(λx(tk))

> a+ bt+ α1(λ)

[
−
∫ t

0

(t− s)f(s, x(s)) ds

]
−
∫ t

0

(t− s)u(s) ds

+ α2(λ)
∑

0<tk<t

Ik(x(tk)) + α3(λ)
∑

0<tk<t

(t− tk)Ik(x(tk))

> α(λ)

{
a+ bt−

∫ t

0

(t− s)f(s, x(s)) ds−
∫ t

0

(t− s)u(s) ds

+
∑

0<tk<t

Ik(x(tk)) +
∑

0<tk<t

(t− tk)Ik(x(tk))

}

= α(λ)Ax(t), ∀t ∈ J,
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which implies that A(λx) > α(λ)Ax, for all x ∈ P̃ and all λ ∈ (0, 1). Thus, the
condition (D2) holds.

Here, we define a function h by

h(t) :=
1

2
+

∫ t

0

(t− s) ds =
1

2
+

t2

2
, ∀t ∈ J. (6)

Then, we easily see from (6) that 1
2
6 h(t) 6 1

2
+ T 2

2
, for all t ∈ J.

Now, we show Ah ∈ P̃h. To do so, we set

r1 := min
t∈[0,T ]

[
−f

(
t,
1

2

)]
, r2 := max

t∈[0,T ]

[
−f

(
t,
1

2
+

T 2

2

)]
.

Also, we put r3 := min{2a, r1}. Then, from (H1) and a > 0, we observe r2 >

r1 > r3 > 0. Further, from (H1), (H2), a > 0, b > 0 and u ∈ UM , it follows that

Ah(t) = a+ bt−
∫ t

0

(t− s)f(s, h(s)) ds−
∫ t

0

(t− s)u(s) ds

+
∑

0<tk<t

Ik(h(tk)) +
∑

0<tk<t

(t− tk)Ik(h(tk))

> a−
∫ t

0

(t− s)f

(
s,
1

2

)
ds

> a+ r1

∫ 1

0

(t− s) ds

> min{2a, r1}h(t)
= r3h(t), ∀t ∈ J.

Also, for any t ∈ J , we have :

Ah(t) = a+ bt−
∫ t

0

(t− s)f(s, h(s)) ds−
∫ t

0

(t− s)u(s) ds

+
∑

0<tk<t

Ik(h(tk)) +
∑

0<tk<t

(t− tk)Ik(h(tk))

6 a+ bT −
∫ t

0

(t− s)f

(
s,
1

2
+

T 2

2

)
ds+M

∫ t

0

(t− s) ds

+
m∑

k=1

Ik

(
1

2
+

T 2

2

)
+

m∑

k=1

Ik

(
1

2
+

T 2

2

)

6 2

[
a+ bT + r2 +M +

m∑

k=1

Ik

(
1

2
+

T 2

2

)
+

m∑

k=1

Ik

(
1

2
+

T 2

2

)]
h(t),

Thus, we observe that

r3h 6 Ah 6 2

[
a+ bT + r2 +M +

m∑

k=1

Ik

(
1

2
+

T 2

2

)
+

m∑

k=1

Ik

(
1

2
+

T 2

2

)]
h,
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which implies that Ah ∈ P̃h.
By the arguments as above, we see that the operator A : P̃ → P̃ defined

by (5) satisfies the conditions (D1) and (D2) in Proposition 2.1. Therefore, by
applying Proposition 2.1, we conclude that an operator equation x = Ax has
a unique solution in P̃h, hence, that there exists a unique positive solution to
(P;u, a, b) on J , where h is the function defined by (6).

5. Optimal control problem (OP)

In this section, we prove Theorem 3.3, which is concerned with the existence
of an optimal control to (OP). Throughout this section, we assume all the
conditions of Theorem 3.3.

At first, we give the key lemma in order to show the result of continuous
dependence of positive solutions to (P).

Lemma 5.1. Let {un} ⊂ H, and let Q : H → C[J,R] be an operator given by

(Qz)(t) :=

∫ t

0

(t− s)z(s) ds, ∀z ∈ H, ∀t ∈ J. (7)

Assume that un → u weakly in H as n → ∞ for some u ∈ H. Then

Qun → Qu in C[J,R] as n → ∞.

Proof. Since un → u weakly in H as n → ∞, we easily see that

Qun(t) =

∫ t

0

(t− s)un(s) ds →
∫ t

0

(t− s)u(s) ds = Qu(t) as n → ∞, ∀t ∈ J.

Also, we observe from Hölder’s inequality that:

|(Qun)(t)− (Qun)(τ)| =
∣∣∣∣
∫ t

τ

(t− s)un(s) ds+

∫ τ

0

(t− τ)un(s) ds

∣∣∣∣

6 2
√
T |t− τ ||un|H , for any τ, t ∈ J with τ 6 t,

which implies that {Qun} ⊂ C[J,R] is equicontinuous since un → u weakly
in H as n → ∞. Thus, we infer from Ascoli-Arzela’s theorem that Lemma 5.1
holds.

Taking account of Lemma 5.1, we can show the following proposition con-
cerning the result of continuous dependence of positive solutions to (P).

Proposition 5.2. Assume the same conditions as in Theorem 3.3. Let

{un} ⊂ UM and u ∈ UM . Assume un → u weakly in H as n → ∞. Then, the

unique positive solution xn of (P; un, a, b) on J converges to one x of (P; u, a, b)
on J in the sense that

xn → x in PC[J,R] as n → ∞. (8)
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Proof. Note from Lemma 4.1 (cf. (4)) that xn is a solution of (P; un, a, b) on J

if and only if

xn(t) = a+ bt−
∫ t

0

(t− s)f(s, xn(s)) ds−
∫ t

0

(t− s)un(s) ds

+
∑

0<tk<t

Ik(xn(tk)) +
∑

0<tk<t

(t− tk)Ik(xn(tk)), ∀t ∈ J.

Now, let t ∈ J0 = [0, t1] ⊂ J . Then, we obtain from (H4) that:

|xn(t)− x(t)| 6
∣∣∣∣
∫ t

0

(t− s)f(s, xn(s)) ds−
∫ t

0

(t− s)f(s, x(s)) ds

∣∣∣∣

+

∣∣∣∣
∫ t

0

(t− s)un(s) ds−
∫ t

0

(t− s)u(s) ds

∣∣∣∣

6 TCf

∫ t

0

|xn(s)− x(s)| ds+ |(Qun)(t)− (Qu)(t)|

6 TCf

∫ t

0

|xn(s)− x(s)| ds+ |Qun −Qu|C[J,R] , ∀t ∈ J0

(9)

for all n = 1, 2, . . ., where Q is a function defined in (7).

Applying a Gronwall-type inequality (e.g., [10, Proposition 0.4.1]) to (9),
we obtain

∫ t

0

|xn(s)− x(s)| ds 6 TeT
2Cf |Qun −Qu|C[J,R] , ∀t ∈ J0 (10)

for all n = 1, 2, . . .. Therefore, it follows from (9) and (10) that

|xn(t)− x(t)| 6 T 2Cfe
T 2Cf |Qun −Qu|C[J,R] + |Qun −Qu|C[J,R]

≡ N1 |Qun −Qu|C[J,R] , ∀t ∈ J0 = [0, t1], ∀n = 1, 2, . . .
(11)

By (11) and the assumption (H4), we also have

|xn(t
+
1 )− x(t+1 )| = |xn(t1) + I1(xn(t1))− x(t1)− I1(x(t1))|

6 |xn(t1)− x(t1)|+ |I1(xn(t1))− I1(x(t1))|
6 (1 + C1)|xn(t1)− x(t1)|
6 (1 + C1)N1 |Qun −Qu|C[J,R]

≡ N ′

1 |Qun −Qu|C[J,R] ∀n = 1, 2, . . . .

(12)

Next, we consider the time interval J1 = (t1, t2]. Then, we see from (11)
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and (H4) that:

|xn(t)− x(t)| 6
∣∣∣∣
∫ t

0

(t− s)f(s, xn(s)) ds−
∫ t

0

(t− s)f(s, x(s)) ds

∣∣∣∣

+

∣∣∣∣
∫ t

0

(t− s)un(s) ds−
∫ t

0

(t− s)u(s) ds

∣∣∣∣

+ |I1(xn(t1))− I1(x(t1))|+
∣∣(t− t1)(I1(xn(t1))− I1(x(t1)))

∣∣

6 TCf

∫ t

0

|xn(s)− x(s)| ds+ |(Qun)(t)− (Qu)(t)|

+ C1|xn(t1)− x(t1)|+ TC1|xn(t1)− x(t1)|

6 TCf

∫ t

0

|xn(s)− x(s)| ds

+ (1 + C1N1 + TC1N1) |Qun −Qu|C[J,R]

for any t ∈ J1 and n = 1, 2, . . .. By the same argument as before (cf. (10)–(11)),
we can take some constant N2 > 0 so that

|xn(t)− x(t)| 6 N2 |Qun −Qu|C[J,R] , ∀t ∈ J1 = (t1, t2], ∀n = 1, 2, . . . . (13)

Also, from (H4) and (13), we obtain that

|xn(t
+
2 )− x(t+2 )| 6 |xn(t2)− x(t2)|+ |I2(xn(t2))− I2(x(t2))|

6 (1 + C2)|xn(t2)− x(t2)|
6 N ′

2 |Qun −Qu|C[J,R] , ∀n = 1, 2, . . .

(14)

for some positive constant N ′
2 > 0. By repeating this procedure, we can take

positive constants Nk > 0 and N ′

k > 0 such that

|xn(t)− x(t)| ≤ Nk |Qun −Qu|C[J,R] , ∀t ∈ Jk−1, k = 1, 2, . . . ,m+ 1, (15)

|xn(t
+
k )− x(t+k )| ≤ N ′

k |Qun −Qu|C[J,R] , k = 1, 2, . . . ,m (16)

for all n = 1, 2, . . ..
Here, put N := max{N1, N

′
1, N2, N

′
2, . . . , Nm, N

′
m, Nm+1}. Then, we infer

from (15) and (16) that

|xn − x|PC ≤ N |Qun −Qu|C[J,R] , ∀n = 1, 2, . . . . (17)

Since un → u weakly in H as n → ∞, we observe from Lemma 5.1 that

Qun → Qu in C[J,R] as n → ∞. (18)

Hence, we see from (17) and (18) that xn → x in PC[J,R] as n → ∞. Thus,
the proof of Proposition 5.2 has been completed.
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Now, we prove our main Theorem 3.3 in this paper, which is concerned with
the existence of an optimal control to (OP).

Proof of Theorem 3.3. By the quite standard method, we can prove this theo-
rem. In fact, let {un} ⊂ UM be a minimizing sequence so that

lim
n→∞

π(un) = inf
u∈UM

π(u).

By the definition (3) of π(·), we see that {un} is bounded in H. Hence, there is
a subsequence {nk} ⊂ {n} and a function u∗ ∈ UM such that nk → ∞ and

unk
→ u∗ weakly in H as k → ∞. (19)

For any k ∈ N, let xnk
be a unique positive solution to (P; unk

, a, b) on J .
Then, from (19) and Proposition 5.2, we observe that

xnk
→ x in PC[J,R] as k → ∞, (20)

where x is a unique positive solution to (P; u, a, b) on J .
Hence, it follows from (19), (20) and the weak lower semicontinuity of H-

norm that
π(u∗) 6 lim

k→∞

π(unk
) = inf

u∈UM

π(u),

which implies that u∗ ∈ UM is an optimal control to (OP).

6. A simple example

In this final section, we give an example of the main results.

Example. Consider the following Cauchy problem of second order impulsive
differential equation:





−x′′(t) = −
√
tx+ 4 + u(t), t ∈ (0, 1), t 6= 1

2
,

∆x|t= 1

2

= x

(
1

2

)
,

∆x′|t= 1

2

= 2x

(
1

2

)
,

x(0) = 1,

x′(0) = 0.

(21)

Then, Cauchy Problem (21) can be regarded as the form (P; u, 1, 0) with
J = [0, 1], t1 = 1

2
, f(t, x) = −

√
tx+ 4, I1(x) = x, I1(x) = 2x, a = 1 and

b = 0.
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In addition, let α1(λ) =
√
λ, α2(λ) = α3(λ) = λ, Cf = 1

4
, C1 = 1, C1 = 2.

Then, we easily see that (H1)–(H5) hold. Hence, we can apply Theorem 3.2
to (21). Namely, we can get a unique positive solution to (21). Also, by applying
Theorem 3.3, we see that Problem (OP) for (21) has at least one optimal control
for each desired target profile xd in L2(J).
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[12] Lakshmikantham, V., Băınov, D. D. and Simeonov, P. S., Theory of Impulsive

Differential Equations. Ser. Modern Appl. Math. 6. Teaneck: World Scientific
1989.

[13] Li, F., Existence and uniqueness of positive solutions to a class of nonlinear
equations, (in Chinese). Acta Math. Appl. Sinica 20 (1997), 609 – 615.



250 L. Zhang et al.

[14] Liang, Z., Lian, X. and Zhang, M., A class of concave operators with applica-
tions. Nonlin. Anal. 68 (2008), 2507 – 2515.

[15] Liang, Z., Zhang, L. and Li, S., Fixed point theorems for a class of mixed
monotone operators. Z. Anal. Anwend. 22 (2003), 529 – 542.

[16] Peng, Y., Second-order nonlinear impulsive integro-differential equations of
mixed type and optimal controls in fractional power spaces. Abstr. Appl. Anal.
2010, Art. ID 213503, e1-e16.

[17] Peng, Y., Xiang, X. andWei, W., Necessary conditions of optimality for second-
order nonlinear impulsive differential equations. Adv. Difference Equ. 2007,
Art. ID 40160, e1-e17.

[18] Sattayatham, P., Strongly nonlinear impulsive evolution equations and optimal
control. Nonlinear Anal. 57 (2004), 1005 – 1020.

[19] Wang, W., Zhang, L, and Liang, Z., Initial value problems for nonlinear impul-
sive integro-differential equations in Banach space. J. Math. Anal. Appl. 320
(2006), 510 – 527.

[20] Xiang, X., Peng, Y. and Wei, W., A general class of nonlinear impulsive integral
differential equations and optimal controls on Banach spaces. Discrete Contin.

Dyn. Syst. 2005, suppl., 911 – 919.

[21] Xiang, X., Wei, W. and Jiang, Y., Strongly nonlinear impulsive system and
necessary conditions of optimality. Dyn. Contin. Discrete Impuls. Syst. Ser. A

Math. Anal. 12 (2005), 811 – 824.

[22] Zhai, C. and Guo, C., On α-convex operators. J. Math. Anal. Appl. 316 (2006),
556 – 565.

[23] Zhai, C., Yang, C. and Guo, C., Positive solutions of operator equations
on ordered Banach spaces and applications. Comput. Math. Appl. 56 (2008),
3150 – 3156.

[24] Zhai, C., Yang, C. and Zhang, X., Positive solutions for nonlinear operator
equations and several classes of applications. Math. Z. 266 (2010), 43 – 63.

[25] Zhang, L. and Wang, W., The existence of solutions for nonlinear impulsive
evolution equations. Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal.

13A (2006), Part 2, suppl., 593 – 600.

[26] Zhang, X., Existence of positive solution for second-order nonlinear impulsive
singular differential equations of mixed type in Banach spaces. Nonlin. Anal.
70 (2009), 1620 – 1628.

Received May 13, 2011; revised November 3, 2011


