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A. Böttcher

With the one-dimensional Toeplitz operator $T(a)$ defined by

$$\langle T(a) \varphi \rangle_i = \sum_{j=0}^{\infty} a_{i-j} \varphi_j \quad (i \geq 0)$$

on the space $l^p(1 < p < \infty)$ we associate the function $a(t) = \sum_{j=0}^{\infty} a_j t^j$ ($|t| = 1$) and refer to $a$ as the symbol of $T(a)$. Besides the question of Fredholmness and invertibility, the finite section method, as a very natural procedure for the approximate solution of the equation $T(a) \varphi = f$, has been the subject of numerous investigations since the earliest studies of Toeplitz operators. We say that the finite section method is applicable to $T(a)$ in $l^p$ if for every $f \in l^p$ the equation

$$\sum_{j=0}^{n} a_{i-j} \varphi_j^{(n)} = f_i \quad (i = 0, 1, \ldots, n)$$  \hspace{1cm} (1)

1) Der abschließende Teil II wird in Kürze ebenfalls in dieser Zeitschrift erscheinen.
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has a unique solution for all sufficiently large \( n \) and if \( \varphi^{(n)} = \{ \varphi_j^{(n)} \}_{j=0}^n \) converges in the norm of \( l^p \) to a solution \( \varphi \) of the equation \( T(a) \varphi = f \). In this case we write \( T(a) \in \Pi_p(P_n) \).

After the fundamental paper \([19]\) of M. G. Krein a first systematical treatment of Fredholmness, invertibility, and finite section method for Toeplitz operators was given by I. C. Gohberg and I. A. Feldman in the book \([15]\).

It turns out that a one-dimensional Toeplitz operator is invertible on \( l^p \) if and only if it is Fredholm and has index zero. For a Toeplitz operator \( T(a) \) with continuous symbol \( a \) to be Fredholm on \( l^p \) it is necessary and sufficient that \( a(t) \neq 0, t \in T \). Then \( \text{Ind } T(a) = -\text{ind } a \), where \( \text{ind } a \) is the winding number of the range of \( a \) with respect to the origin. Finally, for continuous symbols we have \( T(a) \in \Pi_p(P_n) \) if and only if \( T(a) \) is invertible on \( l^p \). These results may be found in \([15, 4, 23, 24, 14, 21, 32]\).

Having solved the fundamental problems for Toeplitz operators with continuous symbols, the interest in discontinuous, first of all in piecewise continuous, symbols arose.

The first result in this direction was concerned with the space \( l^2 \): a Toeplitz operator \( T(a) \) with piecewise continuous symbol \( a \) is Fredholm on \( l^2 \) if and only if the origin does not lie on the continuous closed curve \( a_2 \) obtained from the range of \( a \) by filling in the straight line segments joining \( a(t, -0) \) to \( a(t, +0) \) for each discontinuity (cf. \([31, 13-15, 21]\)).

While for continuous symbols the results concerning Fredholmness did, roughly speaking, not differ in the cases \( p = 2 \) and \( p = 2 \), the difference between these two cases became apparent when succeeding for piecewise continuous symbols: the Toeplitz operator \( T(a) \) is Fredholm on \( l^p \) if and only if the origin does not lie on the continuous closed curve \( a_p \) obtained from the range of \( a \) by filling in certain circular arcs joining \( a(t, -0) \) to \( a(t, +0) \) for each discontinuity (cf. \([14, 8]\)).

In \([15]\) the problem of the applicability of the finite section method to Toeplitz operators with piecewise continuous symbols having only a finite number of discontinuities was solved for the case \( p = 2 \): \( T(a) \in \Pi_p(P_n) \) if and only if \( T(a) \) is invertible (which is equivalent to \( 0 \notin a_2 \) and \( \text{ind } a_2 = 0 \)). But for \( p \neq 2 \) or for piecewise continuous symbols with countably many discontinuities the problem has been open for a long time. In \([30]\), I. E. Verbickii and N. Ya. Krupnik obtained a necessary and sufficient condition for \( T(a) \in \Pi_p(P_n) \) if \( a \) has only one discontinuity. This result was generalized in \([2]\) to the case of a finite number of discontinuities by an argument which we could call "separation of singularities". But the final solution of the problem was given by B. Silbermann in \([26]\) only recently. He succeeded by developing a method which allows to carry over the local principle of I. C. Gohberg and N. Ya. Krupnik \([14]\) (which has been so useful for Fredholmness) to the investigation of the finite section method. In this way he reduced the problem to the case of only one discontinuity, which had, fortunately, already been considered by I. E. Verbickii and N. Ya. Krupnik.

The result obtained in \([26]\) reads: for a piecewise continuous symbol \( a \) (with, possibly, a countable number of discontinuities) we have \( T(a) \in \Pi_p(P_n) \) if and only if \( T(a) \) is invertible on both \( l^p \) and \( l^q(1/p + 1/q = 1) \). Geometrically speaking, this means that the origin must not lie in the region obtained from the range of \( a \) by adding certain lentiform domains joining \( a(t, -0) \) to \( a(t, +0) \) for each discontinuity and that the curve \( a_2 \), completely contained in this region, has index zero.

All the problems considered above are emerging for higher-dimensional Toeplitz operators as well. The two-dimensional Toeplitz operator \( W(a) \) is defined by

\[
(W(a) \varphi)_{i,j} = \sum_{k,l=0}^{\infty} a_{i-k,j-l} \varphi_{kl} \quad (i, j \geq 0)
\]
on the space $L^p \otimes L^p \cong L^p(Z_+ \times Z_+)$ ($1 < p < \infty$). Now the function $a(\xi, \eta) = \sum_{i,j=-\infty}^{\infty} a_{ij} \xi^i \eta^j$
given on the torus $T^2$ is referred to as the symbol of $W(a)$. Applicability of the finite section method is defined in a similar way as for the one-dimensional case, only with (1) replaced by

$$\sum_{k,l=0}^{n} a_{i-k,j-l}(f_{kl})^n = f_{ij} \quad (0 \leq i, j \leq n).$$

Instead of $T(a) \in \Pi_p(P_n)$ we now write $W(a) \in \Pi_p(P_n \otimes P_n)$.

The first deeper results on multidimensional Toeplitz operators were obtained by I. B. Simonenko by means of his local principle: if $a(\xi, \eta)$ is continuous, then $W(a)$ is Fredholm on $L^p \otimes L^p$ if and only if $a(\xi, \eta) \equiv 0, (\xi, \eta) \in T^2$, and $\text{ind}_a = \text{ind}_a = 0$ (cf. [28]; see also [5] for $p = 2$).

A. V. Kozak was the first who realized that local principles can be applied to the investigation of the finite section method and his approach, based upon an essential generalization of the local principle of I. B. Simonenko, led to a series of remarkable results on multidimensional Toeplitz operators with continuous symbols (see [16—18], but also [12]). Finally, in [22], V. S. Pilidi developed a local method which can advantageously be used to derive results on higher-dimensional operators from the one-dimensional situation.

Two-dimensional Toeplitz operators with piecewise continuous symbols (though of a special kind, namely, from appropriate tensor products) have been considered as well. In [10], R. V. Duducava solved the problem of Fredholmness for two-dimensional Toeplitz operators with piecewise continuous symbols in $L^2 \otimes L^2$. In [3] a criterion for the applicability of the finite section method to such operators was obtained, again for the case $p = 2$.

But at present we do not known anything about Fredholmness or the finite section method for two-dimensional Toeplitz operators with piecewise continuous symbols in the case $p \neq 2$. It is the aim of this paper to fill out this gap.

It should be noted that the problem of invertibility for higher-dimensional Toeplitz operators is extremely difficult and that its solution is hardly to be expected at the given moment (even for continuous symbols). But in general, the problem of the applicability of the finite section method is considered as solved if it has been reduced to that of invertibility.

Furthermore, note that all the problems touched upon here for (discrete) Toeplitz operators arise for their continuous analogue, the Wiener-Hopf integral operators, too. See [19, 15, 6, 7, 11, 23, 24, 32, 1] for the one-dimensional case and in the higher-dimensional case we refer to [27, 17] for continuous and to [9] for piecewise continuous symbols.

In particular, in [9] a criterion for a two-dimensional Wiener-Hopf integral operator with piecewise continuous symbol to be Fredholm on $L^p(R_+ \times R_+)$ was established. This problem was solved by applying the local principle of I. C. Gohberg and N. Ya. Krupnik [14] with the strategy of V. S. Pilidi [22], but making use of some features of integral operators. Due to the latter fact, the method of [9] cannot be carried over to the discrete case.

In this connection B. Silbermann drew my attention to N. Ya. Krupnik's paper [20], where the local principle of R. G. Douglas [4] for $C^*$-algebras was generalized to Banach algebras. His intuition was right — as we shall demonstrate in the given paper, the local principle of [20] applied with the method of V. S. Pilidi [22] is indeed powerful enough to solve the problems considered here.

The present paper is very voluminous. This is due to the fact that it are not the
results (formulated in the Theorems 1 and 2) which are of our primary interest. These results are easy to guess if one puzzle together former results from [26, 9, 10] and [3]. It is rather a problem of how to prove these results which seems to be of interest. The main dilemma is that C*-algebra techniques, playing an important part in the case \( p = 2 \) (see [10, 3]), fail for \( p \neq 2 \). Moreover, everyone who has already been concerned with similar problems will know how carefully one has to work in order to pass over from the case \( p = 2 \) to the case \( p \neq 2 \). Therefore we were-constrained to give all essential details of the proofs, which, consequently, led to a considerable enlargement of the volume of this paper.

I express my sincere thanks B. SIEBERMANN, without whose helpful suggestions and continuous interest in the subject considered here I would not have been able to accomplish this paper. I am grateful to V. B. DYBIN, R. V. DUDUČAVA, and A. V. KOZAK for stimulating discussions.

§ 2. One-dimensional Toeplitz operators in \( \ell^p \) with piecewise continuous symbols

For \( 1 < p < \infty \) let \( \ell^p \) be the customary Banach space of all sequences \( \varphi = \{ \varphi_n \}_{n=0}^{\infty} \), satisfying \( \| \varphi \|_p = (\sum |\varphi_n|^p)^{1/p} < \infty \). By \( \mathcal{B}(\ell^p) \), \( \mathcal{K}(\ell^p) \), and \( \mathcal{F}(\ell^p) \) we denote the Banach algebra of all bounded (linear) operators on \( \ell^p \), the ideal of compact operators in \( \mathcal{B}(\ell^p) \) and the collection of all Fredholm (Noetherian) operators in \( \mathcal{B}(\ell^p) \), respectively. Given a Banach algebra \( \mathfrak{A} \) with unit, we will denote by \( G\mathfrak{A} \) the group of invertible elements of \( \mathfrak{A} \) throughout the paper.

Let \( T \) be the complex unit circle and \( \alpha \in L^\infty(T) \) a function with bounded variation on \( T \). Then the Toeplitz operator \( T(\alpha) \), induced by the semi-infinite matrix

\[
T(\alpha) = \{a_{n-k}\}_{n-k=0}^{\infty}, \quad a_n = \frac{1}{2\pi} \int_0^{2\pi} \alpha(e^{i\psi}) e^{-in\psi} d\psi,
\]

is bounded on \( \ell^p \), \( 1 < p < \infty \) [29; Lemma 10]. The function \( \alpha \) is referred to as the symbol of \( T(\alpha) \). By \( PC_0 \) we denote the collection of all piecewise constant functions on \( T \) having only finitely many discontinuities. Thus for \( \alpha \in PC_0 \) we have \( T(\alpha) \in \mathcal{B}(\ell^p) \) for every \( p, 1 < p < \infty \). Let \( PC_p(T) \) be the closure of \( PC_0 \) with respect to the norm \( \| \alpha \|_p = \| T(\alpha) \|_{\mathcal{B}(\ell^p)} \). Note that \( PC_p(T) \) consists of all functions \( \alpha \) that are continuous with exception of at most countably many points, where, however, the limits \( \alpha(t \pm 0) \) exist and are finite. Furthermore, we have

\[
PC_p(T) = PC_q(T) \subset PC_r(T) = PC_s(T) \subset PC_2(T)
\]

for \( 1 < p < q < r < 2 \), \( 1/p + 1/q = 1 \), \( 1/r + 1/s = 1 \), and all piecewise continuous functions with bounded variation belong to \( PC_p(T) \), \( 1 < p < \infty \) (cf. [8, 29]).

By \( \mathfrak{B}_p \) we denote the closure in \( \mathcal{B}(\ell^p) \) of the collection of all operators of the form

\[
A = \sum_{j=1}^{r} \prod_{k=1}^{s} T(a_{jk}),
\]

\( r, s \in \mathbb{Z}_+ \), \( a_{jk} \in PC_0 \). We list some properties of the Banach algebra \( \mathfrak{B}_p \) (cf. [8, 11, 13, 14]): we have \( \mathfrak{K}_p \subset \mathfrak{B}_p \) and \( \mathfrak{K}_p \) forms a closed two-sided ideal in \( \mathfrak{B}_p \); the quotient space \( \mathfrak{B}_p/\mathfrak{K}_p \) is a commutative Banach algebra with unit. Let \( \sigma_p \) denote the canonical projection of \( \mathfrak{B}_p \) onto \( \mathfrak{B}_p/\mathfrak{K}_p \), \( \mathfrak{K}_p \) the maximal ideal space of \( \mathfrak{B}_p/\mathfrak{K}_p \) and \( T_{\mathfrak{K}_p} \) the Gelfand map of \( \mathfrak{B}_p/\mathfrak{K}_p \) into \( C(\mathfrak{K}_p) \). Note that \( \mathfrak{K}_p \) is homeomorphic to the cylinder.
Let \( a \in PC_p(\mathbb{T}) \) and \( N = (\zeta, \mu) \in \mathcal{N}_p \). Then
\[
(I\mathcal{N}_p \sigma_p T(a)) (N) = (I\mathcal{N}_p \sigma_p T(a)) (\zeta, \mu)
= (1 - s_p(\mu)) a(\zeta - 0) + s_p(\mu) a(\zeta + 0).
\]
Here \( s_p(\mu) \) is defined for \( \mu \in [0, 1] \) by
\[
s_p(\mu) = \frac{\sin \vartheta \mu \cdot \exp \left( i \vartheta \mu \right)}{\sin \vartheta \cdot \exp \left( i \vartheta \right)}, \quad \vartheta = \pi \left(1 - \frac{2}{p}\right), \quad p \neq 2.
\]
If \( \mu \) runs from 0 to 1, then \( s_p(\mu) \) runs in \( C \) for \( 1 < p < 2 \) (resp. \( 2 < p < \infty \)) along a circular arc joining 0 to 1 and lying on the left (resp. on the right) of the line segment \([0, 1]\). Thus for \( a \in PC_p(\mathbb{T}) \) by
\[
a_p(\zeta, \mu) = (1 - s_p(\mu)) a(\zeta - 0) + s_p(\mu) a(\zeta + 0)
\]
a continuous, closed, oriented curve is given in \( C \) if \((\zeta, \mu)\) runs through \( \mathbb{T} \times [0, 1] \).

The fundamental results about one-dimensional Toeplitz operators with piecewise continuous symbols are summarized in the following two theorems.

**Theorem \( \Phi \) \([8, 14]\):** Let \( a \in PC_p(\mathbb{T}) \). Then \( T(a) \in \Phi(\mathcal{L}) \) if and only if \( a_p(\zeta, \mu) = 0 \) for \((\zeta, \mu) \in \mathbb{T} \times [0, 1] \). In this case \( \text{Ind} \ T(a) = -\text{ind} \ a_p(\zeta, \mu) \).

**Theorem \( \Theta \) \([8, 14]\):** Let \( a \in PC_p(\mathbb{T}) \). Then \( T(a) \in \mathcal{G}(\mathcal{L}) \) if and only if \( T(a) \in \Phi(\mathcal{L}) \) and \( \text{Ind} \ T(a) = 0 \).

Here \( \text{Ind} \ T(a) = \text{dim} \text{Ker} \ T(a) - \text{dim} \text{Coker} \ T(a) \) and \( \text{ind} \ a_p(\zeta, \mu) \) denotes the winding number of the curve \( a_p(\zeta, \mu) \) with respect to the origin.

We define the projection \( P_n \) in \( \mathcal{L} \) by:
\[
P_n : \{ \varphi_0, \varphi_1, \varphi_2, \ldots \} \mapsto \{ \varphi_0, \varphi_1, \ldots, \varphi_n, 0, 0, \ldots \}
\]
and set \( Q_n = I - P_n \). The operator \( W_n \) is defined in \( \mathcal{L} \) by
\[
W_n : \{ \varphi_0, \varphi_1, \varphi_2, \ldots \} \mapsto \{ \varphi_n, \varphi_{n-1}, \ldots, \varphi_0, 0, 0, \ldots \};
\]
it will play an important role later on.

For \( a \in PC_p(\mathbb{T}) \) we set
\[
T_n(a) = P_n T(a) P_n \upharpoonright \text{Im} \ P_n = \{ a_{i-k} \}_{i,k=0}^{\infty}.
\]
We say that the finite section method is applicable to \( T(a) \) in \( \mathcal{L} \) (and write \( T(a) \in \mathcal{L} \)) in this case if the operators \( T_n(a) : \text{Im} \ P_n \to \text{Im} \ P_n \) are invertible for all sufficiently large \( n \) (say \( n \geq n_0 \)) and if \( \sup \| T_n^{-1}(a) P_n \| \mathcal{L}(\mathcal{L}) < \infty \). As a consequence of \( T(a) \in \mathcal{L} \) we have: \( T(a) \in \mathcal{G} \mathcal{L}(\mathcal{L}) \) \([15: \text{p. 111}]\) and \( T_n^{-1}(a) P_n \to T^{-1}(a) \), strongly. The following theorem was proved in \([26]\).

**Theorem \([26]\):** Let \( a \in PC_p(\mathbb{T}) \). Then \( T(a) \in \mathcal{L} \) if and only if \( T(a) \in \mathcal{G} \mathcal{L}(\mathcal{L}) \) and \( T(\tilde{a}) \in \mathcal{G} \mathcal{L}(\mathcal{L}) \), where \( \tilde{a} \) is defined by \( \tilde{a}(t) = a(1/t), \; t \in \mathbb{T} \).
§ 3. Two-dimensional Toeplitz operators in $l^p \otimes l^p$ with piecewise continuous symbols

By $l^p \otimes l^p$ we denote the projective tensor product of the space $l^p$ with itself. Obviously,

$$l^p \otimes l^p \cong l^p(Z_+ \times Z_+)$$

where $\varphi = (\varphi_{ij})_{i,j=\infty}^{0}$ and $\|\varphi\|_p = \left(\sum_{i,j=0}^{\infty} |\varphi_{ij}|^p \right)^{1/p} < \infty$.

Let $\mathcal{O}(l^p \otimes l^p)$, $\mathcal{O}(l^p \otimes l^p)$, $\mathcal{O}(l^p \otimes l^p)$ denote the Banach algebra of all bounded, the ideal in $\mathcal{O}(l^p \otimes l^p)$ of all compact, the collection of all Fredholm (Noetherian) operators on $l^p \otimes l^p$, respectively. Note that $\mathcal{O}(l^p \otimes l^p)$ coincides with the projective tensor product $\mathcal{O}(l^p) \otimes \mathcal{O}(l^p)$.

Suppose $b_i, c_i \in PC_0 (j = 1, \ldots, n)$ and let

$$a(\xi, \eta) = \sum_{j=1}^{n} b_j(\xi) c_j(\eta), \quad (\xi, \eta) \in T^2.$$  

Then the operator $W(a)$ defined by $W(a) = \sum_{j=1}^{n} T(b_j) \otimes T(c_j)$ is bounded on $l^p \otimes l^p$.

We define $PC_p(T^2)$ to be the closure of the collection of all functions of the form (1) with respect to the norm $\|a\|_p = \|W(a)\|_{\mathcal{O}(l^p \otimes l^p)}$. Then $PC_2(T^2)$ consists of all functions $a(\xi, \eta) \in L^2(T^2)$ which have finite limit values $a(0, \eta_0)$ and $a(\xi_0, 0)$ in the uniform norm at each point $(\xi_0, \eta_0) \in T^2$. Furthermore,

$$PC_p(T^2) = PC_q(T^2) \subseteq PC_\ell(T^2) = PC_s(T^2) \subseteq PC_\ell(T^2)$$

for $1 < p < r < 2$, $1/p + 1/q = 1$, $1/r + 1/s = 1$, and each function of the form $\sum_{i=1}^{n} b_i(\xi) c_i(\eta)$, $(\xi, \eta) \in T^2$, with $b_i, c_i \in PC_p(T^2)$ ($i = 1, \ldots, n$) belongs to $PC_p(T^2)$. All the facts stated here one can find in [9, 10].

Let $a \in PC_p(T^2)$ and

$$a_{nm} = \frac{1}{(2\pi)^2} \int_{0}^{2\pi} \int_{0}^{2\pi} a(e^{iu}, e^{iv}) e^{-imu} e^{-inv} d\psi d\theta$$

be its Fourier coefficients. Then the operator $W(a)$ defined by

$$(W(a) \varphi)_{i,j} = \sum_{k,l=0}^{\infty} a_{i-k,j-l} \varphi_{kl} \quad (i, j \geq 0)$$

is bounded on $l^p \otimes l^p$. Moreover, $W(a)$ belongs to the projective tensor product $\mathcal{B}_p \otimes \mathcal{B}_p$. The operator $W(a)$ is called two-dimensional Toeplitz operator and $a$ is referred to as the symbol of $W(a)$.

For $a \in PC_0(T^2)$ and $(\xi, \mu) \in T \times [0, 1]$ we define two functions $a_1^{\xi, \mu}$ and $a_2^{\xi, \mu}$ from $PC_0(T)$ by (recall the notation (2.2))

$$a_1^{\xi, \mu}(t) = (1 - s_p(\mu)) a(t, \xi - 0) + s_p(\mu) a(t, \xi + 0),$$

$$a_2^{\xi, \mu}(t) = (1 - s_p(\mu)) a(\xi - 0, t) + s_p(\mu) a(\xi + 0, t)$$

($t \in T$). Several times, in order to emphasize the dependence on $p$, we shall write $a_1^{\xi, \mu}$ and $a_2^{\xi, \mu}$.

One main result of the present paper is the following theorem.
Theorem 1: Let \( a \in PC_p(T^2) \). Then \( W(a) \in \Phi(l^p \otimes l^p) \) if and only if
\[
T(a_{1,\mu}) \in G\Omega(l^p) \quad \text{and} \quad T(a_{2,\mu}) \in G\Omega(l^p)
\]
for each \((\xi, \mu) \in T \times [0, 1]\). In this case \( \text{Ind } W(a) = 0 \).

This theorem was proved for the case \( p = 2 \) in [10] and its integral analogue was proved in [9] for general \( p \).

Thus, recalling Theorem B of section 2, we find that the operator \( W(a) \) is Fredholm on \( l^p \otimes l^p \) if and only if for each fixed \((\xi, \mu) \in T \times [0, 1]\) the origin belongs neither to the curve \((a_{1,\mu})_p (\vartheta, \lambda)\) nor to the curve \((a_{2,\mu})_p (\vartheta, \lambda)\) running through \( T \times [0, 1]\) and if both these curves have the winding number zero. Note that
\[
(a_{1,\mu})_p (\vartheta, \lambda) = (1 - s_p(\lambda))(1 - s_p(\mu)) a(\vartheta - 0, \xi - 0) + (1 - s_p(\lambda)) s_p(\mu) a(\vartheta - 0, \xi + 0) + s_p(\lambda) (1 - s_p(\mu)) a(\vartheta + 0, \xi - 0) + s_p(\lambda) s_p(\mu) a(\vartheta + 0, \xi + 0)
\]
and that we might write down a similar expression for \((a_{2,\mu})_p (\vartheta, \lambda)\).

The equality \( \text{Ind } W(a) = 0 \) is trivial; it follows from the conditions (3) by a simple homotopy argument.

Let now \( P_n \) be the projection defined in section 2. Then \( P_n \otimes P_n \) acts in \( l^p \otimes l^p \) by the rule
\[
[(P_n \otimes P_n) \varphi]_{i,j} = \begin{cases} 
\varphi_{ij}, & 0 \leq i, j \leq n \\
0, & \text{otherwise.}
\end{cases}
\]
For \( a \in PC_p(T^2) \) we set
\[
W_n(a) = (P_n \otimes P_n) W(a) (P_n \otimes P_n) \quad \text{Im } (P_n \otimes P_n).
\]
We say that the finite section method is applicable in \( l^p \otimes l^p \) if the operators \( W_n(a) : \text{Im } (P_n \otimes P_n) \to \text{Im } (P_n \otimes P_n) \) are invertible for \( n \) large enough (say \( n \geq n_0 \)) and if \( \sup ||W_n^{-1}(a) (P_n \otimes P_n)||_{l^p(\otimes l^p)} < \infty \). In this case we write \( W(a) \in \prod_{n=n_0}^{n_\infty} \{P_n \otimes P_n\} \). From \( W_n(a) \in \prod_{n=n_0}^{n_\infty} \{P_n \otimes P_n\} \) follows the invertibility of \( W(a) \) (cf. [15: p. 111]) and that \( W_n^{-1}(a) (P_n \otimes P_n) \to W^{-1}(a) \), strongly.

For \( a \in PC_p(T^2) \) we define \( a_1, a_2, a_{12} \in PC_p(T^2) \) by
\[
a_1(\xi, \eta) = a(1/\xi, 1/\eta), \quad a_2(\xi, \eta) = a(\xi, 1/\eta), \quad a_{12}(\xi, \eta) = a(1/\xi, 1/\eta), \quad (\xi, \eta) \in T^2.
\]

The following theorem is the second main result of the paper.

Theorem 2: Let \( a \in PC_p(T^2) \). Then \( W(a) \in \prod_{n=n_0}^{n_\infty} \{P_n \otimes P_n\} \) if and only if the four operators \( W(a), W(a_1), W(a_2) \) and \( W(a_{12}) \) are invertible in \( G(l^p \otimes l^p) \).

This theorem was proved for continuous symbols in [16, 18, 12] and for piecewise continuous symbols in the case \( p = 2 \) in [3].

The necessity of the conditions given in Theorem 2 is trivial. Indeed, with the operator \( W_n \) defined in section 2 we have
\[
W_n(a_1) = (P_n \otimes P_n) W_n(a) (P_n \otimes P_n), \quad W_n(a_2) = (P_n \otimes W_n) W_n(a) (P_n \otimes W_n),
\]
\[
W_n(a_{12}) = (W_n \otimes W_n) W_n(a) (W_n \otimes W_n).
\]
and if \( W(a) \in \prod P_n \otimes P_n \) then the invertibility of \( W_n(a) \) implies that of \( W_n(a_1) \) and from
\[
\| W_n^{-1}(a_1) \| \leq \| (W_n \otimes P_n) W_n^{-1}(a) (W_n \otimes P_n) \| \leq \| W_n^{-1}(a) \|
\]
we get \( \sup \| W_n^{-1}(a_1) \| < \infty \), i.e. \( W(a_1) \in \prod P_n \otimes P_n \). Thus \( W(a_1) \in G_2(P) \otimes l^p \).
Analogously can be shown that \( W(a_2), W(a_{12}) \in G_2(P) \otimes l^p \).

§ 4. Necessity of the conditions in Theorem 1

Under the assumption that we have already proved the sufficiency part of Theorem 1, we are going to prove the necessity of the conditions. The sufficiency will be shown in Section 8 contained in part II of this paper.

In what follows \( \otimes \) always denotes the projective tensor product.

Let the maps \( \vartheta, \vartheta_1, \vartheta_2 \) be defined by
\[
\vartheta : \mathcal{B}_p \otimes P_p \to \mathcal{B}_p / \mathcal{B}_p \otimes \mathcal{B}_p / \mathcal{B}_p, \quad \sum A_i \otimes B_i \mapsto \sum \sigma_p A_i \otimes \sigma_p B_i,
\]
\[
\vartheta_1 : \mathcal{B}_p \otimes P_p \to \mathcal{B}_p / \mathcal{B}_p \otimes \mathcal{B}_p / \mathcal{B}_p, \quad \sum A_i \otimes B_i \mapsto \sum \sigma_p A_i \otimes B_i,
\]
\[
\vartheta_2 : \mathcal{B}_p \otimes P_p \to \mathcal{B}_p / \mathcal{B}_p \otimes \mathcal{B}_p / \mathcal{B}_p, \quad \sum A_i \otimes B_i \mapsto \sum A_i \otimes \sigma_p B_i.
\]

Lemma 1: \( \vartheta, \vartheta_1, \vartheta_2 \) are continuous algebraic homomorphisms.

Proof: For finite sums we have
\[
\| \vartheta(\sum A_i \otimes B_i) \| = \| \sum \sigma_p A_i \otimes \sigma_p B_i \|
\]
\[
\leq \inf \{ \sum \| \sigma_p C_i \| \| \sigma_p D_i \| : \sum \sigma_p A_i \otimes \sigma_p B_i = \sum \sigma_p C_i \otimes \sigma_p D_i \}
\]
and now it is clear that \( \| \vartheta C \| \leq \| C \| \) for every \( C \in \mathcal{B}_p \otimes \mathcal{B}_p \). Analogously we may prove the assertion for \( \vartheta_1 \) and \( \vartheta_2 \).

Lemma 2: Let \( \mathcal{A} \) be a Banach space and \( \varphi \) be a linear functional on \( \mathcal{A} \) with \( \| \varphi \| \leq 1 \).

Suppose that for
\[
\sum_{i=1}^n B_i \otimes C_i = \sum_{j=1}^m F_j \otimes G_j \in \mathcal{A} \otimes \mathcal{A}
\]
always
\[
\sum_{i=1}^n \varphi(C_i) B_i = \sum_{j=1}^m \varphi(G_j) F_j \in \mathcal{A}
\]
holds. Then
\[
\left\| \sum_{i=1}^n \varphi(C_i) B_i \right\| \mathcal{A} \leq \left\| \sum_{i=1}^n B_i \otimes C_i \right\| \mathcal{A} \otimes \mathcal{A}
\]
for every \( \sum_{i=1}^n B_i \otimes C_i \in \mathcal{A} \otimes \mathcal{A} \).

Proof: In accordance with the definition of the norm in the projective tensor product we have
\[
\| \sum B_i \otimes C_i \| = \inf \{ \sum \| F_j \| \| G_j \| : \sum F_j \otimes G_j = \sum B_i \otimes C_i \}.
\]
Thus, given an arbitrary \( \epsilon > 0 \) we can choose \( B'_i, C'_i \in \mathcal{U} \) such that on the one hand
\[
\sum B'_i \otimes C'_i = \sum B_i \otimes C_i
\]
and on the other hand
\[
\sum \|B'_i\| \|C'_i\| \leq (1 + \epsilon) \sum \|B_i \otimes C_i\|.
\]
Hence
\[
\|\sum \varphi(C_i) B_i\| = \|\sum \varphi(C'_i) B'_i\| \leq \|\sum |\varphi(C'_i)| \cdot \|B'_i\|\|
\leq \sum \|C'_i\| \cdot \|B'_i\| \leq (1 + \epsilon) \sum \|B_i \otimes C_i\|.
\]

**Lemma 3:** Suppose \( a \in PC_p(\mathbb{T}^2) \) and \( N = (\xi, \mu) \in \mathcal{R}_p (\xi \in T, \mu \in [0, 1]) \). Then \( W(a) - T(a_{1,1}^p) \otimes I \) can be approximated in the norm of \( \mathcal{L}(\mathbb{U} \otimes \mathbb{U}) \) as closely as desired by a finite sum of the form \( \sum D_i \otimes Z_i \), where \( D_i \in \mathbb{U}_p \), \( Z_i \in \mathbb{U}_p \) and \( \sigma_p Z_i \in N \).

**Proof:** Suppose for a moment that \( a \) is a finite sum of the form
\[
a(\xi, \eta) = \sum b_i(\xi) c_i(\eta), \quad (\xi, \eta) \in \mathbb{T}^2,
\]
where \( b_i, c_i \in PC_p(\mathbb{T}) \). By (3.2) and (2.1), we have
\[
a(\xi, \eta) = (1 - s_p(\mu)) a(t, \xi - 0) + s_p(\mu) a(t, \xi + 0)
= \sum \left[(1 - s_p(\mu)) c_i(\xi - 0) + s_p(\mu) c_i(\xi + 0)\right] b_i(t)
= \sum \left[\left(\mathcal{T}_{\mathbb{U}_p} a_p T(c_i)\right)(\xi, \eta) b(t)\right] \cdot
\]
and because
\[
\left[\mathcal{T}_{\mathbb{U}_p} a_p T(c_i) - \left(\mathcal{T}_{\mathbb{U}_p} a_p T(c_i)\right)(\xi, \eta) I\right](\xi, \mu)
\]
we obtain that \( W(a) - T(a^p_{1,1}) \otimes I \) is a finite sum of the form \( \sum D_i \otimes Z_i \), where \( D_i, Z_i \in \mathbb{U}_p \) and \( \sigma_p Z_i \in N \). Thus the assertion is true for functions of the form (1). For an arbitrary function \( a \in PC_p(\mathbb{T}^2) \) we can choose functions \( a^p_{1,1} = \sum b_i^p(\xi) c_i(\eta) \) of the form (1) such that
\[
\|W(a) - W(a^p_{1,1})\|_{\mathcal{L}(\mathbb{U} \otimes \mathbb{U})} \to 0 \quad (j \to \infty).
\]
In view of
\[
\|W(a) - T(a^p_{1,1}) \otimes I\|
\leq \|W(a) - W(a^p_{1,1})\| + \|W(a^p_{1,1}) - T(a_{1,1}^p) \otimes I\| + \|T(a^p_{1,1}) - T(a_{1,1}^p)\|,
\]
the assertion will follow if we only prove that
\[
\|T(a^p_{1,1}) - T(a_{1,1}^p)\| \to 0 \quad (j \to \infty).
\]
But from the expression (2) for \( a^p_{1,1} \) and Lemma 2 we can easily conclude that \( \{T(a^p_{1,1})\}_{j=1}^\infty \) forms a Cauchy sequence in \( \mathbb{U}_p \); then standard arguments give (3).
Since $C^*$-algebra techniques fail in the situation considered here and a theorem like [25: 10.18] seems not to be applicable, we shall make use of arguments having to do with joint topological divisors of zero. The following theorem we have found in [33].

**Theorem Z** [33: 15.12]: Let $\mathfrak{A}$ be a commutative Banach algebra with unit, $\mathfrak{X}$ be its maximal ideal space, and let $N$ be a maximal ideal belonging to the Shilov boundary $\partial_S \mathfrak{X}$. Then

\[
\inf \left\{ \sum_{i=1}^{m} \|Z_i U\| : U \in \mathfrak{A}, \|U\| = 1 \right\} = 0
\]

for every finite subset $\{Z_1, \ldots, Z_m\} \subseteq N$.

It is not hard to show that the Shilov boundary of the maximal ideal space $\mathfrak{M}_p$ of $\mathfrak{B}_p/\mathfrak{R}_p$ coincides with the whole space $\mathfrak{M}_p$, i.e. with the whole cylinder $T \times [0, 1]$. For $p = 2$ this follows immediately from $\text{Im} \Gamma_{\mathfrak{M}_p} = C(\mathfrak{M}_p)$ (cf. [13]). Thus let $p = 2$. By [33: 15.3] it suffices to show that for each point $(\xi_0, \mu_0) \in T \times [0, 1]$ and for each neighborhood $U$ of $(\xi_0, \mu_0)$ (with respect to the topology [13] of $T \times [0, 1]$) there exists a $\sigma_p A \in \mathfrak{B}_p/\mathfrak{R}_p$ such that

\[
\sup_{U} |\Gamma_{\mathfrak{M}_p} \sigma_p A| < \sup_{U} |\Gamma_{\mathfrak{M}_p} \sigma_p A|.
\]

A little thought shows that such an $A$ may in fact be found among the collection of Toeplitz operators $T(a)$ with $a \in PC_0$.

Now, in Proposition 1, we shall prove that $W(a) \in \Phi(l^p \otimes l^p)$ implies the Fredholmness of $T(a_{1,\mu})$ for every $(\xi, \mu) \in T \times [0, 1]$ and then, in Proposition 2, it will be shown that $T(a_{1,\mu})$ is even invertible in $\mathfrak{L}(l^p)$. Since the same can be done for $T(a_{2,\mu})$, the necessity part of Theorem 1 follows.

**Proposition 1:** Let $a \in PC_p(T^2)$ and $W(a) \in \Phi(l^p \otimes l^p)$. Then $T(a_{1,\mu}) \in \Phi(l^p)$ for every $(\xi, \mu) \in T \times [0, 1]$.

**Proof:** Suppose that there is a $(\xi, \mu) \in T \times [0, 1]$ such that $T(a_{1,\mu})$ is not Fredholm. This implies the existence of an $M \in \mathfrak{R}_p$ such that $\sigma_p T(a_{1,\mu}) \in M$. From $\partial_S \mathfrak{R}_p = \mathfrak{M}_p$ and Theorem Z we obtain

\[
\inf \{ \|\sigma_p T(a_{1,\mu}) \cdot \sigma_p B\| : B \in \mathfrak{B}_p, \|\sigma_p B\| = 1 \} = 0.
\]  (4)

Due to Lemma 3 there exist two finite sequences $D_1, \ldots, D_m$ and $Z_1, \ldots, Z_m$ $(D_i, Z_i \in \mathfrak{B}_p)$ such that $(\Gamma_{\mathfrak{M}_p} \sigma_p Z_i) (\xi_0, \mu_0) = 0$ and

\[
A := T(a_{1,\mu}) \otimes I + \sum_{i=1}^{m} D_i \otimes Z_i \in \Phi(l^p \otimes l^p).
\]  (5)

(note that $\Phi(l^p \otimes l^p)$ forms an open subset in $\mathfrak{L}(l^p \otimes l^p)$). Again by Theorem Z,

\[
\inf \left\{ \sum_{i=1}^{m} \|\sigma_p Z_i \cdot \sigma_p U\| : U \in \mathfrak{B}_p, \|\sigma_p U\| = 1 \right\} = 0.
\]  (6)

Because of (4) there are $B_j \in \mathfrak{B}_p$, $\|\sigma_p B_j\| = 1$, and $K_j \in \mathfrak{R}_p$ ($j = 1, 2, 3, \ldots$) such that

\[
T(a_{1,\mu}) B_j - K_j = C_j', \quad \|C_j'\|_{\mathfrak{L}(l^p)} \to 0 \quad (j \to \infty)
\]

and (6) yields the existence of $U_j \in \mathfrak{B}_p$, $\|\sigma_p U_j\| = 1$, and $K_{ij} \in \mathfrak{R}_p$ ($i = 1, \ldots, m$; $j = 1, 2, 3, \ldots$) such that

\[
Z_i U_j - K_{ij} = C_{ij}', \quad \|C_{ij}'\|_{\mathfrak{L}(l^p)} \to 0 \quad (j \to \infty, \forall i).
\]
Let $P_n$ be the projection introduced in Section 2 and put $Q_n = I - P_n$. Obviously, $Q_n \to 0$, strongly. Now, given an arbitrary $R \in \mathcal{B}_p$, $\|\sigma_p R\| = 1$, there exists an $n_0 = n_0(R)$ such that $\|RQ_n\| \leq 3$ for all $n \geq n_0$. Indeed, because of $\|\sigma_p R\| = 1$ there is a $K \in \mathfrak{K}_p$ with $\|R + K\| \leq 2$ and, consequently,

$$\|RQ_n\| = \|(R + K)Q_n - KQ_n\| \leq \|(R + K)Q_n\| + \|KQ_n\| \leq \|R + K\| \|Q_n\| + \|KQ_n\| \leq 2 \cdot 1 + 1 = 3,$$

(7)
since $\|KQ_n\| \to 0$ ($n \to \infty$). Now, we have (with $A$ defined by (5))

$$A(B_j Q_n \otimes U_j Q_n) = K_j Q_n \otimes U_j Q_n + C_j ' Q_n \otimes U_j Q_n$$
$$+ \sum_{i=1}^{m} D_i B_j Q_n \otimes K_i Q_n + \sum_{i=1}^{m} D_i B_j Q_n \otimes C_i Q_n.$$

(8)

On account of (5) there is an $R \in \mathcal{L}(l^p \otimes l^p)$ such that $RA - I \otimes I \in \mathfrak{K}(l^p \otimes l^p) = \mathfrak{K}_p \otimes \mathfrak{K}_p$. Thus $RA \in \mathcal{B}_p \otimes \mathcal{B}_p$. From Lemma 1 we get $\vartheta(RA) = \sigma_p I \otimes \sigma_p I$. $P_n \in \mathfrak{K}_p$ gives $Q_n = I - P_n \in \mathcal{B}_p$, consequently, $B_j Q_n \otimes U_j Q_n \in \mathcal{B}_p \otimes \mathcal{B}_p$ and, again by Lemma 1,

$$\vartheta(RA) \vartheta(B_j Q_n \otimes U_j Q_n) = \vartheta(RA(B_j Q_n \otimes U_j Q_n)).$$

Thus

$$\|\sigma_p B_j Q_n \otimes \sigma_p U_j Q_n\|$$
$$= \|\sigma_p I \otimes \sigma_p I \| (\sigma_p B_j Q_n \otimes \sigma_p U_j Q_n)\|$$
$$= \|\vartheta(RA) \vartheta(B_j Q_n \otimes U_j Q_n)\| = \|\vartheta(RA(B_j Q_n \otimes U_j Q_n))\|$$
$$\leq \|RA(B_j Q_n \otimes U_j Q_n)\|$$
$$\leq |R| \|A(B_j Q_n \otimes U_j Q_n)\|.$$  

(9)

From $B_j P_n \in \mathfrak{K}_p$ we obtain

$$\|\sigma_p B_j Q_n\| = \|\sigma_p B_j - \sigma_p B_j P_n\| = \|\sigma_p B_j\| = 1$$

and analogously we can derive $\|\sigma_p U_j Q_n\| = 1$. Hence

$$1 = \|\sigma_p B_j Q_n \otimes \sigma_p U_j Q_n\|$$

(10)

for every $j, \ n > 0$. Now we are going to prove that for a suitable choice of $j = j_0$ and $n = n_0$

$$\|A(B_j Q_n \otimes U_j Q_n)\| < \varepsilon = 1/\|R\|.$$  

Then (9) and (10) are contradictory and our assertion will therefore be proved. First choose $j_0$ large enough, such that

$$\|C_{ij_0}\| < \varepsilon/12, \quad \|D_i\| \|C'_{ij_0}\| < \varepsilon/12m \quad (i = 1, \ldots, m)$$

and then choose $n_0$ such that

$$\|K_j i Q_n\| < \varepsilon/12, \quad \|U_j Q_n\| \leq 3, \quad \|B_j i Q_n\| \leq 3,$$
$$\|D_i\| \|K_j i Q_n\| < \varepsilon/12m. \quad (i = 1, \ldots, m)$$
(cf. (7)). Consequently,
\[
\|K_{i}Q_{n} \otimes U_{i}Q_{n}\| \leq \|K_{i}Q_{n}\| \|U_{i}Q_{n}\| < \varepsilon/12 \cdot 3 = \varepsilon/4,
\]
\[
\|C'_{i}Q_{n} \otimes U_{i}Q_{n}\| \leq \|C'_{i}\| \|U_{i}Q_{n}\| < \varepsilon/12 \cdot 3 = \varepsilon/4,
\]
\[
\left| \sum_{i} D_{i}B_{i}Q_{n} \otimes K_{ijQ_{n}} \right| \leq \sum_{i} \|D_{i}\| \|B_{i}Q_{n}\| \|K_{ijQ_{n}}\| < \sum_{i} \varepsilon/12m \cdot 3 = \varepsilon/4,
\]
\[
\left| \sum_{i} D_{i}B_{i}Q_{n} \otimes C'_{ijQ_{n}} \right| \leq \sum_{i} \|D_{i}\| \|B_{i}Q_{n}\| \|C'_{ijQ_{n}}\| < \sum_{i} \varepsilon/12m \cdot 3 = \varepsilon/4.
\]

Taking into account (8) we arrive at \(\|A(B_{i}Q_{n} \otimes U_{i}Q_{n})\| < \varepsilon\). 

**Proposition 2:** If \(a \in PC(T)\) and \(W(a) \in \Phi(l^{p} \otimes l^{p})\) then \(T(a_{t,\mu}) \in G\Omega(l^{p})\) and \(T(a_{t,\mu}) \in G\Omega(l^{p})\) for every \((\xi, \mu) \in T \times [0, 1]\).

**Proof:** By Proposition 1 we have \(T(a_{t,\mu}) \in \Phi(l^{p})\) for every \((\xi, \mu) \in T \times [0, 1]\). It follows that \(T(a_{t,\mu})\) is homotopic through Fredholm operators to both \(T(a_{t,0})\) and \(T(a_{t,1})\). Thus, in particular,
\[
\text{ind } a(t, \xi - 0) = -\text{Ind } T(a_{t,0}) = -\text{Ind } T(a_{t,1}) = \text{ind } a(t, \xi + 0)
\]
(\text{cf. Theorem } \Phi \text{ in Section 2}) and it results that
\[
\text{ind } a(t, \xi \pm 0) = \lambda = \text{const } \quad (\xi \in T).
\]
Equally
\[
\text{ind } a(\xi \pm 0, t) = \lambda = \text{const } \quad (\xi \in T).
\]
Thus we have \(a(\xi, \eta) = \xi^{*}\eta a_{0}(\xi, \eta), \ (\xi, \eta) \in T^{2},\) where \(a_{0}\) satisfies the conditions (3) of Theorem 1. In case \(\lambda \geq 0, \ \lambda \geq 0\) we get \(W(a) = W(a_{0})W(\xi^{*}\eta^{t}).\) For supposing that the sufficiency part of Theorem 1 is already proved, it follows that \(W(a_{0}) \in \Phi(l^{p} \otimes l^{p}).\) Then \(W(a) \in \Phi(l^{p} \otimes l^{p})\) gives \(W(\xi^{*}\eta^{t}) \in \Phi(l^{p} \otimes l^{p}),\) but since, obviously, \(\dim \text{Coker } W(\xi^{*}\eta^{t}) = \infty\) if \(\lambda > 0\) or \(\lambda > 0,\) we deduce that \(\lambda \leq 0\) and \(\lambda \leq 0.\)

Assume at least one of the integers \(\lambda\) and \(\lambda\) is negative. Let \(\lambda < 0,\) so that
\[
T(a_{t,\mu}) = T(\xi^{-1}\mu) T(f_{t,\mu}),
\]
with \(f_{t,\mu} \in PC_{p}(T)\) and \(T(\xi^{-1}\mu) \in G\Omega(l^{p}).\) Obviously, \(\dim \text{Ker } T(\xi^{-1}\mu) T(f_{t,\mu}) = |\mu| > 0.\) Take \(\varphi_{0} \in \text{Ker } T(\xi^{-1}\mu) T(f_{t,\mu})\) and \(F \in (l^{p})^{\ast}, \|F\| = 1,\) and define \(H \in G\Omega(l^{p})\) by
\[
H\varphi = (F\varphi) \varphi_{0}, \ \varphi \in l^{p}.\ 
\]
So
\[
H \in \mathcal{B}_{p} \subset \mathcal{B}_{p}, \quad \|H\| = 1, \quad T(\xi^{-1}\mu) T(f_{t,\mu}) H = 0.
\]

With the operator \(A\) defined by (5) and the operators \(D_{i}, Z_{i}, U_{i}, K_{ij}, C'_{ij}\) introduced in the proof of Proposition 1 we obtain
\[
A(H \otimes U_{i}Q_{n}) = \sum_{i=1}^{m} D_{i}H \otimes K_{ij}Q_{n} + \sum_{i=1}^{m} D_{i}H \otimes C'_{ij}Q_{n}.
\]
Now, analogously as in the proof of Proposition 1 (with $\theta$ replaced by $\theta_2$) we can derive
\[ |H \otimes \sigma_p U_2 Q_n| \leq |R| |A(H \otimes U_2 Q_n)|, \]
what as above leads to a contradiction. Thus $x_i = \lambda = 0$ and the assertion follows from Theorem G in Section 2.
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