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Abstract. Recently, K. Dillcher and K. B. Stolarsky [Trans. Amer. Math. Soc. 357 (2004), 965 – 981] used algebraic methods to evaluate the resultant of two linear combinations of Chebyshev polynomials of the second kind. In this paper we give an alternative method of computing the same resultant and resultants of more general combinations of Chebyshev polynomials of the second kind. We also consider resultants of linear combinations of Chebyshev polynomials of the first kind.
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1. Introduction

A resultant is a scalar function of two polynomials which is non-zero if and only if the polynomials are relatively prime. The theory of resultants is an old and much studied topic in what used to be called the theory of equations [5]. Resultants are interesting for many reasons. They can be used in matrix theory and in problems on locations of roots of polynomials. This is relevant to applications in linear control systems, in robotics and computer aided geometric design. There are many results on the theoretical properties of resultants especially in relation to algebraic geometry. For history and details of some of the applications of resultants, see [3, 4, 7, 8]. Discriminants are special resultants and are useful in Ring Theory. In electrostatic equilibrium problems (see [10]), the discriminant represents the interaction free energy at equilibrium of a Coulomb gas model. Two noteworthy results are Apostol’s evaluation of the resultant of two cyclotomic polynomials [2] and Roberts’ [12] recent evaluation of discriminants of certain polynomials which appear in Painlevé analysis.
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In this paper we compute resultants of linear combinations of Chebyshev polynomials. The resultant is expressible in terms of Chebyshev polynomials whose coefficients and arguments are rational functions of the coefficients in the linear combinations. The resultant of two two-term linear combinations of Chebyshev polynomials of the second kind is given in the recent work of Dilcher and Stolarsky [6]. They used algebraic properties of resultants with respect to division, and Euclidean algorithms for polynomials. We used a simple method which enabled us to compute resultants of a more general combination of Chebyshev polynomials. In Section 2 we compute resultants of different combinations of Chebyshev polynomials of second kind and in Section 3 we prove analogous results involving Chebyshev polynomials of the first kind.

We follow classical definition of resultants, namely if

\[ A(x) = a_n \prod_{k=1}^{n} (x - x_k) \quad \text{and} \quad B(x) = b_m \prod_{j=1}^{m} (x - y_j), \]

then the resultant of \( A \) and \( B \) is \( \text{Res}(A, B) = a_m b_n \prod_{k=1}^{n} \prod_{j=1}^{m} (x_k - y_j) \). It follows that

\[ \text{Res}(A, B) = a_m n \prod_{j=1}^{n} B(x_j). \] (1.1)

The following useful theorem is due to I. Schur, see [13, §6.71].

**Theorem 1.1.** Let \( \{p_n(x)\} \) be a sequence of polynomials satisfying the recurrence formula

\[ p_n(x) = (a_n x + b_n) p_{n-1}(x) - c_n p_{n-2}(x), \quad n = 2, 3, \ldots, \] (1.2)

and the initial conditions \( p_0(x) = 1, p_1(x) = a_1 x + b_1 \). Assume that \( a_1 a_n c_n \neq 0 \) for \( n > 1 \) and let \( \{x_{j,n}\} \) be the zeros of \( p_n(x) \). Then,

\[ \Delta_n := \prod_{j=1}^{n} p_{n-1}(x_{j,n}) = (-1)^{\frac{n(n-1)}{2}} \prod_{j=1}^{n} \left\{ a_j^{n-2j+1} c_j^{j-1} \right\}, \quad n = 1, 2, 3, \ldots. \] (1.3)

Our approach is as follows. Assume \( \{r_n(x)\} \) and \( \{s_n(x)\} \) are sequences of polynomials such that \( r_n \) and \( s_n \) have exact degree \( n \) for all \( n, n \geq 0 \). Construct functions \( A_n(x) \) and \( B_n(x) \) such that \( s_{n-1}(x) = A_n(x) r_{n-1}(x) + B_n(x) r_n(x) \). With \( r_n(x) = \rho_n \prod_{j=1}^{n} (x - \zeta_{j,n}) \) then

\[ \text{Res} \{r_n(x), s_{n-1}(x)\} = \rho_n^{n-1} \left[ \prod_{j=1}^{n} r_{n-1}(\zeta_{j,n}) \right] \left[ \prod_{j=1}^{n} A_n(\zeta_{j,n}) \right]. \] (1.4)

When \( r_n(x) \) satisfies a three term recurrence relation of the form (1.2) then Theorem 1.1 evaluates the first product on the last line of (1.4). The product \( \prod_{j=1}^{n} A_n(\zeta_{j,n}) \) is evaluated on a case-by-case basis.
The motivation for our approach came from the work [9] on discriminants of general orthogonal polynomials. In Section 2 we rederive the Dilcher–Stolarsky results, see Theorem 2.1. We then generalize the evaluation of resultants of two two-term linear combinations of Chebyshev polynomials of the second kind to the sum of three term linear combinations of the same polynomials (see Theorem 2.2 and (2.11)). Section 3 contains similar results for Chebyshev polynomials of the first kind.

2. Chebyshev polynomials of the second kind

The Chebyshev polynomials of the second kind \{U_n(x)\} are defined as

\[
U_n(x) = \frac{\sin((n+1)\theta)}{\sin \theta},
\]

where \(x = \cos \theta\) (see [13] and [1]). They solve the three term recurrence relation

\[
2xy_n(x) = y_{n+1}(x) + y_{n-1}(x)
\]

under the initial conditions \(U_0(x) = 1, U_1(x) = 2x\). These polynomials satisfy the orthogonality relation

\[
\int_{-1}^{1} U_n(x)U_m(x)\sqrt{1-x^2} \, dx = \frac{\pi}{2} \delta_{m,n}.
\]

Theorem 2.1 ([6]). For \(n \geq 2\), the resultant formula

\[
\text{Res} \{U_n(x)+kU_{n-1}(x), U_{n-1}(x)+hU_{n-2}(x)\} = (-1)^{n(n-1)/2} 2^{n(n-1)} d_n(h, k)
\]

holds, with \(d_n(x, y) = x^n [U_n(\frac{1+xy}{2x}) - yU_{n-1}(\frac{1+xy}{2x})]\).

Proof. Let \(r_n(x) := U_n(x) + kU_{n-1}(x)\) and \(s_n(x) := U_n(x) + hU_{n-1}(x)\). Thus we need to evaluate \(\text{Res} \{r_n(x), s_{n-1}(x)\}\). It is not hard to see that

\[
s_{n-1}(x) = A_n(x)r_{n-1}(x) + B_n(x)r_n(x)
\]

holds with

\[
A_n(x) = \frac{h}{k} \frac{x + \frac{1+hk}{2x}}{x + \frac{1+k^2}{2x}}, \quad B_n(x) = \frac{k-h}{1+2hk + k^2}.
\]

The polynomial \(r_n(x)\) has degree \(n\) with leading coefficient \(2^n\). Thus \(r_n(x) = 2^n \prod_{j=1}^{n} (x - x_j)\). Hence (2.2) shows that \(s_{n-1}(x_j) = A_n(x_j)r_{n-1}(x_j)\), which implies

\[
\prod_{j=1}^{n} s_{n-1}(x_j) = \prod_{j=1}^{n} A_n(x_j) \prod_{j=1}^{n} r_{n-1}(x_j) = \Delta_n h^n \prod_{j=1}^{n} \frac{-x_j - \frac{1+hk}{2x_j}}{-x_j - \frac{1+k^2}{2x}} = \Delta_n h^n \frac{r_n(-\frac{1+hk}{2h})}{r_n(-\frac{1+k^2}{2k})},
\]
where $\Delta_n = \prod_{k=n+1}^{\infty} r_{n-1}(x_j)$. Now $U_n(-x) = (-1)^n U_n(x)$ and $U_n\left(\frac{1+k^2}{2k}\right) = \prod_{k=n+1}^{\infty}$ implies

$$\prod_{j=1}^{n} s_{n-1}(x_j) = \Delta_n h^n \frac{U_n\left(\frac{1+kh}{2k}\right) - kU_{n-1}\left(\frac{1+kh}{2k}\right)}{U_n\left(\frac{1+k^2}{2k}\right) - kU_{n-1}\left(\frac{1+k^2}{2k}\right)}.$$ 

This implies $\prod_{j=1}^{n} s_{n-1}(x_j) = \Delta_n d_n(h, k)$. Since $\{r_n(x)\}$ solves (2.1), we apply Theorem 1.1 and conclude that $\Delta_n = (-1)^{\frac{n(n-1)}{2}} \prod_{j=1}^{n} 2^{n-2j+1} = (-1)^{\frac{n(n-1)}{2}}$. This establishes Theorem 2.1.

Next we consider the more general linear combination of $\{U_n(x)\}$. Let

$$U_n(x; a, k) := U_n(x) + (ax + k) U_{n-1}(x), \quad (2.4)$$

$$f(x) := 1 + (bx + h)(2x + ax + k)$$

$$g(x) := 1 + (ax + k)(2x + ax + k). \quad (2.5)$$

**Theorem 2.2.** We have

$$\text{Res} \{U_n(x; a, k), U_{n-1}(x; b, h)\} = \frac{(-1)^{\binom{n}{2}}}{(2+a)^2} 2^{n-1}(n-2) \text{Res} \{f(x), U_n(x; a, k)\}. \quad (2.6)$$

**Proof.** It can be readily verified that

$$U_{n-1}(x; b, h) = A_n(x) U_{n-1}(x; a, k) + B_n(x) U_n(x; a, k) \quad (2.6)$$

holds with

$$A_n(x) = \frac{1 + (bx + h)(2x + ax + k)}{1 + (ax + k)(2x + ax + k)}, \quad B_n(x) = \frac{(a-b)x + k - h}{1 + (ax + k)(2x + ax + k)}.$$ 

Let $c_1, c_2$ and $d_1, d_2$ be the zeros of $f$ and $g$, respectively. Thus

$$A_n(x) = \frac{b}{a} \frac{(x - c_1) (x - c_2)}{(x - d_1) (x - d_2)}. \quad (2.7)$$

From (2.4) we see that

$$U_n(x; a, k) = 2^{n-1}(2 + a) \prod_{j=1}^{n} (x - x_{j,n}). \quad (2.8)$$

Applying (2.8) in (2.6) and using (2.7) we arrive at

$$\prod_{j=1}^{n} U_{n-1}(x_{j,n}; b, h) = \prod_{j=1}^{n} A_n(x_{j,n}) \prod_{j=1}^{n} U_{n-1}(x_{j,n}; a, k)$$

$$= \Delta_n h^n \frac{\prod_{j=1}^{n} (c_1 - x_{j,n}) (c_2 - x_{j,n})}{\prod_{j=1}^{n} (d_1 - x_{j,n}) (d_2 - x_{j,n})}.$$
where \( \Delta_n = \prod_{j=1}^{n} U_{n-1}(x_{j,n}; a, k) \). This implies,

\[
\prod_{j=1}^{n} U_{n-1}(x_{j,n}; b, h) = \Delta_n \frac{b^n}{a^n} \frac{U_n(c_1; a, k) U_n(c_2; a, k)}{U_n(d_1; a, k) U_n(d_2; a, k)}.
\]

We now compute \( \Delta_n \). It is clear that \( U_0(x; a, k) = 1 \) and \( U_1(x; a, k) = (2 + a)x + k \). Moreover \( U_n(x; a, k) \) satisfies the three term recurrence relation (2.1). Applying Theorem 1.1 we conclude that \( \Delta_n = (-1)^\frac{n(n-1)}{2} 2^{1-n}(2 + a)^{n-1} \). From the above result and (2.9) we have the following equality:

\[
\prod_{j=1}^{n} U_{n-1}(x_{j,n}; b, h) = (-1)^\frac{n(n-1)}{2} \left( 1 + \frac{a}{2} \right)^{n-1} b^n \frac{U_n(c_1; a, k) U_n(c_2; a, k)}{a^n U_n(d_1; a, k) U_n(d_2; a, k)}.
\]

Clearly \( (b(a + 2))^n U_n(d_1; a, k) U_n(d_2; a, k) = \text{Res}(f(x), U_n(x; a, k)) \), and we only need to evaluate \( U_n(d_1; a, k) U_n(d_2; a, k) \). Multiply (2.6) by \( g \) and let \( d \) be either \( d_1 \) or \( d_2 \). Thus \( f(d) U_{n-1}(d; a, k) + [(a - b)d + k - h] U_n(d; a, k) = 0 \), which implies \( U_n(d; a, k) = (2d + ad + k) U_{n-1}(d; a, k) \), from which we conclude that \( U_n(d; a, k) = ((a + 2)d + k)^n \). Therefore \( U_n(d_1; a, k) U_n(d_2; a, k) = \left( \frac{a+2}{a} \right)^n \). The result now follows from (2.10).

Observe that

\[
U_n(x; a, k) = \left( 1 + \frac{a}{2} \right) U_n(x) + k U_{n-1} + \frac{a}{2} U_{n-2}(x)
\]

\[
U_n(x; b, h) = \left( 1 + \frac{b}{2} \right) U_n(x) + h U_{n-1} + \frac{b}{2} U_{n-2}(x),
\]

hence one can evaluate in closed form the resultant of polynomials of the form \( \sum_{j=0}^{2} c_j U_{n-j} \) and \( \sum_{j=0}^{2} d_j U_{n-j} \).

**Remark 2.1.** Let \( v_n(x) = \sum_{j=0}^{m} c_j U_{n-j}(x) \) and \( w_n(x) = \sum_{j=0}^{m} d_j U_{n-j}(x) \). Then, in general, there exist polynomials \( f \), \( g \) and \( h \) of degrees \( m \), \( m \) and \( m - 1 \), respectively, such that

\[
f(x) w_{n-1}(x) = g(x) v_{n-1}(x) + h(x) v_n(x).
\]

This is intuitively clear for the following reason. The left-hand side of (2.11) is a polynomial of degree \( m + n - 1 \) and by repeatedly using (2.1) it can be expressed as \( \sum_{k=0}^{3m} \alpha_k U_{n+m-1-k} \) and there is no loss of generality in assuming \( \alpha_0 = 1 \), that is \( f(x) = 2^m x^m + \cdots \). By equating coefficients of various Chebyshev polynomials \( U_n \) we find \( 3m + 1 \) linear equations in the coefficients of \( f \), \( g \) and \( h \). The total number of coefficients in \( f \), \( g \) and \( h \) is \( 2(m + 1) + m \) coefficients. Since one coefficient has already been specified we only have \( 3m + 1 \) unknowns and \( 3m + 1 \) equations, so the problem is doable in general. The case of the Chebyshev polynomials of the first kind is more transparent, see §3.
Let \( x_1, x_2, \ldots, x_n \) be the zeros of \( v_n(x) \), that is
\[
v_n(x) = 2^n \prod_{j=1}^{n} (x - x_j).
\]

Moreover we let \( f(x) = 2^m \prod_{k=1}^{m} (x - f_k) \) and \( g(x) = \gamma \prod_{k=1}^{m} (x - g_k) \). The fact
\[
\prod_{j=1}^{n} g(x_j) = \frac{\gamma^n}{2^{mn}} \prod_{j=1}^{n} \prod_{k=1}^{m} (x_j - g_k)
\]
and (2.12) imply
\[
\prod_{j=1}^{n} w_{n-1}(x_j) = \frac{\gamma^n}{2^{mn}} \prod_{j=1}^{n} \prod_{k=1}^{m} \frac{v_n(g_k)}{v_n(f_k)}
\]
and \( \Delta_n := \prod_{j=1}^{n} v_{n-1}(x_j) \), which can be found from Theorem 1.1.

3. Chebyshev polynomials of the first kind

Chebyshev polynomials of the first kind are defined as
\[
T_n(x) = \cos n\theta, \quad x = \cos \theta,
\]
for \( n = 0, 1, 2, \ldots \) (see [13] and [1]). Indeed \( T_0(x) = 1 \), \( T_1(x) = x \) and the polynomials \( \{T_n(x)\} \) satisfy the recurrence in (2.1). The first main result of this section is the following.

**Theorem 3.1.** Let \( \{T_n(x)\} \) be the sequence of Chebyshev polynomials of first kind. Then,
\[
\text{Res} \{T_n(x) + kT_{n-1}(x), T_{n-1}(x) + hT_{n-2}(x)\}
= \frac{2^{n^2-3n+3}}{(-1)^{\frac{n(n-1)}{2}}} h^n \left[ T_n \left( \frac{1 + hk}{2h} \right) - kT_{n-1} \left( \frac{1 + hk}{2h} \right) \right].
\]

**Proof.** Set
\[
r_n(x) = T_n(x) + kT_{n-1}(x), \quad s_n(x) = T_n(x) + hT_{n-1}(x).
\]
Since \( \{T_n(x)\} \) and \( \{U_n(x)\} \) satisfy the same recurrence relation it follows that \( s_{n-1}(x) = A_n(x) r_{n-1}(x) + B_n(x) r_n(x) \), where \( A_n(x) \) and \( B_n(x) \) are given by (2.3). From (3.1) we see that \( r_n(x) \) is a polynomial of degree \( n \) with leading coefficient
\[2^{n-1}. \text{ Let } \{y_j\}_{j=1}^n \text{ be zeros of } r_n(x). \text{ Therefore } r_n(x) = 2^{n-1} \prod_{j=1}^n (x - y_j), \text{ and } s_{n-1}(y_j) = A_n(y_j)r_{n-1}(y_j). \text{ This implies}
\]

\[
\prod_{j=1}^n s_{n-1}(y_j) = \frac{h^n}{k^n} \prod_{j=1}^n \left(-y_j - \frac{1+kh}{2k}\right) \prod_{j=1}^n r_{n-1}(y_j)
\]

\[
= \Delta_n \left(\frac{h^n}{k^n} r_n \left(-\frac{1+kh}{2k}\right) + kT_{n-1} \left(-\frac{1+kh}{2k}\right)\right)
\]

where \(\Delta_n = \prod_{j=1}^n r_{n-1}(y_j)\). Recall that \(T_n(-x) = (-1)^n T_n(x)\) and \(T_n\left(\frac{z+z^{-1}}{2}\right) = \frac{s_n + s^{-n}}{2}\). This leads to

\[
\prod_{j=1}^n s_{n-1}(y_j) = \frac{2\Delta_n h^n}{1-k^2} \left[T_n \left(\frac{1+kh}{2h}\right) - kT_{n-1} \left(\frac{1+kh}{2h}\right)\right]. \tag{3.2}
\]

One can easily verify that the polynomials \(\{r_n(x)\}\) satisfy the recurrence relation (2.1). Applying (1.3) and observing that \(\Delta_1 = 1 - k^2\) it follows that

\[
\Delta_n = (-1)^{n(n-1)/2} 2^{1-n}(1 - k^2). \tag{3.3}
\]

The theorem now follows from (1.1) and (3.3). \(\square\)

Next we consider the resultant of the following combination of Chebyshev polynomials of first kind. We let

\[
T_n(x; a, k) := T_n(x) + (ax + k)T_{n-1}(x). \tag{3.4}
\]

A calculation leads to the following expression for \(T_{n-1}(x; b, h)\):

\[
T_{n-1}(x; b, h) = A_n(x)T_{n-1}(x; a, k) + B_n(x)T_n(x; b, k)
\]

with \(A_n\) and \(B_n\) given by

\[
A_n(x) = \frac{1 + (bx + h)(2x + ax + k)}{1 + (ax + k)(2x + ax + k)}, \quad B_n(x) = \frac{(a - b)x + k - h}{1 + (ax + k)(2x + ax + k)}.
\]

This implies

\[
A_n(x) = \frac{b}{a} \frac{(x - c_1)(x - c_2)}{(x - d_1)(x - d_2)}, \tag{3.5}
\]
where, as before, $c_i$ and $d_i$ for $i = 1, 2$ are the zeros of $f$ and $g$ defined in (2.5).

From (3.4) we observe that $T_n(x; a, k)$ is a polynomial of degree $n$ with leading coefficient $2^{n-2}(2 + a)$. Hence we can assume that $T_n(x; a, k) = 2^{n-2}(2 + a) \prod_{j=1}^{n}(x - y_{j,n})$. The evaluation of $T_{n-1}(x; b, h)$ at the zeros of $T_n(x; a, k)$ is given by $T_{n-1}(y_{j,n}; b, h) = A_n(y_{j,n})T_{n-1}(y_{j,n}; a, k)$. This together with (3.5) implies that

$$\prod_{j=1}^{n} T_{n-1}(y_{j,n}; b, h) = \frac{b^n}{a^n} \prod_{j=1}^{n} \frac{(c_1 - y_{j,n})(c_2 - y_{j,n})}{(d_1 - y_{j,n})(d_2 - y_{j,n})} \prod_{j=1}^{n} T_{n-1}(y_{j,n}; a, k).$$

It follows that

$$\prod_{j=1}^{n} T_{n-1}(y_{j,n}; b, h) = \frac{b^n}{a^n} \Delta_n \frac{T_n(c_1; a, k)T_n(c_2; a, k)}{T_n(d_1; a, k)T_n(d_2; a, k)}, \quad (3.6)$$

where $\Delta_n = \prod_{j=1}^{n} T_{n-1}(y_{j,n}; a, k)$. As in the proof of Theorem 2.2 we apply $T_0(x; a, k) = 1$ and $T_1(x; a, k) = (a + 1)x + k$ to show that

$$\Delta_n = \prod_{j=1}^{n} T_{n-1}(y_{j,n}; a, k)$$

$$= (2^{n-3}(2 + a))^n \prod_{j=1}^{n} (y_{j,n} - y_{1,n-1}) \cdots (y_{j,n} - y_{n-1,n-1})$$

$$= 2^{-2}(2 + a) \prod_{j=1}^{n-1} T_n(y_{j,n-1}; a, k)$$

$$= (-1)^{n-1}(2 + a)2^{-2}\Delta_{n-1}.$$

We used the third term recurrence relation given above in the last equality. This inductively implies that

$$\Delta_n = (-1)^{\frac{n(n-1)}{2}}(2 + a)^{n-1}2^{2-2n}. \quad (3.7)$$

**Theorem 3.2.** Let $T_n(x; a, k)$ be defined by (3.4). Then,

$$\text{Res} \{T_n(x; a, k), T_{n-1}(x; b, h)\} = (-1)^{\frac{n(n-1)}{2}} \frac{2^{n^2-5n+4} \text{Res} \{f, T_n(x; a, k)\}}{(a + 1)^2 - k^2}. \quad (3.8)$$

**Proof.** It follows from (1.1), (3.6) and (3.7) that the left-hand side of (3.8) equals

$$(-1)^{\frac{n(n-1)}{2}}(2 + a)^{2n-2}2^{n^2-5n+4} \frac{b^n}{a^n} \frac{T_n(c_1; a, k)T_n(c_2; a, k)}{T_n(d_1; a, k)T_n(d_2; a, k)}.$$
A calculation gives $T_n(d_j; a, k) = [(a + 2)d + k]T_{n-1}(d_j; a, k)$, $j = 1, 2$, and
\[
\text{Res}\{g(x), T_1(x; a, k)\} = (a + 1 + k)(a + 1 - k)
\]
\[
\text{Res}\{g(x), T_2(x; a, k)\} = (a + 2)^2(a + 1 + k)(a + 1 - k).
\]
Hence $\text{Res}\{g, T_n(\cdot; a, k)\} = a^n(a + 2)^n T_n(d_1; a, k) T_n(d_2; a, k) = (a + 2)^{2n-2}(a + 1 + k)(a + 1 - k)$. This completes the proof. \qed

Recall that the Chebyshev polynomials are special Jacobi polynomials. Indeed
\[
T_n(x) = \frac{n!}{(\frac{1}{2})_n} P_n^{(-\frac{1}{2}, -\frac{1}{2})}(x), \quad U_n(x) = \frac{(n + 1)!}{(\frac{3}{2})_n} P_n^{(\frac{1}{2}, \frac{1}{2})}(x),
\]
where $(a)_n := a(a + 1) \cdots (a + n - 1)$ is a shifted factorial. The expansion formula [11, (2), p. 262]
\[
\frac{(1 - x)^n}{2^n(1 + \alpha)_n} = \sum_{k=0}^n \frac{(-n)_k(1 + \alpha + \beta + 2k)(1 + \alpha + \beta)_k}{(\alpha + 1)_k(1 + \alpha + \beta)_{n+k+1}} P_n^{(\alpha, \beta)}(x)
\] (3.9)
contains the expansions of powers of $1 \pm x$ in Chebyshev polynomials of the first and second kinds, since $P_n^{(\alpha, \beta)}(-x) = (-1)^n P_n^{(\beta, \alpha)}(x)$. The term $k = 0$ in (3.9) when $\alpha = \beta = -\frac{1}{2}$ seems to be indeterminate, but it can be found by a limiting procedure to be $\frac{1}{n!}$. Thus
\[
\frac{(1 - x)^n}{2^n(\frac{1}{2})_n} = \frac{1}{n!} + 2 \sum_{k=1}^n \frac{(-n)_kk!}{(\frac{1}{2})_k(n+k)!} T_n(x).
\] (3.10)

We now discuss the case when
\[
\tilde{v}_n(x) = \sum_{j=0}^m c_j T_{n-j}(x), \quad \tilde{w}_n(x) = \sum_{j=0}^m d_j T_{n-j}(x), \quad c_0 = d_0 = 1.
\]
As per Remark 2.1, in general, there exist polynomials $f$, $g$ and $h$ of degrees $m$, $m$ and $m - 1$, respectively, such that
\[
f(x) \tilde{w}_{n-1}(x) = g(x) \tilde{v}_{n-1}(x) + h(x) \tilde{v}_n(x).
\]
In this case the analysis is made simpler by expanding $f$, $g$ and $h$ in powers of $1 - x$, applying (3.10) and using $T_n(x) T_m(x) = \frac{1}{2} [T_{n+m}(x) + T_{m-n}(x)]$, to set up the linear system of equations satisfied by the coefficients of $f$, $g$ and $h$. The difference between this case and the case of Chebyshev polynomials of the second kind is that the linearization of products is more complicated.

Since $T_n(x) = 2^{n-1}x^n + \cdots$, we let
\[
\tilde{v}_n(x) = 2^{n-1} \prod_{j=1}^n (x - y_j), \quad f(x) = 2^m \prod_{k=1}^m (x - f_k), \quad g(x) = \gamma \prod_{k=1}^m (x - g_k).
\]
Indeed, \( \prod_{j=1}^{n} \frac{g(x_j)}{f(x_j)} = \frac{\gamma_n}{\tilde{\nu}(f_k)} \prod_{n}^{m} \frac{\tilde{\nu}(g_k)}{\tilde{\nu}(f_k)} \) and (2.1) imply

\[
\prod_{j=1}^{n} \tilde{w}_{n-1}(x_j) = \frac{\gamma_n}{2m} \prod_{k=1}^{m} \frac{\tilde{\nu}(g_k)}{\tilde{\nu}(f_k)} \tilde{\Delta}_n, \quad \tilde{\Delta}_n := \prod_{j=1}^{n} \tilde{v}_{n-1}(x_j).
\]

Now \( \tilde{\Delta}_n \) can be computed using Theorem 1.1.
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