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Abstract. We consider the problem of recovering a space- and time-dependent kernel in a parabolic integro-differential equation. The related domain is assumed to be smooth and provided with two bases. Global existence and uniqueness results are proved.
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1. Introduction

Linear heat flow in materials with memory is governed by parabolic equations of integro-differential type involving time-dependent (in case of inhomogeneity also space-dependent) memory kernels [17]. These kernels are often unknown in practice. Identification problems to determine kernels depending only on time in parabolic integro-differential equations were studied, e.g., in [8, 9, 11 – 14]. Problems to identify space- and time-dependent kernels in parabolic integro-differential equations for cylindrical domains were studied in [1 – 5] and [15]. In [6, 7] analogous problems were dealt with for spherical coronae and kernels with spherical symmetries. In [3 – 5] and [15] only local (in time) existence and uniqueness results were established, while in the more recent papers [1, 2] global results were obtained.
In this paper we generalize the global existence and uniqueness results of [1, 2] from cylinders to more general domains, which however are smooth. Namely, we consider the problem of identifying a space- and time-dependent kernel in a parabolic integro-differential equation in a barrelled $C^2$-domain (cf. Definition (2.1) and Condition (2.3)). The $C^2$-smoothness enables to use proper semigroups.

In Section 2 we formulate the parabolic identification problem. In Sections 3 and 4 we transform it into a form admitting an abstract formulation, which is given in Section 5. Sections 6 and 7 contain auxiliary results. The main solvability results for the abstract problem and the parabolic identification problem are contained in Section 8.

Proving the main results we use the contraction argument in spaces of H"older-continuous abstract functions $C^\beta$, $\beta > 0$, endowed with norms with exponential weights. This technique, due to Janno and Wolfersdorf [9, 10], was so far used in $L^p$- and $C$-spaces. The extension to $C^\beta$ is not straightforward, requiring additional operations with $C^\beta'$, $\beta' \in (0, \beta)$. We have to deal with the H"older-continuity because of certain semigroup properties.

2. Formulation of the problem

Let $\Omega$ be a 3-dimensional bounded connected open set with a $C^2$-boundary, admitting the following representation:

$$\Omega = \left\{ x = (x', y) \in \mathbb{R}^3 : |x'| < \rho\left(\frac{\sqrt{x'^2}}{|x'|}, y\right), y \in [0,l] \right\},$$

where $l > 0$ and $\rho \in C(\mathcal{O} \times [0,l]) \cap C^2(\mathcal{O} \times (0,l))$ and $-x_2D_{x_1}\rho + x_1D_{x_2}\rho \in C(\mathcal{O} \times [0,l])$, where $\mathcal{O}$ is the 2-dimensional unit sphere. A further fundamental requirement concerning $\rho$ will be listed in the formula (3.1) below. We denote by $\Gamma$ and $\Gamma_l$ the boundary and the lateral surface of $\Omega$, respectively. Further, let us assume that the (Lebesgue) measures of the sections

$$\Omega(y) = \{ x' \in \mathbb{R}^2 : (x', y) \in \Omega \}, \quad y \in [0,l],$$

of $\Omega$ are bounded away from 0, i.e.,

$$m_2(\Omega(y)) \geq m > 0 \quad \forall y \in [0,l].$$

The open set $\Omega$ will be called a barrelled domain of class $C^2$. Let $\Gamma(y)$ stand for the boundary of $\Omega(y)$, $y \in [0,l]$.

Let us pose the following inverse problem: given $a : [0,l] \to \mathbb{R}$, $f : [0,T] \times \Omega \to \mathbb{R}$, $u_0 : \Omega \to \mathbb{R}$, $u_\Gamma : [0,T] \times \Omega \to \mathbb{R}$, $g_1 : [0,T] \times [0,l] \to \mathbb{R}$ and $g_0 : [0,T] \to \mathbb{R}$, find $h : [0,T] \times [0,l] \to \mathbb{R}$ such that
\[ D_t u(t, x) - \text{div}(a(y) \nabla u(t, x)) - \int_0^t \text{div} \left( h(t-s, y) \nabla u(s, x) \right) ds = f(t, x) \quad (2.4) \]
\[ t \in [0, T], \ x = (x', y) \in \Omega, \]
\[ u(0, x) = u_0(x), \quad x \in \Omega \quad (2.5) \]
\[ u(t, x) = u_\Gamma(t, x), \quad t \in [0, T], \ x \in \Gamma \quad (2.6) \]
\[ \Phi[u(t, \cdot)](y) = g_1(t, y), \quad t \in [0, T], \ y \in [0, \ell] \quad (2.7) \]
\[ \Psi[u(t, \cdot)] = g_0(t), \quad t \in [0, T], \quad (2.8) \]

where
\[ \Phi[w](y) = \int_{\Omega(y)} \lambda(x)w(x', y)dx', \quad \Psi[w] = \int_{\Omega} \mu(x)w(x)dx \quad (2.9) \]

and \( w: \Omega \to \mathbb{R}, \lambda, \mu: \Omega \to \mathbb{R} \) being given weight functions. Equation (2.4) describes the heat flow in domain \( \Omega \) filled by material with memory, which is inhomogeneous in \( y \)-direction, and \( u \) stands for the temperature.

Introducing the new unknowns
\[ \hat{u} = u - u_\Gamma, \quad (2.10) \]

we transform problem (2.3) – (2.7) into the following one involving a homogeneous boundary condition:
\[ D_t \hat{u}(t, x) - \text{div}(a(y) \nabla \hat{u}(t, x)) \]
\[ - \int_0^t \text{div} \left( h(t-s, y) \nabla (\hat{u}(s, x) + u_\Gamma(s, x)) \right) ds = \hat{f}(t, x), \quad (2.11) \]
\[ t \in [0, T], \ x = (x', y) \in \Omega, \]
\[ \hat{u}(0, x) = \hat{u}_0(x), \quad x \in \Omega \quad (2.12) \]
\[ \hat{u}(t, x) = 0, \quad t \in [0, T], \ x \in \Gamma \quad (2.13) \]
\[ \Phi[\hat{u}(t, \cdot)](y) = \hat{g}_1(t, y), \quad t \in [0, T], \ y \in [0, \ell] \quad (2.14) \]
\[ \Psi[\hat{u}(t, \cdot)] = \hat{g}_0(t), \quad t \in [0, T], \quad (2.15) \]

where
\[ f(t, x) = f(t, x) - D_t u_\Gamma(t, x) + \text{div}(a(y) \nabla u_\Gamma(t, x)) \quad (2.16) \]
\[ \hat{u}_0(x) = u_0(x) - u_\Gamma(0, x) \quad (2.17) \]
\[ \hat{g}_1(t, y) = g_1(t, y) - \Phi[u_\Gamma(t, \cdot)](y) \quad (2.18) \]
\[ \hat{g}_0(t) = g_0(t) - \Psi[u_\Gamma(t, \cdot)]. \quad (2.19) \]
3. An equivalent differentiated problem

Let us define the linear differential operators \( A = \text{div}(a(\cdot)\nabla) \) and \( B = \Delta \), and the following Banach spaces endowed with usual norms:

\[
X = C(\overline{\Omega}), \quad X_2 = D(A) = \left\{ w \in \bigcap_{p>3} W^{2,p}(\Omega) : Aw \in X, w|_{\Gamma} = 0 \right\}
\]

\[
Y = C([0, T]), \quad Y_1 = C^1([0, T]), \quad Y_2 = C^2([0, T])
\]

In this and next section we will transform problem (2.11 – (2.15) into a form which is suitable for an abstract formulation. To this end we have to impose certain basic assumptions on the data \( a, \lambda, \mu, u_\Gamma, \hat{f}, \hat{u}_0, \hat{g}_1 \) and \( \hat{g}_0 \), where \( \hat{f}, \hat{u}_0, \hat{g}_1 \) and \( \hat{g}_0 \) are defined via \( f, u_0, u_\Gamma, g_1 \) and \( g_0 \) by means of the formulas (2.16 – (2.19)). More exactly, let us assume, for some \( \beta \in (0, 1) \), that

\[
a \in C^2([0, T]), \quad a(y) \geq a_0 > 0, \quad \lambda \in C^2(\overline{\Omega}), \quad \lambda D_y \rho \in C(\Gamma_t) (3.1)
\]

\[
\mu \in W^{1,1}(\Omega), \quad u_\Gamma \in C^1([0, T]; C^2(\overline{\Omega})), \quad \hat{u}_0 \in X_2 (3.2)
\]

\[
A\hat{u}_0 + \hat{f}(0, \cdot) \in X_2, \quad \hat{f} \in C^{1+\beta}([0, T]; X) (3.3)
\]

\[
\hat{g}_1 \in C^{2+\beta}([0, T]; Y) \cap C^{1+\beta}([0, T]; Y_2), \quad \hat{g}_0 \in C^{2+\beta}([0, T]) (3.4)
\]

where \( \Gamma_t \) denotes the lateral surface of \( \Omega \). Further, let us introduce the following functions depending on the data:

\[
v_0(x) = A\hat{u}_0(x) + \hat{f}(0, x), \quad \psi_1(x) = \Delta u_0(x), \quad \psi_2(x) = D_yu_0(x) (3.5)
\]

\[
b(t, x) = \Delta D_t u_\Gamma(t, x), \quad g(t, x) = D_t\hat{f}(t, x) (3.6)
\]

\[
q_1(t, y) = D_y\hat{g}_1(t, y) + \Phi[D_y u_\Gamma(t, \cdot)](y) (3.7)
\]

\[
q_2(t, y) = D_y^2\hat{g}_1(t, y) + \Phi[\Delta u_\Gamma(t, \cdot)](y) (3.8)
\]

\[
f_1(t, y) = D_t\hat{g}_1(t, y) - D_y(a(y)D_y\hat{g}_1(t, y)) - \int_{\Omega(y)} \lambda(x)\hat{f}(t, x) \, dx', (3.9)
\]

and let us define the linear operators \( Q_1 \) and \( Q_2 \) from \( C^1(\overline{\Omega}) \) to \( C([0, T]) \) by

\[
(Q_1 w)(y) = - \int_{\Omega(y)} D_y\lambda(x)w(x) \, dx' (3.10)
\]

\[
(Q_2 w)(y) = \sum_{j=1}^2 \left[ \int_{\Gamma(y)} \lambda(x)n_j D_{x_j}w(x) \, d\sigma(x') - \int_{\Omega(y)} D_{x_j}\lambda(x)D_{x_j}w(x) \, dx' \right]
\]

\[
- \int_{\Gamma(y)} \lambda(x)p(x)D_yw(x) \, d\sigma(x') - \int_{\Omega(y)} \left[ 2D_y\lambda(x)D_yw(x) + D_y^2\lambda(x)w(x) \right] \, dx', \quad (3.11)
\]
where \( n = (n_1, n_2, n_3) \) is the outer normal on \( \Gamma \), \( d\sigma(x') \) is the Lebesgue surface measure on \( \Gamma(y) \) and

\[
\begin{align*}
\overline{\rho}(x) &= \rho\left(\frac{x'}{|x'|}y\right)D_{x'y}^2 \rho\left(\frac{x'}{|x'|}y\right) \left\{ \rho\left(\frac{x'}{|x'|}y\right)^2 + \rho\left(\frac{x'}{|x'|}y\right)^{-2} \right\}^{-\frac{1}{2}}. \\
\end{align*}
\]

(3.12)

**Remark.** In the case of a cylinder we have \( \overline{\rho} \equiv 0 \), so that the line integral over \( \Gamma(y) \) in (2.11) vanishes for any \( y \in [0, l] \). Consequently, we can say that function \( \overline{\rho} \) measures the deviation from a cylinder of our barrelled domain \( \Omega \).

**Proposition 3.1.** Assume that the assumptions (3.1) – (3.4) and the following consistency conditions hold:

\[
\begin{align*}
\hat{g}_0(0) &= \Psi[\hat{u}_0], \quad \hat{g}_1(0, y) = \Phi[\hat{u}_0](y), \quad y \in [0, l] \quad (3.13) \\
\hat{g}_1(t, 0) &= \hat{g}_1(t, t), \quad t \in [0, T] \quad (3.14) \\
f_1(0, y) - a(y)(Q_2\hat{u}_0)(y) - a'(y)(Q_1\hat{u}_0)(y) &= 0, \quad y \in [0, l] \quad (3.15) \\
\hat{y}_1(0) - \int_\Omega a(y)\mu(x)D_n\hat{u}_0(x) \, d\sigma + \int_\Omega a(y)\nabla\mu(x) \cdot \nabla\hat{u}_0(x) \, dx &= \Psi[\hat{f}(0, \cdot)], \quad (3.16)
\end{align*}
\]

where \( D_n \) denotes the normal derivative on \( \Gamma \). Then the following assertions are valid:

(i) If \( (\hat{u}, h) \in \{C^{2+\beta}([0, T]; X) \cap C^{1+\beta}([0, T]; X_2) \} \times C^\beta([0, T]; Y_1) \) solves the inverse problem (2.11) – (2.15), then \( (v, h) \), with \( v = D_t\hat{u} \), solves the following problem:

\[
\begin{align*}
D_tv(t, x) - Av(t, x) &= \int_0^t h(t - s, y)(Bv(s, x) + b(s, x)) \, ds \\
&\quad + \int_0^t D_yh(t - s, y)(D_yv(s, x) + D_yD_u(s, x)) \, ds + h(t, y)\psi_1(x) \\
&\quad + D_yh(t, y)\psi_2(x) + g(t, x), \quad t \in [0, T], \quad x = (x', y) \in \Omega \quad (3.17) \\
v(0, x) &= v_0(x), \quad x \in \Omega \quad (3.18)
\end{align*}
\]

\[
\begin{align*}
[(Q_1\hat{u}_0)(y) + q_1(0, y)]D_yh(t, y) + [(Q_2\hat{u}_0)(y) + q_2(0, y)]h(t, y) &= -\int_0^t D_yh(t - s, y)[(Q_1v(s, \cdot))(y) + D_sq_1(s, y)] \, ds \\
&\quad - \int_0^t h(t - s, y)[(Q_2v(s, \cdot))(y) + D_sq_2(s, y)] \, ds + D_tf_1(t, y) \\
&\quad - a(y)(Q_2v(t, \cdot))(y) - a'(y)(Q_1v(t, \cdot))(y), \quad y \in [0, l], \quad t \in [0, T].
\end{align*}
\]

(3.19)
\[ \int_{\Gamma} h(t, y) \mu(x) D_n u_0(x) \, d\sigma - \int_{\Omega} h(t, y) \nabla \mu(x) \cdot \nabla u_0(x) \, dx \]

\[ = - \int_0^t \left[ \int_{\Gamma} h(t - s, y) \mu(x) D_n \left( v(s, x) + D_s u_{\Gamma}(s, x) \right) \, d\sigma \right. \]

\[ - \int_{\Omega} h(t - s, y) \nabla \mu(x) \cdot \nabla \left( v(s, x) + D_s u_{\Gamma}(s, x) \right) \, dx \right] \, ds \]

\[ - \int_{\Omega} a(y) \mu(x) D_n v(t, x) \, d\sigma + \int_{\Omega} a(y) \nabla \mu(x) \cdot \nabla v(t, x) \, dx \]

\[ + \tilde{g}_0''(t) - \Psi[D_{\Gamma} \tilde{f}(t, \cdot)], \quad t \in [0, T] \]

where \( \sigma \) is the Lebesgue surface measure on \( \Gamma \).

(ii) Conversely, if \((v, h) \in \{C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2) \times C^\beta([0, T]; Y_1)\}\) solves problem (3.17) – (3.20), then \((\tilde{u}, h)\) with \(\tilde{u}(t, x) = \tilde{u}_0(x) + \int_0^t v(s, x) \, ds\) solves the identification problem (2.11) – (2.15).

Proof. (i): Differentiating the parabolic equation (2.11) with respect to \( t \) and using the definitions (3.5) and (3.6), we derive (3.17). Setting \( t = 0 \) in (2.11), we get the initial condition (3.18).

In order to derive equation (3.19) we first recall the identity (cf. (2.1))

\[ \int_{\Omega(y)} z(x) \, dx = \int_0^{2\pi} d\theta \int_0^{\rho(e^{i\theta}, y)} z(r e^{i\theta}, y) r \, dr. \]

Then we note that from such an identity, due to the homogeneous boundary condition (2.13), the relation \( \Gamma(y) \subset \Gamma \) and the condition (2.14), we easily deduce the equations

\[ \int_{\Omega(y)} D_y (\lambda(x) \tilde{u}(t, x)) \, dx' = D_y \int_{\Omega(y)} \lambda(x) \tilde{u}(t, x) \, dx' = D_y \tilde{g}_1(t, y). \]

This implies

\[ D_y \left[ \int_{\Omega(y)} a(y) D_y (\lambda(x) \tilde{u}(t, x)) \, dx' \right] = D_y (a(y) D_y \tilde{g}_1(t, y)). \]

Let us now differentiate the integral \( \int_{\Omega(y)} a(y) D_y (\lambda(x) \tilde{u}(t, x)) \, dx' \) with respect to \( y \), taking advantage of definition (2.2). Moreover, the definition (3.12) of \( \overline{p} \) and the homogeneous boundary condition for \( \tilde{u} \) easily imply

\[ D_y \left[ \int_{\Omega(y)} a(y) D_y (\lambda(x) \tilde{u}(t, x)) \, dx' \right] \]

\[ = \int_{\Omega(y)} D_y (a(y) D_y (\lambda(x) \tilde{u}(t, x))) \, dx' + \int_{\Gamma(y)} \overline{p}(x) a(y) D_y (\lambda(x) \tilde{u}(t, x)) \, d\sigma(y) \]

\[ = \int_{\Omega(y)} D_y (a(y) D_y (\lambda(x) \tilde{u}(t, x))) \, dx' + \int_{\Gamma(y)} \overline{p}(x) a(y) \lambda(x) D_y \tilde{u}(t, x) \, d\sigma(y). \]
Comparing (3.22) and (3.23) we derive the formula
\[
\int_{\Omega(y)} D_y \left( a(y) D_y \left( \lambda(x) \hat{u}(t, x) \right) \right) dx'
= D_y \left( a(y) D_y \hat{g}_1(t, y) \right) - \int_{\Gamma(y)} \bar{p}(x) a(y) \lambda(x) D_y \hat{u}(t, x) d\sigma(y).
\] (3.24)

Next let us compute
\[
\Phi[\text{div}(a(\cdot) \nabla \hat{u}(t, \cdot))](y)
= \int_{\Omega(y)} \lambda(x) \text{div}(a(y) \nabla \hat{u}(t, x)) dx'
= a(y) \sum_{j=1}^2 \left[ \int_{\Gamma(y)} \lambda(x) n_j D_{x_j} \hat{u}(t, x) d\sigma(x') - \int_{\Omega(y)} D_{x_j} \lambda(x) D_{x_j} \hat{u}(t, x) dx' \right]
+ \int_{\Omega(y)} \left[ D_y \left( a(y) D_y \left( \lambda(x) \hat{u}(t, x) \right) \right) - 2a(y) D_y \lambda(x) D_y \hat{u}(t, x) \right]
+ \int_{\Omega(y)} a(y) D_y \lambda(x) \right] dx'.
\] (3.25)

Using here (3.24) and the definitions (3.10) and (3.11) of operators $Q_1$ and $Q_2$, we derive
\[
\Phi[\text{div}(a(\cdot) \nabla \hat{u}(t, \cdot))]
= D_y(a D_y \hat{g}_1(t, \cdot)) + a Q_2 \hat{u}(t, \cdot) + a' Q_1 \hat{u}(t, \cdot).
\] (3.26)

Analogously we derive the relation
\[
\Phi[\text{div}(h(t - s, \cdot) \nabla \hat{u}(s, \cdot))](y)
= D_y(h(t - s, y) D_y \hat{g}_1(s, y))
+ h(t - s, y) (Q_2 \hat{u}(s, \cdot))(y)
+ D_y h(t - s, y) (Q_1 \hat{u}(s, \cdot))(y).
\] (3.27)

Moreover, due to the condition (2.14) we have
\[
\Phi[D_t \hat{u}(t, \cdot)](y) = D_t \hat{g}_1(t, y).
\] (3.28)

Let us now apply operator $\Phi$ to both sides in equation (2.11). In view of (3.26) – (3.28) and definitions (3.7) – (3.9) of $q_1$, $q_2$ and $f_1$, we obtain
\[
a(y) (Q_2 \hat{u}(t, \cdot))(y) + a'(y) (Q_1 \hat{u}(t, \cdot))(y)
+ \int_0^t D_y h(t - s, y) \left[ (Q_1 \hat{u}(s, \cdot))(y) + q_1(s, y) \right] ds
+ \int_0^t h(t - s, y) \left[ (Q_2 \hat{u}(s, \cdot))(y) + q_2(s, y) \right] ds = f_1(t, y).
\] (3.29)
Differentiating this equation with respect to $t$, we derive equation (3.19).

In order to complete the proof of (i) we have to derive (3.20). To this end we apply functional $\Psi$ to the parabolic equation (2.11) and observe that

\[ \Psi[D_t \hat{u}(t, \cdot)] = \hat{g}_0(t). \]  

(3.30)

Hence, we get

\[
\int_\Gamma a(y) \mu(x) D_n \hat{u}(t, x) d\sigma - \int_\Omega a(y) \nabla \mu(x) \cdot \nabla \hat{u}(t, x) dx
\]

+ \[
\int_0^t \left[ \int_\Gamma h(t - s, y) \mu(x) D_n (\hat{u}(s, x) + u_\Gamma(s, x)) d\sigma
\right.
\]

\[
\left. - \int_\Omega h(t - s, y) \nabla \mu(x) \cdot \nabla (\hat{u}(s, x) + u_\Gamma(s, x)) dx \right] ds = \hat{g}_0(t) - \Psi[\hat{f}(t, \cdot)].
\]  

(3.31)

Differentiating this relation we get (3.20).

(ii): Integrating both sides of equation (3.17) over $(0, t)$ and taking advantage of definitions (3.5), (3.6) and of the initial condition (3.18) (cf. (3.5)), we obtain equation (2.11) for $\hat{u}$.

Further, integrating both sides of equation (3.20) over $(0, t)$ and taking the consistency condition (3.16) into account, we obtain relation (3.31). This, in view of the equation (2.11) for $\hat{u}$ and the definition of $\Psi$, can be transformed into the relation

\[ D_t \{ \Psi[\hat{u}(t, \cdot)] - \hat{g}_0(t) \} = 0. \]  

Due to the first consistency condition in (3.13) we obtain equation (2.15).

It remains to show (2.14). To do this, we first integrate (3.19) over $(0, t)$. From the consistency condition (3.15) we easily deduce (3.29). Arguments similar to those used at the beginning of the proof yield the relations $aQ_2 \hat{u}(t, \cdot) + a'Q_1 \hat{u}(t, \cdot) = \Phi[\text{div}(a\nabla \hat{u}(t, \cdot))] - D_y(aD_y\Phi[\hat{u}(t, \cdot)])$ and

\[
h(t - s, y)(Q_2 \hat{u}(s, \cdot))(y) + D_y h(t - s, y)(Q_1 \hat{u}(s, \cdot))(y)
\]

\[ = \Phi[\text{div}(h(t - s, \cdot)\nabla \hat{u}(s, \cdot))](y) - D_y(h(t - s, y)D_y\Phi[\hat{u}(s, \cdot)])(y). \]

Using these relations in (3.29) and definitions (3.7) – (3.9) as well as equation (2.11) for $\hat{u}$, we derive the following equation for $z(t, y) = \Phi[\hat{u}(t, \cdot)](y) - \hat{g}_1(t, y)$:

\[
D_t z(t, y) - D_y(a(y)D_y z(t, y)) - \int_0^t D_y(h(t - s, y)D_y z(s, y)) ds = 0
\]  

(3.32)

for $t \in [0, T], y \in [0, l]$. Due to the consistency conditions (3.13), (3.14) and the homogeneous boundary condition for $\hat{u}$, the solution $z$ to equation (3.32) satisfies homogeneous initial and boundary conditions. Hence, $z \equiv 0$, which implies (2.14). Proposition 3.1 is fully proved. \[\square\]
4. Diagonalization of the differentiated problem

The purpose of this section is to transform the subsystem (3.19), (3.20) into a fixed-point form for the pair \((m, n)\) defined by

\[
m(t) = h(t, 0), \quad n(t, y) = D_y h(t, y), \quad t \in [0, T], \ y \in [0, l].
\]

(4.1)

In order to perform such a transformation we need the following assumptions (cf. relations (3.7), (3.10) (3.21) and (2.9), (2.17)):

\[
\left| (Q_1 \hat{u}_0)(y) + q_1(0, y) \right| = \left| \int_{\Omega(y)} \lambda(x) D_y u_0(x) \, dx \right| \geq \nu > 0, \ y \in [0, l]
\]

and

\[
d_0 := \int_{\Gamma} \mu(x) D_y u_0(x) e^{-\int_0^y \kappa(z) \, dz} \, d\sigma - \int_{\Omega} \nabla \mu(x) \cdot \nabla u_0(x) e^{-\int_0^y \kappa(z) \, dz} \, dx \neq 0
\]

(4.2)

(4.3)

with \(q_1, q_2, Q_1, Q_2\) defined by (3.7), (3.8), (3.10), (3.11) and

\[
\kappa(y) = \left( ((Q_2 \hat{u}_0)(y) + q_2(0, y)) \left| (Q_1 \hat{u}_0)(y) + q_1(0, y) \right| \right)^{-1}
\]

(4.4)

Remark. In (4.2) we implicitly make use of assumption (2.3). Indeed, if (2.3) did not hold, we should deduce \(m_2(\Omega(0))m_2(\Omega(l)) = 0\) since \(\Omega\) is a domain. Consequently, from definitions (3.7) and (3.10) it would follow \(Q_1 u_0(jl) = q_1(0, jl)\) for some \(j \in \{0, 1\}\), contradicting (4.2).

Remark. Because of assumption (3.1), the kernel \(\lambda\) cannot be of the form \(\lambda(x) = \lambda_1(x') \lambda_2(y)\). Indeed, in this case we would have \(\lambda_2 D_y \rho \in C([0, l])\) which would imply \(\lambda_2(y) \to 0\) as \(y \to kl, \ k = 0, 1\). Therefore, we would deduce \(\int_{\Omega(y)} \lambda(x) D_y u_0(x) \, dx' \to 0\) as \(y \to kl, \ k = 0, 1\) contradicting (4.2).

From (4.1) we deduce the decomposition \(h(t, y) = m(t) + En(t, y)\) with

\[
Ew(y) = \int_0^y w(z) \, dz.
\]

(4.5)

Since assumption (4.2) holds, equation (3.19) writes as

\[
u(t, y) + \kappa(y) En(t, y)
\]

\[
n(t, y)
\]

\[
= \kappa(y)m(t) + \int_0^t \left\{ R_1[n(t - s, \cdot), v(s, \cdot)](y)
\]

\[
+ R_1[n(t - s, \cdot), r(s, \cdot)](y) + m(t - s)[(P_1 v(s, \cdot))(y) + p_1(s, y)] \right\} ds
\]

\[
+ (Q_3 v(t, \cdot))(y) + f_2(t, y), \quad y \in [0, l], \ t \in [0, T],
\]

(4.6)

```
where $\kappa$ is defined by (4.4),

\[
R_{1}[w_1, w_2](y) = -[(Q_1\hat{u}_0)(y) + q_1(0, y)]^{-1} \nonumber \\
\times \{w_1(y)(Q_1w_2)(y) + Ew_1(y)(Q_2w_2)(y)\} 
\]  

(4.7)

and

\[
r(t, y) = (D_tq_1(t, y), D_tq_2(t, y)) \quad \text{(4.8)}
\]

\[
(P_1w)(y) = -[(Q_1\hat{u}_0)(y) + q_1(0, y)]^{-1} (Q_2w)(y) \quad \text{(4.9)}
\]

\[
p_1(t, y) = -[(Q_1\hat{u}_0)(y) + q_1(0, y)]^{-1} D_{t}q_2(t, y) \quad \text{(4.10)}
\]

\[
(Q_3w)(y) = -[(Q_1\hat{u}_0)(y) + q_1(0, y)]^{-1} \{a(y)(Q_2w)(y) + a'(y)(Q_1w)(y)\} \quad \text{(4.11)}
\]

\[
f_2(t, y) = [(Q_1\hat{u}_0)(y) + q_1(0, y)]^{-1} D_{t}f_1(t, y). \quad \text{(4.12)}
\]

To solve equation (4.6) with respect to the left-hand side we note that, for any $\eta \in C([0, l])$, the unique solution to the integral equation $w(y) + \kappa(y)Ew(y) = \eta(y), \ y \in [0, l]$ is

\[
w(y) = L_1\eta(y), \quad L_1 = I - \kappa(\cdot)L, \quad \text{(4.13)}
\]

$I$ being the identity operator and

\[
L\eta(y) = \int_{0}^{y} e^{-\int_{y}^{\tau} \kappa(\cdot)ds} \eta(\tau) d\tau. \quad \text{(4.14)}
\]

Moreover, $w$ satisfies the relation $Ew(y) = L\eta(y), \ y \in [0, l]$. Consequently, from (4.6) we get

\[
n(t, y) = -L_1\kappa(y)m(t) \\
+ \int_{0}^{t} \left\{R_2[n(t-s, \cdot), v(s, \cdot)](y) + R_2[n(t-s, \cdot), r(s, \cdot)](y) \\
+ m(t-s)[(P_2v(s, \cdot))(y) + p_2(s, y)]\right\} ds \\
+ (Q_4v(t, \cdot))(y) + f_3(t, y), \quad y \in [0, l], t \in [0, T],
\]

(4.15)

and

\[
En(t, y) = -L\kappa(y)m(t) \\
+ \int_{0}^{t} \left\{R_3[n(t-s, \cdot), v(s, \cdot)](y) + R_3[n(t-s, \cdot), r(s, \cdot)](y) \\
+ m(t-s)[(P_3v(s, \cdot))(y) + p_3(s, y)]\right\} ds \\
+ (Q_5v(t, \cdot))(y) + f_4(t, y), \quad y \in [0, l], t \in [0, T],
\]

(4.16)


where

\[
\begin{align*}
R_2 &= L_1 R_1, \quad P_2 = L_1 P_1, \quad p_2 = L_1 p_1, \quad Q_4 = L_1 Q_3, \quad f_3 = L_1 f_2, \\
R_3 &= L R_1, \quad P_3 = L P_1, \quad p_3 = L p_1, \quad Q_5 = L Q_3, \quad f_4 = L f_2.
\end{align*}
\] (4.17)

Next let us deal with equation (3.20). Since \( h = m + En \), we can rewrite (3.20) in the form

\[
\bar{L}(m(t) + En(t, \cdot))
\]

\[
= \int_0^t \left\{ R_1^0[n(t - s, \cdot), v(s, \cdot)] + R_1^0[n(t - s, \cdot), w_\Gamma(s, \cdot)] \\
+ m(t - s)[P_1^0(v(s, \cdot) + p_1^0(s))] \right\} ds + Q_1^0v(t, \cdot) + f_1^0(t), \quad t \in [0, T],
\] (4.18)

where

\[
\begin{align*}
\bar{L}w &= \int_\Gamma \mu(x) D_n u_0(x) w(y) d\sigma - \int_\Omega \nabla \mu(x) \cdot \nabla u_0(x) w(y) dx \quad (4.19) \\
R_1^0[w_1, w_2] &= - \int_\Gamma E w_1(y) \mu(x) D_n w_2(x) d\sigma \quad (4.20) \\
w_\Gamma(t, x) &= D_t u_\Gamma(t, x) \quad (4.21) \\
P_1^0w &= - \int_\Gamma \mu(x) D_n w(x) d\sigma + \int_\Omega \nabla \mu(x) \cdot \nabla w(x) dx \quad (4.22) \\
p_1^0(t) &= - \int_\Gamma \mu(x) D_n D_t u_\Gamma(t, x) d\sigma + \int_\Omega \nabla \mu(x) \cdot \nabla D_t u_\Gamma(t, x) dx \quad (4.23) \\
Q_1^0w &= - \int_\Gamma a(y) \mu(x) D_n w(x) d\sigma + \int_\Omega a(y) \nabla \mu(x) \cdot \nabla w(x) dx \quad (4.24) \\
f_1^0(t) &= \widehat{g}_0'(t) - \Psi[D_t \widehat{f}(t, \cdot)]. \quad (4.25)
\end{align*}
\]

Our next step consists in replacing the expression for \( En \) from (4.16) into the left-hand side of (4.18) and express \( m \) in terms of integrals containing \( n, m, v \). To this end we use assumption (4.3). We note that

\[
d_0 = \bar{L}(1 - L \kappa(\cdot)). \quad (4.26)
\]

Hence, inserting (4.16) into the left-hand side of (4.18) and taking relation (4.26) for \( d_0 \) into account, we arrive at the following equation, where \( t \in [0, T] \):

\[
\begin{align*}
m(t) &= \int_0^t \left\{ R_1^0[n(t - s, \cdot), v(s, \cdot)] + R_1^0[n(t - s, \cdot), r(s, \cdot)] \\
+ m(t - s)[P_1^0v(s, \cdot) + p_1^0(s)] \right\} ds + Q_1^0v(t, \cdot) + f_1^0(t),
\] (4.27)
\]
where

\[ R^0[w_1, w_2] = d_0^{-1} \left\{ R^0[w_1, w_2] - \mathcal{L} R^3[w_1, w_2](\cdot) \right\} \tag{4.28} \]

\[ P^0 w = d_0^{-1} \left\{ P^0 w - \mathcal{L}(P_3 w)(\cdot) \right\} \tag{4.29} \]

\[ p^0(t) = d_0^{-1} \left\{ p^0 t(t) - \mathcal{L} p_3(t, \cdot) \right\} \tag{4.30} \]

\[ Q^0 w = d_0^{-1} \left\{ Q^0 w - \mathcal{L}(Q_5 w)(\cdot) \right\} \tag{4.31} \]

\[ f^0(t) = d_0^{-1} \left\{ f^0 t(t) - \mathcal{L} f_4(t, \cdot) \right\}. \tag{4.32} \]

Finally, substituting \( m \) from (4.27) into the first addend in the right-hand side of (4.15), we derive the equation for \( n \):

\[
\begin{align*}
n(t, y) &= \int_0^t \left\{ R^1[n(t - s, \cdot), v(s, \cdot)](y) + (\overline{R} n(t - s, \cdot))(s, y) \\
&\quad + m(t - s) [(P^1 v(s, \cdot))(y) + p^1(s, y)] \right\} ds \\
&\quad + (Q^1 v(t, \cdot))(y) + f^1(t, y), \quad t \in [0, T], \ y \in [0, l],
\end{align*}
\]

where

\[
\begin{align*}
R^1[w_1, w_2](y) &= R_2[w_1, w_2](y) - R^0[w_1, w_2] L_1 \kappa(y) \tag{4.34} \\
(P^1[w])(y) &= (P_2[w])(y) - P^0 w L_1 \kappa(y) \tag{4.35} \\
p^1(t, y) &= p_2(t, y) - p^0(t) L_1 \kappa(y) \tag{4.36} \\
(Q^1[w])(y) &= (Q_4[w])(y) - Q^0 w L_1 \kappa(y) \tag{4.37} \\
f^1(t, y) &= f_3(t, y) - f^0(t) L_1 \kappa(y). \tag{4.38}
\end{align*}
\]

The parabolic equation (3.17) can be rewritten in the form

\[
\begin{align*}
D_t v(t, x) - Av(t, x) &= \int_0^t \left\{ R[n(t - s, \cdot), v(s, \cdot)](x) + (\overline{R} n(t - s, \cdot))(s, x) \\
&\quad + m(t - s) [(B v(s, \cdot))(x) + b(s, x)] \right\} ds \\
&\quad + m(t) \psi_1(x) + (S n(t, \cdot))(x) + g(t, x), \quad t \in [0, T], \ x \in \Omega,
\end{align*}
\]

where

\[
\begin{align*}
R[w_1, w_2](x) &= E w_1(y) B w_2(x) + w_1(y) D_y w_2(x) \tag{4.40} \\
(\overline{R} w)(t, x) &= E w(y) b(t, x) + w(y) D_y D_t u_1(t, x) \tag{4.41} \\
(S w)(x) &= E w(y) \psi_1(x) + w(y) \psi_2(x). \tag{4.42}
\end{align*}
\]

Summing up, we have proved the following proposition, where the spaces \( X, X_2 \) and \( Y \) are defined at the beginning of Section 3.
Proposition 4.1. Let assumptions (3.1) – (3.4) and (4.2), (4.3) be fulfilled. Then the following assertions hold:

(i) If \((v, h) \in \{C^{1+\beta}([0, T]; X) \cap C^{\beta}([0, T]; X_2)\} \times C^{\beta}([0, T]; Y_1)\) solves problem (3.17) – (3.20), then \((v, m, n)\) with \(m(t) = h(t, 0)\) and \(n(t, y) = D_y h(t, y)\) solves problem (4.39), (3.18), (4.27), (4.33).

(ii) Conversely, if \((v, m, n) \in \{C^{1+\beta}([0, T]; X) \cap C^{\beta}([0, T]; X_2)\} \times C^{\beta}[0, T] \times C^{\beta}([0, T]; Y)\) solves problem (4.39), (3.18), (4.27), (4.33), then \((v, h)\) with \(h(t, y) = m(t) + \int_0^y n(t, z)dz\) solves problem (3.17) – (3.20).

Let us introduce the following intermediate space between \(X\) and \(X_2\): \(X_1 = C^{1+2\varepsilon}_0(\Omega) = \{w \in C^{1+2\varepsilon}(\Omega) : w|_\Gamma = 0\}\) where \(\varepsilon\) is some number from the interval \([0, \frac{1}{2})\). According to the definitions of operators and functions introduced in (4.20) – (4.25), (4.28) – (4.32), (4.40) – (4.42) and (3.5), (3.6), we immediately deduce the following proposition.

Proposition 4.2. Let assumptions of Proposition 4.1 be fulfilled. Then:

\[
\begin{align*}
R, R^1, R^0 & \text{ are continuous bilinear operators such that} \\
R : Y \times X_2 & \rightarrow X, \ R^1 : Y \times X_1 \rightarrow Y, \ R^0 : Y \times X_1 \rightarrow R \\
B \in \mathcal{L}(X_2; X), \ P^1, Q^1 & \in \mathcal{L}(X_1; Y) \\
P^0, Q^0 & \in \mathcal{L}(X_1; R), \ S \in \mathcal{L}(Y; X) \\
b \in C([0, T]; X), \ p^0 \in C[0, T], \ p^1 \in C([0, T]; Y) & \\
g \in C^{\beta}([0, T]; X), \ f^0 \in C^{\beta}[0, T], \ f^1 \in C^{\beta}([0, T]; Y) & \\
v_0 \in X_2 \text{ and } \psi_1 \in X.
\end{align*}
\] (4.43)

5. Abstract formulation of the identification problem

Let \(X\) and \(A\) be a Banach space and a linear closed operator in \(X\), respectively. We define \(X_2 = D(A)\) and endow it with the graph-norm \(\|w\|_{X_2} = \|w\|_X + \|Aw\|_X\). We assume that

\[
\begin{align*}
\text{(i) } & \text{there exists a } \theta \in (\frac{\pi}{2}, \pi) \text{ such that the resolvent set of } A \\
& \text{contains } 0 \text{ and the open sector } \Sigma_\theta = \{\xi \in \mathbb{C} \setminus \{0\} : |\arg \xi| < \theta\} \\
\text{(ii) } & \text{there exists an } M > 0 \text{ such that } \|(\lambda I - A)^{-1}\|_{\mathcal{L}(X)} \leq M|\lambda|^{-1} \\
& \text{for any } \lambda \in \Sigma_\theta.
\end{align*}
\] (5.1)

Then (see [16]) operator \(A\) generates an analytic semigroup in \(X\), \(\{e^{tA}\}_{t \geq 0}\), \(e^{0A} = I\), possibly discontinuous at \(t = 0\).

We will make use of the following interpolation spaces \(D_A(\alpha, \infty)\) related to operator \(A\):

\[
D_A(\alpha, \infty) = \{w \in X : \eta \rightarrow \|\eta^{1-\alpha} Ae^{\eta A}w\| \in L^\infty(0, 1)\}.
\]
where \( 0 \leq \alpha \leq 1 \). In particular, \( D_A(0, \infty) = X \) and \( D_A(1, \infty) = X \). The spaces \( D_A(\alpha, \infty) \) for \( 0 < \alpha < 1 \) are endowed with the norms \( \|w\|_{D_A(\alpha, \infty)} = \|w\|_X + \sup_{0 < \eta < 1} \|\eta^{1-\alpha}Ae^{\eta A}w\|_X \).

Let \( \beta \) and \( \varepsilon \) be two given real numbers such that
\[
0 < \beta < \frac{1}{2}, \quad 0 < \varepsilon < \frac{1}{2} - \beta,
\]
and let
\[
X_1 = D_A\left(\frac{1}{2} + \varepsilon, \infty\right).
\]
Moreover, assume that we are given a Banach space \( Y \), the continuous bilinear operators
\[
R : Y \times X_2 \to X, \quad R^1 : Y \times X_1 \to Y, \quad R^0 : Y \times X_1 \to \mathbb{R},
\]
the linear operators
\[
B \in \mathcal{L}(X_2; X), \quad P^1, Q^1 \in \mathcal{L}(X_1; Y), \quad P^0, Q^0 \in \mathcal{L}(X_1; \mathbb{R}), \quad S \in \mathcal{L}(Y; X),
\]
the functions
\[
b \in C([0, T]; X), \quad p^0 \in C([0, T]), \quad p^1 \in C([0, T]; Y) \}
\]
and the elements
\[
v_0 \in X_2, \quad \psi_1 \in X.
\]
We can now formulate the following abstract problem: find \( v : [0, T] \to X_2 \), \( m : [0, T] \to \mathbb{R} \) and \( n : [0, T] \to Y \) satisfying the equations
\[
v'(t) - Av(t) = \int_0^t \left\{ R[n(t - s), v(s)] + (\overline{R}n(t - s))(s)
+ m(t - s)[Bv(s) + b(s)] \right\} ds + m(t)v_1 + Sn(t) + g(t)
\]
\[
v(0) = v_0
\]
\[
m(t) = \int_0^t \left\{ R^0[n(t - s), v(s)] + (\overline{R}^0 n(t - s))(s)
+ m(t - s)[P^0v(s) + p^0(s)] \right\} ds + Q^0v(t) + f^0(t)
\]
\[
n(t) = \int_0^t \left\{ R^1[n(t - s), v(s)] + (\overline{R}^1 n(t - s))(s)
+ m(t - s)[P^1v(s) + p^1(s)] \right\} ds + Q^1v(t) + f^1(t).
\]
We note that from (5.10), (5.11), in view of the initial condition (5.9), we get the following explicit formulae for \( m(0) \) and \( n(0) \):

\[
m(0) = Q^0 v_0 + f^0(0), \quad n(0) = Q^1 v_0 + f^1(0).
\]

(5.12)

Our aim is to transform system (5.8) – (5.11) into a fixed-point form. To this end we need the following well-known theorem concerning parabolic equations [18].

**Theorem 5.1.** If \( \psi \in C^β([0, T]; X) \), \( v_0 \in X_2 \) and \( Av_0 + f(0) \in D_A(\beta, \infty) \) then the Cauchy problem \( \psi(t) - Av(t) = \psi(t), \ t \in [0, T], \) \( v(0) = v_0 \) admits a unique solution \( v \) in \( C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2) \) represented by the formula

\[
v(t) = \int_0^t e^{t-s}A \psi(s)ds + e^tA v_0.
\]

Moreover, if \( \psi(0) = 0 \), \( e^tA * \psi \) satisfies the estimate

\[
\|e^tA * \psi\|_{C^\beta([0,T];X_2)} \leq C\|\psi\|_{C^\beta([0,T];X)},
\]

(5.13)

the positive constant \( C \) being independent of \( \psi \).

In order to apply Theorem 5.1 to the Cauchy problem (5.8), (5.9) we need to introduce the further assumption

\[
Av_0 + g(0) + (Q^0 v_0 + f^0(0)) \psi_1 + S(Q^1 v_0 + f^1(0)) \in D_A(\beta, \infty).
\]

(5.14)

The relations (5.12) and (5.14) imply

\[
Av_0 + g(0) + m(0) \psi_1 + Sn(0) \in D_A(\beta, \infty).
\]

(5.15)

Now we observe that, due to Theorem 5.1 and property (5.14), the Cauchy problem (5.8), (5.9) for \( (v, m, n) \in \{ C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2) \} \times C^\beta([0, T]) \times C^\beta([0, T]; Y) \) is equivalent to the operator equation

\[
v(t) = \int_0^t e^{t-s}A K[v, m, n](s)ds + \int_0^t e^{t-s}A \{ m(s) \psi_1 + Sn(s) \} ds
\]

\[
+ \int_0^t e^{t-s}A g(s)ds + e^tA v_0, \quad t \in [0, T],
\]

(5.16)

where

\[
K[v, m, n](t) = \int_0^t \left\{ R[n(t-s), v(s)] + (\overline{R}n(t-s))(s) + m(t-s) [Bv(s) + b(s)] \right\} ds.
\]

Next we substitute the right-hand side in (5.16) for \( v \) into the terms \( Q^0 v \) and \( Q^1 v \) of the equations (5.10) and (5.11), respectively. We obtain the fixed-point equations

\[
m(t) = N^0[v, m, n](t) + m_1(t), \quad t \in [0, T],
\]

(5.17)

\[
n(t) = N^1[v, m, n](t) + n_1(t), \quad t \in [0, T],
\]

(5.18)
Finally, we substitute the right-hand sides in (5.17) and (5.18) into the term

\[
N^0[v, m, n](t) = K^0[v, m, n](t) + Q^0\left[\int_0^t e^{(t-s)A}K[v, m, n](s)ds + \int_0^t e^{(t-s)A}\{m(s)\psi_1 + Sn(s)\}ds\right]
\]

(5.19)

\[
K^0[v, m, n](t) = \int_0^t \left\{R^0[v(t-s), v(s)] + (\overline{R}^0 n(t-s))(s) + m(t-s)[P^0 v(s) + p^0(s)]\right\}ds
\]

(5.20)

\[
m_1(t) = Q^0\left[\int_0^t e^{(t-s)A}g(s)ds + e^{tA}v_0\right] + f^0(t)
\]

(5.21)

\[
N^1[v, m, n](t) = K^1[v, m, n](t) + Q^1\left[\int_0^t e^{(t-s)A}K[v, m, n](s)ds + \int_0^t e^{(t-s)A}\{m(s)\psi_1 + Sn(s)\}ds\right]
\]

(5.22)

\[
K^1[v, m, n](t) = \int_0^t \left\{R^1[v(t-s), v(s)] + (\overline{R}^1 n(t-s))(s) + m(t-s)[P^1 v(s) + p^1(s)]\right\}ds
\]

(5.23)

\[
n_1(t) = Q^1\left[\int_0^t e^{(t-s)A}g(s)ds + e^{tA}v_0\right] + f^1(t).
\]

(5.24)

Finally, we substitute the right-hand sides in (5.17) and (5.18) into the term

\[
\int_0^t e^{(t-s)A}\{m(s)\psi_1 + Sn(s)\}ds
\]

in equation (5.16). We derive the relation

\[
v(t) = N[v, m, n](t) + v_1(t), \quad t \in [0, T],
\]

(5.25)

where

\[
N[v, m, n](t) = \int_0^t e^{(t-s)A}K[v, m, n](s)ds + \int_0^t e^{(t-s)A}\{N^0[v, m, n](s)\psi_1 + Sn^1[v, m, n](s)\}ds,
\]

(5.26)

and

\[
v_1(t) = \int_0^t e^{(t-s)A}[m_1(s)\psi_1 + Sn_1(s)]ds + \int_0^t e^{(t-s)A}g(s)ds + e^{tA}v_0.
\]

(5.27)

Conversely, it is an easy task to show that any solution \((v, m, n)\) to (5.17), (5.18), (5.25), with the stated regularity, solves (5.8) – (5.11). Consequently, we have proved the following proposition.

**Proposition 5.2.** Let the assumptions (5.1) – (5.7) and (5.14) be fulfilled. Then system (5.8) – (5.11) for \((v, m, n) \in \{C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2)\} \times C^\beta([0, T]) \times C^\beta([0, T]; Y)\) is equivalent to the system (5.17), (5.18), (5.25).
6. Preliminary lemmas

Let us introduce some notation. With any Banach space $Z$ we associate the function Banach space $C^\beta([0,T];Z)$, $0 < \beta < 1$, normed by $\|w\|_{\beta,0,Z} = \|w\|_{0,0,Z} + [w]_{\beta,0,Z}$, $w \in C^\beta([0,T];Z)$ where $\|w\|_{0,0,Z} = \max_{0 \leq t \leq T} \|w(t)\|_Z$ and $[w]_{\beta,0,Z} = \sup_{0 \leq \tau < \beta \leq T} (t-\tau)^{-\beta}\|w(t) - w(\tau)\|_Z$. Moreover, we introduce in $C^\beta([0,T];Z)$ the following weighted norm, equivalent to the previous one and depending on a non-negative parameter $\gamma$: $\|w\|_{\beta,\gamma,Z} = \|e^{-\gamma t}w\|_{\beta,0,Z} = \|w\|_{\beta,0,Z} + [w]_{\beta,\gamma,Z}$ where $\|w\|_{0,\gamma,Z} = \|e^{-\gamma t}w\|_{0,0,Z}$, $[w]_{\beta,\gamma,Z} = [e^{-\gamma t}w]_{\beta,0,Z}$.

In the sequel we will denote by $C$ any non-negative constant, which may vary from line to line.

**Lemma 6.1.** Let $0 \leq \beta < 1$ and let $Z, Z_1, Z_2$ be three Banach spaces. Moreover, let $M$ be a continuous bilinear operator from $Z_1 \times Z_2$ to $C([0,T];Z)$. Then for any $w_1 \in C^\beta([0,T];Z)$, $w_2 \in C^\beta([0,T];Z)$ the following estimates hold:

$$\left\| \int_0^t M[w_1(t-s), w_2(s)] ds \right\|_{\beta,\gamma,Z} \leq C \left\{ (T + T^{1-\beta}) \|w_1\|_{\beta,\gamma,Z_1} \|w_2\|_{0,\gamma,Z_2} \right\}^{\beta-1}(1 + \beta)^{-1} \|w_1\|_{\beta,\gamma,Z_1} \|w_2\|_{0,\gamma,Z_2}. \quad (6.1)$$

**Proof.** Using the simple relations $\int_0^t ds \leq T$ and $\int_0^t e^{-\gamma s} ds \leq \gamma^{-1}$, $0 \leq t \leq T$, we easily obtain the estimate

$$e^{-\gamma t} \int_0^t \| M[w_1(t-s), w_2(s)] \|_Z ds \leq C \int_0^t e^{-\gamma(t-s)} \|w_1(t-s)\|_{Z_1} e^{-\gamma s} \|w_2(s)\|_{Z_2} ds$$

$$\leq C \|w_1\|_{0,\gamma,Z_1} \int_0^t e^{-\gamma s} \|w_2(s)\|_{Z_2} ds \leq C \left\{ T \|w_1\|_{0,\gamma,Z_1} \|w_2\|_{0,\gamma,Z_2} \right\}$$

Further, using the following relations, where $0 \leq \tau < t \leq T$ and $0 < \beta < 1$,

$$(t-\tau)^{-\beta} \int_\tau^t ds \leq T^{1-\beta} \quad (6.3)$$

we easily get the estimate

$$(t-\tau)^{-\beta} \left\| e^{-\gamma t} \int_0^t M[w_1(t-s), w_2] ds - e^{-\gamma t} \int_\tau^t M[w_1(\tau-s), w_2(s)] ds \right\|_Z$$

$$\leq C \|w_1\|_{\beta,\gamma,Z_1} \left\{ (t-\tau)^{-\beta} \int_\tau^t e^{-\gamma s} \|w_2(s)\|_{Z_2} ds + \int_0^\tau e^{-\gamma s} \|w_2(s)\|_{Z_2} ds \right\}.\quad (6.2)$$
This, in turn, implies

\[
\left[ \int_0^T M[w_1(t-s), w_2(s)] ds \right]_{\beta, \gamma, Z} \leq C \left\{ (T + T^{1-\beta}) \left\| w_1 \right\|_{\beta, \gamma, Z_1} \left\| w_2 \right\|_{0, \gamma, Z_2} \right. \\
\leq \gamma^{\beta-1} \left( 1 + \gamma^{-\beta} \right) \left\| w_1 \right\|_{\beta, \gamma, Z_1} \left\| w_2 \right\|_{0,0, Z_2}. \tag{6.4}
\]

The inequalities (6.2) and (6.4) yield (6.1).

**Lemma 6.2.** Let \( Z \) be a Banach space and let \( w \in C^\alpha([0, T]; Z), \ 0 \leq \alpha < 1 \). Then

\[
\|w\|_{\alpha, \gamma, Z} \leq C (1 + \gamma^\alpha) \|w\|_{\alpha, 0, Z}. \tag{6.5}
\]

If, in addition \( w(0) = 0 \) and \( \alpha' \in [0, \alpha] \), then for any positive \( \gamma \)

\[
\|w\|_{\alpha', \gamma, Z} \leq C \gamma^{\alpha'-\alpha} (1 + \gamma^{-\alpha'}) [w]_{\alpha, 0, Z}. \tag{6.6}
\]

**Proof.** Note that

\[
\|w\|_{\alpha, \gamma, Z} \leq \max_{0 \leq t \leq T} \left\| e^{-\gamma t} w(t) \right\|_Z + \sup_{0 \leq \tau < t \leq T} (t - \tau)^{-\alpha} \left\| e^{-\gamma t} w(t) - w(\tau) \right\|_Z + \sup_{0 \leq \tau < t \leq T} (t - \tau)^{-\alpha} \left\| e^{-\gamma t} - e^{-\gamma \tau} \right\|_Z \tag{6.7}
\]

Since \( 0 < e^{-\gamma t} \leq 1 \) and \( (t - \tau)^{-\alpha} |e^{-\gamma t} - e^{-\gamma \tau}| = \gamma (t - \tau)^{-\alpha} \int_0^t e^{-\gamma \xi} d\xi \leq C \gamma^\alpha \), from (6.7) we immediately obtain \( \|w\|_{\alpha, \gamma, Z} \leq \|w\|_{0,0, Z} + [w]_{\alpha, 0, Z} + C \gamma^\alpha \|w\|_{0,0, Z} \leq C (1 + \gamma^\alpha) \|w\|_{\alpha, 0, Z} \). This proves (6.5).

Let now \( w(0) = 0 \). Then replacing \( \alpha \) with \( \alpha' \) in (6.7), we derive

\[
\|w\|_{\alpha', \gamma, Z} \leq \left\{ \gamma^{-\alpha} \sup_{0 \leq \xi < +\infty} \zeta^\alpha e^{-\zeta} + \gamma^{\alpha'-\alpha} \left[ \sup_{0 \leq \xi < \zeta < +\infty} (\zeta - \xi)^{\alpha-\alpha'} e^{-\zeta} \right] \right. \\
+ \sup_{0 \leq \xi < \zeta < +\infty} (\zeta - \xi)^{-\alpha'} \xi^\alpha (e^{-\xi} - e^{-\zeta}) \right\} [w]_{\alpha, 0, Z}. \tag{6.8}
\]

Here we have denoted \( \gamma \tau \) and \( \gamma t \) by \( \xi \) and \( \zeta \), respectively. Since \( \zeta^\alpha e^{-\zeta} \leq C \), \( (\zeta - \xi)^{\alpha-\alpha'} e^{-\zeta} \leq \zeta^{\alpha'-\alpha} e^{-\zeta} \leq C \) and \( (\zeta - \xi)^{-\alpha'} \xi^\alpha (e^{-\xi} - e^{-\zeta}) = \xi^\alpha e^{-\xi} (\zeta - \xi)^{-\alpha'} \), \( (1 - e^{-\zeta}) \leq C \), from (6.8) we derive (6.6).

**Lemma 6.3.** Let \( 0 \leq \alpha < 1 \), \( 0 \leq \beta < 1 - \alpha \) and let \( A \) satisfy property (5.1). Then, for any \( f \in C([0, T]; X) \) and \( \gamma \in [1, +\infty) \),

\[
\left\| \int_0^T e^{(-s)A} f(s) ds \right\|_{\beta, \gamma, D_A(\alpha, \infty)} \leq C \left[ \gamma^{1+\alpha} + (\gamma - 1)^{-1+\alpha+\beta} \right] \|f\|_{0, 0, X}, \tag{6.9}
\]

the positive constant \( C \) being independent of \( \gamma \).
From the previous inequalities we easily deduce the following estimates, where

\[ f \text{ and estimate } (6.8) \text{ holds.} \]

since the semigroup \( \{e^{tA}\}_{t \geq 0} \text{ is uniformly bounded. Hence, we deduce the estimates, for all } t \in (0, +\infty), \]

\[
\|t^{\alpha}e^{t(A-\gamma I)}\|_{L(X;D_{A}(\alpha,\infty))} \leq C(\alpha)e^{-\gamma t} \quad (6.11)
\]

\[
\|t^{1+\alpha}(A-\gamma I)e^{t(A-\gamma I)}\|_{L(X;D_{A}(\alpha,\infty))} \leq C(\alpha)e^{-\gamma t} + \gamma t C(\alpha)e^{-\gamma t} \quad (6.12)
\]

\[
\leq C(\alpha)e^{-(\gamma-1)t} \quad \forall \gamma \in [1, +\infty).
\]

From the previous inequalities we easily deduce the following estimates, where

\[ 0 \leq \tau < t \leq T: \]

\[
\left\| \int_{0}^{t} e^{(t-s)(A-\gamma I)}e^{-\gamma s}f(s)ds \right\|_{D_{A}(\alpha,\infty)} \leq \|f\|_{0,\gamma,X} \int_{0}^{t} \|e^{s(A-\gamma I)}\|_{L(X;D_{A}(\alpha,\infty))}ds
\]

\[
\leq C\|f\|_{0,\gamma,X} \int_{0}^{+\infty} s^{-\alpha}e^{-\gamma s}ds \quad (6.13)
\]

\[
= C(\gamma - 1)^{-1+\alpha}\|f\|_{0,\gamma,X},
\]

and

\[
\left\| \int_{0}^{t} e^{(t-s)(A-\gamma I)}e^{-\gamma s}f(s)ds - \int_{0}^{\tau} e^{(t-s)(A-\gamma I)}e^{-\gamma s}f(s)ds \right\|_{D_{A}(\alpha,\infty)}
\]

\[
\leq \|f\|_{0,\gamma,X} \left\{ \int_{0}^{\tau} \|e^{(t-s)(A-\gamma I)}\|_{L(X;D_{A}(\alpha,\infty))}ds
\]

\[
+ \int_{0}^{\tau} \|e^{(t-s)(A-\gamma I)} - e^{(\tau-s)(A-\gamma I)}\|_{L(X;D_{A}(\alpha,\infty))}ds \right\}
\]

\[
\leq C(\gamma - 1)^{-1+\alpha+\beta}(t-\tau)\|f\|_{0,\gamma,X}. \quad (6.14)
\]

We have thus proved that \( e^{tA}\ast f \in C^{(\beta;[0,T];D_{A}(\alpha,\infty))} \) for any \( f \in C^{\beta}([0,T];X) \) and estimate (6.8) holds.

\[ \Box \]

**Lemma 6.4.** Let \( 0 \leq \beta < 1 \) and \( A \) satisfy (5.1). Moreover, let \( f \in C^{\beta}([0,T];X) \) and \( f(0) = 0 \). Then

\[
\left\| \int_{0}^{t} e^{(-s)A}f(s)ds \right\|_{\beta,\gamma,X} \leq C \left( 1 + \gamma^{-1} \right) \|f\|_{\beta,\gamma,X}. \quad (6.15)
\]

**Proof.** We have

\[
\left\| \int_{0}^{t} e^{(-s)A}f(s)ds \right\|_{\beta,\gamma,X} \leq \left\| \int_{0}^{t} e^{(-s)A}f(s)ds \right\|_{\beta,\gamma,X} + \left\| A \int_{0}^{t} e^{(-s)A}f(s)ds \right\|_{\beta,\gamma,X}. \quad (6.16)
\]
For the first addend in the right-hand side of (6.16) we derive the estimate

\[
\left\| \int_0^t e^{-(s)}A f(s) ds \right\|_{\beta,\gamma,X} \\
\leq \max_{0 \leq t \leq T} \left\| \int_0^t e^{-\gamma(t-s)} e^{-(s)}A e^{-\gamma s} f(s) ds \right\|_X \\
+ \sup_{0 \leq \tau < t \leq T} (t - \tau)^{\beta} \left\{ \left\| \int_\tau^t e^{-\gamma s} e^{-(s)}A e^{-\gamma(t-s)} f(t - s) ds \right\|_X \\
+ \left\| \int_0^\tau e^{-\gamma s} e^{A} \left[ e^{-\gamma(t-s)} f(t - s) - e^{-\gamma(t-s)} f(\tau - s) \right] ds \right\|_X \right\}.
\]

Due to \(\|e^{tA}\|_{\mathcal{L}(X)} \leq C\) for \(0 \leq t \leq T\) and the relations, for \(\tau \leq s \leq t\),

\[
\left\| e^{-\gamma(t-s)} f(t - s) \right\|_X \leq (t - s)^\beta [f]_{\beta,\gamma,X} \leq (t - \tau)^\beta [f]_{\beta,\gamma,X} \\
\left\| e^{-\gamma(t-s)} f(t - s) - e^{-\gamma(t-s)} f(\tau - s) \right\|_X \leq (t - \tau)^\beta [f]_{\beta,\gamma,X}
\]

following from \(f \in C^\beta([0,T];X)\) and \(f(0) = 0\), from (6.17) we obtain

\[
\left\| \int_0^t e^{-(s)}A f(s) ds \right\|_{\beta,\gamma,X} \leq C \left\{ T^\beta \max_{0 \leq t \leq T} \int_0^t e^{-\gamma(t-s)} ds \\
+ \sup_{0 \leq \tau < t \leq T} \left( T^\beta \int_\tau^t e^{-\gamma s} ds + \int_0^\tau e^{-\gamma s} ds \right) \right\} [f]_{\beta,\gamma,X} \\
\leq C \gamma^{-1} [f]_{\beta,\gamma,X}.
\]

In order to estimate the second addend in (6.16) we will make use of the following relation (see [5, Theorem 4.1 (ii)]):

\[
\left\| A \int_0^t e^{-(s)}A f(s) ds \right\|_{\beta,0,X} \leq \overline{C}(\beta, \theta, T) M [f]_{\beta,0,X},
\]

where \(\theta\) and \(M\) are the constants in (5.1) and \(\overline{C}\) is a positive function. Let us denote \(A_\gamma = A - \gamma I\). It is easy to check that if \(A\) satisfies (5.1) with the parameters \(\theta\) and \(M\), then the operator \(A_\gamma\) for \(\gamma \geq 0\) satisfies (5.1) with the parameters \(\theta_1 = \theta\) and \(M_1 = M [\cos(\theta - \frac{\pi}{2})]^{-1}\). Hence, using (6.19) we obtain

\[
\left\| (A - \gamma I) \int_0^t e^{-(s)}A f(s) ds \right\|_{\beta,\gamma,X} = \left\| A_\gamma \int_0^t e^{-(s)}A_\gamma e^{-\gamma s} f(s) ds \right\|_{\beta,0,X} \\
\leq \overline{C}(\beta, \theta_1, T) M_1 [e^{-\gamma} f]_{\beta,0,X} \\
= C [f]_{\beta,\gamma,X}.
\]
Combining (6.20) with (6.19) we have

\[
\left\| A \int_0^\cdot e^{(-s)A} f(s) \, ds \right\|_{\beta,\gamma,X} \leq C [f]_{\beta,\gamma,X}. \tag{6.21}
\]

Finally, from (6.16), (6.19) and (6.21) we derive the estimate (6.15). \hfill \square

7. Estimates of basic operators

We start by proving the following lemma.

**Lemma 7.1.** Let assumptions (5.1) – (5.3), (5.5) – (5.7) and (5.14) hold. Then the functions \( m_1, n_1 \) and \( v_1 \) defined by (5.21), (5.24) and (5.27), respectively, satisfy \( m_1 \in C^\beta([0,T]), n_1 \in C^\beta([0,T];Y) \) and \( v_1 \in C^{1+\beta}([0,T];X) \cap C^\beta([0,T];X_2) \).

**Proof.** First we prove \( m_1 \in C^\beta([0,T]), n_1 \in C^\beta([0,T];Y) \). Since, by assumption, \( f_0 \in C^\beta([0,T]), Q_0 \in L(X_1,\mathbb{R}) \) and \( f_1 \in C^\beta([0,T];Y), Q_1 \in L(X_1,Y) \), we have to show that

\[
\int_0^\cdot e^{(-s)A} g(s) \, ds + e^{tA} v_0 \in C^\beta([0,T];X_1). \tag{7.1}
\]

Since \( g \in C^\beta([0,T];X) \subset C([0,T];X) \), Lemma 6.3 with \( \alpha = \frac{1}{2} + \varepsilon \) implies

\[
\int_0^\cdot e^{(-s)A} g(s) \, ds \in C^\beta([0,T];DA\left(\frac{1}{2} + \varepsilon, \infty\right)) = C^\beta([0,T];X_1). \]

To show (7.1) it remains to prove the relation

\[
e^{tA} v_0 \in C^\beta([0,T];X_1). \tag{7.2}
\]

In view of the assumption \( v_0 \in X_2 \), since \( 0 < \beta + \varepsilon < \frac{1}{2} \), we obtain

\[
[e^{tA} v_0]_{\beta,0,X_1} &= \sup_{0 \leq \tau < \tau \leq T} (t - \tau)^{-\beta} \sup_{0 < \eta < 1} \left\| \eta^{1+\varepsilon} A e^{\eta A} (e^{tA} - e^{\tau A}) v_0 \right\|_X \\
&= \sup_{0 \leq \tau < \tau \leq T} (t - \tau)^{-\beta} \sup_{0 < \eta < 1} \left\| \eta^{1-\varepsilon} \int_\tau^t A e^{(\eta + z)A} Av_0 \, dz \right\|_X \\
&\leq C \| Av_0 \|_X \sup_{0 \leq \tau < \tau \leq T} (t - \tau)^{-\beta} \sup_{0 < \eta < 1} \eta^{1-\varepsilon} \int_\tau^t (\eta + z)^{-1} \, dz \\
&\leq C \sup_{0 \leq \tau < \tau \leq T} (t - \tau)^{-\beta} \int_\tau^t z^{-\frac{1}{2} - \varepsilon} \, dz \\
&\leq C (t - \tau)^{\frac{1}{2} - \beta - \varepsilon} \\
&\leq C T^{\frac{1}{2} - \beta - \varepsilon}.
\]

So, estimate (7.3) yields (7.2). Therefore, \( m_1 \in C^\beta([0,T]), n_1 \in C^\beta([0,T];Y) \).
Next let us prove the assertion \( v_1 \in C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2) \). Due to the assumptions \( S \in \mathcal{L}(Y; X) \) and \( g \in C^\beta([0, T]; X) \) and the proved inclusions \( m_1 \in C^\beta([0, T]) \) and \( n_1 \in C^\beta([0, T]; Y) \), the relation
\[
m_1 \psi_1 S n_1 + g \in C^\beta([0, T]; X)
\] (7.4)
holds. Further, relation (5.15) is implied by the assumption (5.14) and formulas (5.12). Due to (5.14), (7.4) and Lemma 5.1 the function \( v_1 \) is a unique solution in \( C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2) \) to the Cauchy problem \( v'_1(t) - A v_1(t) = m_1(t) \psi_1 + S n_1(t) + g(t), \ v(0) = v_0 \).

Δ

Let us now introduce the Banach spaces
\[
U^{\beta,\gamma} = \{ C^{1+\beta}([0, T]; X) \cap C^\beta([0, T]; X_2) \} \times C^\beta([0, T]) \times C^\beta([0, T]; Y)
\] (7.5)
depending on the pair of parameters \((\beta, \gamma) \in (0, 1) \times (0, +\infty)\). We endow \( U^{\beta,\gamma} \) with the weighted norm \( ||U||_{\beta,\gamma} = ||v||_{\beta,\gamma,X_2} + ||m||_{\beta,\gamma,R} + ||n||_{\beta,\gamma,Y} \), \( U = (v, m, n) \). Moreover, let \( \Lambda \) stand for the space of non-negative functions \( \omega(\gamma) \) continuous on \((1, \infty)\) and satisfying the condition \( \omega(\gamma) \to 0 \) as \( \gamma \to +\infty \).

Our next task consists in estimating the operators \( K, K^0 \) and \( K^1 \) defined by (5.17), (5.20) and (5.23), respectively.

**Lemma 7.2.** Let assumptions (5.1) - (5.7), (5.14) hold. Then, for any triplet \( U = (v, m, n), U = (v_1, m_1, n_1) \) and \( U = (\tilde{v}, \tilde{m}, \tilde{n}) \) in \( U^{\beta,\gamma} \), the following estimates hold for any \( \gamma > 1 \) and some \( \omega_1, \omega_2 \in \Lambda \):
\[
||K[v, m, n]||_{\beta,\gamma,X} + ||K^0[v, m, n]||_{\beta,\gamma,R} + ||K^1[v, m, n]||_{\beta,\gamma,Y} 
\leq C || U - U_1 ||_{\beta,\gamma}^2 + \omega_1(\gamma) ( || U - U_1 ||_{\beta,\gamma} + 1 ) \),
\] (7.6)
\[
||K[v, m, n] - K[\tilde{v}, \tilde{m}, \tilde{n}]||_{\beta,\gamma,X} + ||K^0[v, m, n] - K^0[\tilde{v}, \tilde{m}, \tilde{n}]||_{\beta,\gamma,R} 
+ ||K^1[v, m, n] - K^1[\tilde{v}, \tilde{m}, \tilde{n}]||_{\beta,\gamma,Y} 
\leq C \{ || U - U_1 ||_{\beta,\gamma} + || \tilde{U} - U_1 ||_{\beta,\gamma} + \omega_2(\gamma) \} || U - \tilde{U} ||_{\beta,\gamma} \).
\] (7.7)

**Proof.** Note that
\[
\int_0^t R[n(t - s), v(s)]ds = \int_0^t \{ R[(n - n_1)(t - s), (v - v_1)(s)]
+ R[(v - v_1)(t - s), n_1(s)] + R[(n - n_1)(t - s), v_1(s)]
+ R[n_1(t - s), v_1(s)] \} ds,
\]
where \( \tilde{R}[w_1, w_2] = R[w_2, w_1] \). Observing that \( R \) is a continuous bilinear operator from \( Y \times X_2 \) to \( X \), from Lemma 6.1, estimate (6.5) in Lemma 6.2 with \( \alpha = \beta \),
and the inequality $\beta < \frac{1}{2}$ we obtain the following estimates for some $\omega_3 \in \Lambda$:

$$\left\| \int_0^t R[n(t - s), v(s)] ds \right\|_{\beta, \gamma, X} \leq C \left\{ \|n - n_1\|_{\beta, \gamma, Y} \|v - v_1\|_{0, \gamma, X_2} + \gamma^{1 - \beta} (1 + \gamma^{-\beta}) \|n - n_1\|_{\beta, \gamma, X_2} \|v_1\|_{0, \gamma, X} + \|n - n_1\|_{\beta, \gamma, Y} \|v_1\|_{0, \gamma, X_2} + (1 + \gamma^\beta) \|n_1\|_{\beta, \gamma, Y} \|v_1\|_{0, \gamma, X_2} \right\} \ (7.8)$$

Likewise, from (7.8) with $v = r$, we deduce the following estimate for some $\omega_4 \in \Lambda$:

$$\left\| \int_0^t R[n(t - s), r(s)] ds \right\|_{\beta, \gamma, X} \leq \omega_4(\gamma) \left( \|U - U_1\|_{\beta, \gamma} + 1 \right). \ (7.9)$$

Analogously, for some $\omega_5 \in \Lambda$, we derive the estimate

$$\left\| \int_0^t m(t - s)(Bv(s) + b(s)) ds \right\|_{\beta, \gamma, X} \leq C \|U - U_1\|_{\beta, \gamma}^2 + \omega_5(\gamma) \left( \|U - U_1\|_{\beta, \gamma} + 1 \right).$$

Taking advantage of this relation and (7.8) – (7.9) in (5.17), we obtain the assertion (7.6) for $K$.

Consider now the identity

$$\int_0^t \{ R[n(t - s), v(s)] - R[\tilde{n}(t - s), \tilde{v}(s)] \} \, ds = \int_0^t \{ R[(n - \tilde{n})(t - s), (v - v_1)(s)] + R[(n - \tilde{n})(t - s), v_1(s)] \}

\quad + R[(\tilde{n} - n_1)(t - s), (v - \tilde{v})(s)] + R[(v - \tilde{v})(t - s), n_1(s)] \} \, ds,$$

where $\tilde{R}[w_1, w_2] = R[w_2, w_1]$, again. Using Lemma 6.1, we obtain

$$\left\| \int_0^t \{ R[n(t - s), v(s)] - R[\tilde{n}(\cdot - s), \tilde{v}(s)] \} \, ds \right\|_{\beta, \gamma, X} \leq C \left\{ \|n - \tilde{n}\|_{\beta, \gamma, Y} \|v - v_1\|_{0, \gamma, X_2} + \gamma^{1 - \beta} (1 + \gamma^{-\beta}) \|n - \tilde{n}\|_{\beta, \gamma, Y} \|v_1\|_{0, \gamma, X_2} + \|\tilde{n} - n_1\|_{\beta, \gamma, Y} \|v - \tilde{v}\|_{0, \gamma, X_2} + \gamma^{1 - \beta} (1 + \gamma^{-\beta}) \|v - \tilde{v}\|_{\beta, \gamma, X_2} \|n_1\|_{0, \gamma, Y} \right\} \ (7.10)$$

$$\leq C \left\{ \|U - U_1\|_{\beta, \gamma} + \|U - U_1\|_{\beta, \gamma} + \omega_6(\gamma) \right\} \|U - \tilde{U}\|_{\beta, \gamma}.$$
for some \( \omega_6 \in \Lambda \). Proceeding as above, we easily derive

\[
\left\| \int_0^1 \left\{ R[n(t-s), r(s)] + m(\cdot - s) [Bv(s) + b(s)] - \tilde{R}[\tilde{n}(t-s), r(s)] - \tilde{m}(\cdot - s) [B\tilde{v}(s) + b(s)] \right\} ds \right\|_{\beta, \gamma, X} \leq C \left\{ \| U - U_1 \|_{\beta, \gamma} + \| \tilde{U} - U_1 \|_{\beta, \gamma} + \omega_7(\gamma) \right\} \| U - \tilde{U} \|_{\beta, \gamma}
\]

with some \( \omega_7 \in \Lambda \). Estimates (7.10), (7.11), in view of (5.17), yield (7.7) for \( K \).

The assertions (7.6), (7.7) for \( K^0 \) and \( K^1 \) are proved in a similar manner. \( \square \)

Finally, we derive estimates for the operators \( N^0, N^1 \) and \( N \) defined by (5.19), (5.19) and (5.26), respectively.

**Lemma 7.3.** Let assumptions (5.1) – (5.7), (5.14) hold. Then for any triplet \( U = (v, m, n), U = (v_1, m_1, n_1) \) and \( U = (\tilde{v}, \tilde{m}, \tilde{n}) \) in \( \mathcal{U}^{3,7} \) the following estimates hold for any \( \gamma > 1 \) and some \( \omega_8, \omega_9 \in \Lambda \):

\[
\| N[v, m, n] \|_{\beta, \gamma, X_2} + \| N^0[v, m, n] \|_{\beta, \gamma, R} + \| N^1[v, m, n] \|_{\beta, \gamma, Y} \leq C \| U - U_1 \|_{\beta, \gamma}^{2} + \omega_8(\gamma) (\| U - U_1 \|_{\beta, \gamma} + 1)
\]

\[
\| N^0[v, m, n] - N[v, m, n] \|_{\beta, \gamma, X_2} + \| N^0[v, m, n] - N^0[\tilde{v}, \tilde{m}, \tilde{n}] \|_{\beta, \gamma, R} + \| N^1[v, m, n] - N^1[\tilde{v}, \tilde{m}, \tilde{n}] \|_{\beta, \gamma, Y} \leq C \left\{ \| U - U_1 \|_{\beta, \gamma} + \| \tilde{U} - U_1 \|_{\beta, \gamma} + \omega_9(\gamma) \right\} \| U - \tilde{U} \|_{\beta, \gamma}.
\]

**Proof.** First we deal with operator \( N^0 \) defined by (5.19). Observing that \( Q^0 \in \mathcal{L}(X_1, R) \), \( S \in \mathcal{L}(Y, X) \), \( X_1 = D_4(\frac{1}{2} + \varepsilon, \infty) \) and \( \varepsilon < \frac{1}{2} - \beta \), by virtue of Lemma 6.3 with \( \alpha = \frac{1}{2} + \varepsilon \), Lemma 6.2 with \( \alpha = 0 \) and Lemma 7.2, we obtain the following estimates for any \( \gamma > 0 \) and some \( \omega_{10}, \omega_{11} \in \Lambda \):

\[
\| N^0[v, m, n] \|_{\beta, \gamma, R} \leq \| K^0[v, m, n] \|_{\beta, \gamma, R} + \| Q^0 \|_{\mathcal{L}(X_1, R)} C \gamma^{\frac{3}{2} + \beta} (1 + \gamma^{-\frac{1}{2} - \varepsilon} + \gamma^{-\beta}) \frac{1}{2} \left\{ \| K[v, m, n] \|_{\beta, \gamma, X} + \| m - m_1 \|_{\beta, \gamma, R} + \| m_1 \|_{0, R} \right\} \psi_1 \| x
\]

\[
\times \left\{ \| k[v, m, n] \|_{\beta, \gamma, X} + \| m - m_1 \|_{\beta, \gamma, R} + \| m_1 \|_{0, R} \right\} \psi_1 \| x
\]

\[
+ \| S_2 \|_{\mathcal{L}(Y, X)} (\| n - n_1 \|_{\beta, \gamma, Y} + \| n_1 \|_{0, Y}) \right\} \psi_1 \| x
\]

\[
\leq C \| U - U_1 \|_{\beta, \gamma}^{2} + \omega_{10}(\gamma) (\| U - U_1 \|_{\beta, \gamma} + 1)
\]
and

\[ \| N^0[v, m, n] - N^0[\tilde{v}, \tilde{m}, \tilde{n}] \|_{\beta, \gamma, R} \leq \| K^0[v, m, n] - K^0[\tilde{v}, \tilde{m}, \tilde{n}] \|_{\beta, \gamma, R} \]

\[ + \| Q^0 \|_{\mathcal{L}(X_1, R)} C \gamma^{\epsilon + \beta - \frac{1}{2}} (1 + \gamma^{-\frac{1}{2}} + \gamma^{-\beta}) \]

\[ \times \left\{ \| K[v, m, n] - K[\tilde{v}, \tilde{m}, \tilde{n}] \|_{\beta, \gamma, X} \right. \]

\[ + \| m - \tilde{m} \|_{\beta, \gamma, R} \| \psi_1 \|_X + \| S_2 \|_{\mathcal{L}(Y, X)} \| n - \tilde{n} \|_{\beta, \gamma, Y} \right\} \]

\[ \leq C \left\{ \| U - U_1 \|_{\beta, \gamma} + \| \tilde{U} - U_1 \|_{\beta, \gamma} + \omega_{11}(\gamma) \right\} \| U - \tilde{U} \|_{\beta, \gamma}. \]

Hence we have proved the estimates (7.12) and (7.13) for \( N^0 \). The estimates (7.12) and (7.13) for \( N^1 \) can be proved in a similar manner.

Next let us consider the operator \( N \) defined by (5.26). Since \( K[v, m, n](0) = 0 \), \( N^0[v, m, n](0) = 0 \) and \( N^1[v, m, n](0) = 0 \) (see (5.17), (5.19), (5.22)), we can make use of Lemma 6.4 and relations (7.11) for \( N^0 \) and \( N^1 \) to estimate the operator \( N \). We find the following estimates for any \( \gamma \geq 1 \) and some \( \omega_{12} \in \Lambda \):

\[ \| N[v, m, n] \|_{\beta, \gamma, X_2} \leq C \left\{ \| K[v, m, n] \|_{\beta, \gamma, X} + \| N^0[v, m, n] \|_{\beta, \gamma, R} \| \psi_1 \|_X \right. \]

\[ + \left. \| S_2 \|_{\mathcal{L}(Y, X)} \| N^1[v, m, n] \|_{\beta, \gamma, Y} \right\} \]

\[ \leq C \| U - U_1 \|_{\beta, \gamma}^2 + \omega_{12}(\gamma) (\| U - U_1 \|_{\beta, \gamma} + 1). \]

Thus we have proved (7.11). Estimate (7.12) for \( N \) can be proved similarly by means of Lemma 6.4 using the estimates (7.12) for \( N^0 \) and \( N^1 \).

8. Main results

In this section we formulate and prove the main existence and uniqueness results of the paper. First we deal with the abstract identification problem (5.8) – (5.11).

**Theorem 8.1.** Let the assumptions (5.1) – (5.7), (5.14) hold. Then the abstract problem (5.8) – (5.11) has a solution \( (v, m, n) \) in \( U^{\beta, 0} \). The solution is unique in \( U^{\beta', 0} \) for any \( \beta' \in (0, \beta) \).

**Proof.** By Proposition 5.1 problem (5.8) – (5.11) is equivalent to system (5.17), (5.18), (5.25), which we rewrite in the operator form \( U = F(U) \) where, as before, \( U = (v, m, n) \) and \( F = (F_1, F_2, F_3) \) with \( F_1(U) = N[v, m, n] + v_1 \), \( F_2(U) = N^0[v, m, n] + m_1 \), \( F_3(U) = N^1[v, m, n] + n_1 \).
Let us now define the following balls in $U^{β, γ}$: $B(β, γ, r) = \{U ∈ U^{β, γ} : \|U - U_1\|_{β, γ} ≤ r\}$, where $γ ≥ 1$ and $r > 0$. By the definitions of $F(U)$, $U_1$, $B(β, γ, r)$ and estimate (7.11) of Lemma 7.3 we deduce the estimate

$$\|F(U) - U_1\|_{β, γ} ≤ Ĉ r^2 + \tilde{ω}(γ) (r + 1) \quad ∀ U ∈ B(β, γ, r),$$

(8.1)

for some positive constant $Ĉ$ and some function $\tilde{ω} ∈ Λ$.

Choose now $r_1 = Ĉ^{-1}$. Since $\tilde{ω}(γ) → 0$ as $γ → +∞$, we can find, for any $r < r_1$, a number $γ_1(r) ≥ 1$ such that $\tilde{ω}(γ) ≤ \frac{r - Ĉ^{-1} r^2}{r + 1}$ for all $γ ≥ γ_1(r)$. According to this definition, the inequality $Ĉ r^2 + \tilde{ω}(γ) (r + 1) ≤ r$ holds for any $r < r_1$ and $γ ≥ γ_1(r)$. Hence, by virtue of (8.1), we can conclude that

$$F(B(β, γ, r)) ⊆ B(β, γ, r) \quad \text{if} \quad r < r_1 \quad \text{and} \quad γ ≥ γ_1(r).$$

(8.2)

Further, by estimate (7.12) in Lemma 7.3 we get the estimate

$$\|F(U) - F(\tilde{U})\|_{β, γ} ≤ Ĉ \{2r + \tilde{ω}(γ)\} \|U - \tilde{U}\|_{β, γ} \quad ∀ U, \tilde{U} ∈ B(β, γ, r),$$

(8.3)

for some positive constant $Ĉ$ and some function $\tilde{ω} ∈ Λ$.

Define then $r_2 = (2Ĉ)^{-1}$ and choose, for any $r < r_2$, a number $γ_2(r) ≥ 1$ such that $\tilde{ω}(γ) < \frac{1 - 2Ĉ r^2}{r}$ for all $γ ≥ γ_2(r)$. Thus, the inequality $Ĉ [2r + \tilde{ω}(γ)] < 1$ holds for any $r < r_2$ and $γ ≥ γ_2(r)$. Consequently, from (8.3) it follows that

$$F \text{ is a contraction mapping in } B(β, γ, r) \quad \text{if} \quad r < r_2 \quad \text{and} \quad γ ≥ γ_2(r).$$

(8.4)

Summing up, (8.2) and (8.4) imply that equation $U = F(U)$ has a unique solution in each ball $B(β, γ, r)$ such that $r < r_3$ and $γ ≥ γ_3(r)$, where $r_3 = \min\{r_1, r_2\}$ and $γ_3(r) = \max\{γ_1(r), γ_2(r)\}$. Evidently $r_3$ and $ω_3$ depend on $β$, i.e., $r_3 = r_3[β]$ and $ω(r) = ω[β](r)$. We have proved the existence of the solution to (5.17), (5.18), (5.25) in $U^{β, γ}$.

Next we are going to show that the solution of system (5.17), (5.18), (5.25) is unique in the space $\tilde{U}^{β, γ} = \bigcup_{β′ ∈ (0, β)} U^{β′, γ}$. Suppose that system (5.17), (5.18), (5.25), or equivalently equation $U = F(U)$, has two solutions $U$ and $\tilde{U}$ in $\tilde{U}^{β, γ}$. Consequently, there exists a $β′ ∈ (0, β)$ such that $U, \tilde{U} ∈ U^{β′, γ}$. Let us now choose some $β'' ∈ (0, β′)$. Since $(U - U_1)(0) = (\tilde{U} - U_1)(0) = 0$ (cf. system (5.17), (5.18), (5.27) for $U$, $\tilde{U}$ and formulas (5.19), (5.20), (5.22), (5.23) and (5.26) for the operators entering this system), from estimate (6.6) in Lemma 6.2 we obtain the relations

$$\|U - U_1\|_{β'', γ} → 0, \quad \|U - U_1\|_{β'', γ} → 0 \quad \text{as} \quad γ → +∞.$$

(8.5)

We mention that the assumptions of Theorem 8.1 remain valid if we replace $β$ with $β''$. Hence the existence part of the proof also remains valid if we substitute
\[ \beta'' \] for \( \beta \). The relations (8.5) imply that there exists \( \gamma_0 \geq \gamma_3 [\beta''(r_3[\beta'']/2) \text{ such that } U, \tilde{U} \in B(\beta'', \gamma_0, r_3[\beta'']/2). As in the ball \( B(\beta'', \gamma_0, r_3[\beta'']/2) \) the uniqueness has already been shown, we conclude that \( U = \tilde{U} \).

In order to complete the proof it remains to show that the first component \( v \) of the solution \( U = (v, m, n) \) belongs to \( C^{1+\beta}([0, T]; X) \). But this easily follows because the right-hand side of the equation (5.25) belongs to \( C^{1+\beta}([0, T]; X) \) for any \( (v, m, n) \in U^{\beta, \gamma} \).

Finally, let us return to our explicit identification problem (2.4) – (2.8) for \((u, h)\), which is equivalent to problem (2.11) – (2.15) for \((\tilde{u}, \tilde{h})\) with \( \tilde{u} = u - u_\Gamma \). Due to Propositions 3.1, 4.1 and 4.2, problem (2.11) – (2.15) is a particular case of the abstract problem (5.8) – (5.11), since conditions (5.1) – (5.7) are satisfied. Consequently, applying Theorem 8.1, we obtain the following theorem.

**Theorem 8.2.** Let assumptions (3.1) – (3.4) with \( 0 < \beta < \frac{1}{2} \) and (3.13) – (3.16), (4.2), (4.3) be satisfied. Moreover, let the inclusion \( A v_0 + g(0, \cdot) + (Q^0 v_0 + f^0(0)) \psi_1 + S(Q^1 v_0 + f^1(0, \cdot)) \in D_A(\beta, \infty) \) hold, where the operator \( S \) is given by (4.42), functions \( v_0, \psi_1, \psi_2, g \) are defined by formulas (3.5), (3.6) and \( Q^0, f^0, Q^1 \) and \( f^1 \) are defined by (4.31), (4.32), (4.37) and (4.38), respectively. Then problem (2.4) – (2.8) has a solution \((u, h)\) in the space \( U_\beta \times C^{1+\beta}([0, T]; X^2) \), where \( U_\beta = \{ u = u_\Gamma + \tilde{u} : \tilde{u} \in C^{2+\beta}([0, T]; X) \cap C^{1+\beta}([0, T]; X_2) \} \). The solution is unique in the space \( \bigcup_{\beta \in (0, \beta)} U_{\beta'} \times C^{1+\beta}([0, T]; X^2) \).
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\(^1\)See also definitions (3.7), (3.8), (3.10), (3.11), (4.3), (4.4), (4.11) – (4.14) and (4.17) for the functions entering these expressions.
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