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Abstract. We give the following, equivalent, explicit expressions for the norms of the small and grand Lebesgue spaces, which depend only on the non-decreasing rearrangement (we assume here that the underlying measure space has measure 1):

\[ \|f\|_{L^p} \approx \int_0^1 (1 - \ln t)^{-\frac{1}{p}} \left( \int_0^t [f^*(s)]^p ds \right)^{\frac{1}{p}} dt/t \quad (1 < p < \infty) \]

\[ \|f\|_{L^p} \approx \sup_{0 < t < 1} (1 - \ln t)^{-\frac{1}{p}} \left( \int_t^1 [f^*(s)]^p ds \right)^{\frac{1}{p}} \quad (1 < p < \infty). \]

Similar results are proved for the generalized small and grand spaces.
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1. Introduction

The goal of this paper is mainly to investigate further the properties of the small and grand Lebesgue spaces, using the interpolation-extrapolation theory. We also introduce some generalizations and analogs of these spaces, such as generalized small (grand) Lorentz spaces of functions or sequences, or compact operators. The grand Lebesgue spaces were introduced by Iwaniec and Sbordone ([21]) and they found many application in analysis, see [3, 13, 14, 16, 20, 21, 29, 30]. The small Lebesgue spaces were introduced by A. Fiorenza ([10])
as associate to grand spaces. They have applications to some boundary value problems, see [12], [28].

The small Lebesgue space ([10]) \( L^p \) consists of all measurable functions \( g \) on a finite measure space \((\Omega, \mu)\) which can be represented in the form \( g = \sum_{k=1}^{\infty} g_k \) (convergence a.e.) and such that the following norm is finite:

\[
\|g\|_p := \inf_{g=\sum g_k} \inf_{\varepsilon<\varepsilon' < 1} \varepsilon^{-\frac{1}{p'-1}} \|g_k\|_{(p'-\varepsilon)},
\]

where \( \|g\|_p \) stands for the normalised norm in \( L^p \) space:

\[
\|g\|_p = \left( \frac{1}{|\Omega|} \int_{\Omega} |g(x)|^p \, dx \right)^{\frac{1}{p}}
\]

and \( 1 < p < \infty, \frac{1}{p} + \frac{1}{p'} = 1 \). The grand Lebesgue space ([21]) \( L^{p,\infty} \), \( 1 < p < \infty \) is defined by the norm

\[
\|g\|_{p,\infty} := \sup_{0 < \varepsilon < p-1} \varepsilon^{p-1} \|g\|_{p-\varepsilon}.
\]

We give the following characterisation of these spaces (if \( \mu(\Omega) = 1 \)):

\[
\|f\|_{L^{p,\infty}} \approx \int_0^1 (1 - \ln t)^{-\frac{1}{p}} \left( \int_0^t [f^*(s)]^p \, ds \right)^{\frac{1}{p}} \, dt/t
\]

and

\[
\|f\|_{L^p} \approx \sup_{0 < t < 1} (1 - \ln t)^{-\frac{1}{p}} \left( \int_t^1 [f^*(s)]^p \, ds \right)^{\frac{1}{p}}.
\]

Analogous results are proved for the generalized spaces.

2. Background from extrapolation-interpolation theory

Our investigation is based on extrapolation-interpolation of quasi-Banach spaces. Here we recall some definitions and results from this theory. Let \( \vec{A} = (A_0, A_1) \) be (a compatible) pair of quasi-Banach spaces, i.e. we suppose that \( A_0 \) and \( A_1 \) are quasi-Banach spaces continuously embedded in some quasi-Banach space \( \Sigma_A \). For \( 0 < \theta < 1, 0 < p \leq \infty \), we let \( \vec{A}_{0,p} \) denote the real interpolation spaces of Lions and Peetre (see [2], [4]), provided with the \( K \)-method norm

\[
\|f\|_{\vec{A}_{\theta,p}} = \left\{ \int_0^\infty [t^{-\theta} K(t, f; A_0, A_1)]^p \, dt/t \right\}^{\frac{1}{p}},
\]

where

\[
K(t, f; A_0, A_1) = \inf_{f=f_0+f_1} \{ \|f_0\|_{A_0} + t \|f_1\|_{A_1} \}.
\]
Let $0 \leq \theta_0 < \theta_1 \leq 1$ be fixed, and let $\Theta$ denote the interval $(\theta_0, \theta_1)$. The \(K\) and \(J\) methods of interpolation give equivalent quasi-norms on \(A_{\theta,p}, \theta \in \Theta\). Moreover, if $0 < \theta_0 < \theta_1 < 1$, the equivalence of the \(K\) and \(J\) quasi-norms is uniform (see [2]).

It will be convenient to use also the normalised \(K\)-spaces ([18]):

\[
\langle \tilde{A}_{\theta,p} \rangle := [\theta(1 - \theta)p]^{\frac{1}{p}} \tilde{A}_{\theta,p}.
\]

Note that ([2])

\[
A_0 \cap A_1 \subset \langle \tilde{A}_{\theta,p} \rangle \subset A_0 + A_1
\]

and ([18])

\[
\langle \tilde{A}_{\theta,p} \rangle \subset \langle \tilde{A}_{\theta,q} \rangle, \quad p < q,
\]

uniformly with respect to $\theta$. The characterization of extrapolation spaces as interpolation spaces requires spaces that fall outside the classical Lions-Peetre spaces. In particular, it requires the replacement of power weights $t^{-\theta}$ by more general continuous weights $w$. Note that given a weight $w$ one can define in the familiar way the \(\tilde{A}_{w,p}\) and \(\tilde{A}_{w,p,J}\) spaces associated with the \(K\) and \(J\) methods. The corresponding \(K\) and \(J\) norms are then given (respectively) by

\[
\|f\|_{\tilde{A}_{w,p}} = \left\{ \int_0^\infty \left[ w(t) K(t, f; A_0, A_1) \right]^p \frac{dt}{t} \right\}^{\frac{1}{p}}
\]

and

\[
\|f\|_{\tilde{A}_{w,p,J}} = \inf \left\{ \sum_{\nu = -\infty}^{\infty} \left[ w(2^\nu) J(2^\nu, u_\nu; A_0, A_1) \right]^p \right\}^{\frac{1}{p}} : f = \sum_{\nu = -\infty}^{\infty} u_\nu \right\},
\]

where

\[
J(t, f; A_0, A_1) = \max \left( \|f\|_{A_0}, t \|f\|_{A_1} \right).
\]

We assume that the weights $w(t)$ satisfy the following condition: There exist positive constants $c_1, c_2$, such that

\[
c_1 w(2^\nu) \leq w(t) \leq c_2 w(2^\nu) \quad \text{for all } 2^\nu \leq t \leq 2^{\nu+1}, \nu \in \mathbb{Z}.
\]

Then we can “discretize” the \(\tilde{A}_{w,p}\) norm (see [2], Lemma 3.1.3) and obtain

\[
\|f\|_{\tilde{A}_{w,p}} \approx \left\{ \sum_{\nu = -\infty}^{\infty} \left[ w(2^\nu) K(2^\nu, f; A_0, A_1) \right]^p \right\}^{\frac{1}{p}}.
\]

From the strong fundamental lemma of interpolation (see, for example, [18]) it follows the following relation between \(K\) and \(J\) spaces. Suppose that \(\tilde{A}\) is a Banach pair and let \(\tilde{A}^c\) be its Gagliardo completion. Then (see [2, 4, 18])

\[
\tilde{A}_{w,1;1,J} = \tilde{A}_{w,1} = \tilde{A}_{w,1},
\]
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where

\[ w^*(u) = \int_0^\infty \min(1, t/u)w(t)dt/t. \]  

(3)

The following remark will be useful in the sequel.

**Remark 2.1.** Let

\[ \left\{ \int_0^\infty \left[ \min(1, t)w(t) \right]^p dt/t \right\}^{\frac{1}{p}} < \infty, \quad 0 < p \leq \infty. \]

If \( A_1 \subset A_0 \), the quasi-norm of the embedding being 1, then

\[ \| f \|_{\tilde{A}_{\theta,p}} \approx \left\{ \int_0^1 \left[ w(t)K(t, f; A_0, A_1) \right]^p dt/t \right\}^{\frac{1}{p}}. \]

(Use the formula \( K(t, f) = \| f \|_{A_0} \) for \( t \geq 1 \).) Analogously, if \( A_0 \subset A_1 \), with the quasi-norm of the embedding being 1, then \( K(t, f; A_0, A_1) = t \| f \|_{A_1} \) for \( 0 < t < 1 \), and so now

\[ \| f \|_{\tilde{A}_{\theta,p}} \approx \left\{ \int_1^\infty \left[ w(t)K(t, f; A_0, A_1) \right]^p dt/t \right\}^{\frac{1}{p}}. \]

Let \( M(\theta) \) be a positive continuous function on the interval \( \Theta = (\theta_0, \theta_1) \), such that \( \frac{1}{M(\theta)} \) is bounded. We define “one sided” \( \Sigma^{(p)} \) spaces ([22]):

\[ \Sigma^{(p)-(M(\theta)\tilde{A}_{\theta,p})} = \Sigma^{(p)-(M(\theta)\tilde{A}_{\theta,p})} (M(\theta)\tilde{A}_{\theta,p}) \]

\[ = \left\{ f \in \Sigma_A : \sum_{\theta \in (\theta_0, \alpha)} g(\theta), \ g(\theta) \in \tilde{A}_{\theta,p} \right\}, \]

where

\[ \| f \|_{\Sigma^{(p)-(M(\theta)\tilde{A}_{\theta,p})}} = \inf \left\{ \sum_{\theta \in (\theta_0, \alpha)} [M(\theta)\| g(\theta) \|_{\tilde{A}_{\theta,p}}]^p \right\}^{\frac{1}{p}} : f = \sum_{\theta \in (\theta_0, \alpha)} g(\theta) \right\}. \]

**Remark 2.2.** We are using the notation of summation over uncountable sets. In this paper this should be understood as follows. Suppose that \( N(\theta) \) is a continuous function on \( \Theta = (\theta_0, \alpha) \), \( 0 \leq \theta_0 < \alpha < 1 \), such that \( N(\theta) \to 0 \) as \( \theta \to \theta_0 \). We fix a discretization say \( \theta_n = \theta_0 + 2^{-n} \) if \( n \geq n_1 > 0 \). Then

\[ \sum_{\theta \in (\theta_0, \alpha)} N(\theta) : n \geq n_1, \alpha := \theta_0 + 2^{-n_1}. \]
Remark 2.3. In the same fashion the $\sum^{(p)}$ construction can be applied to other compatible scales $\{A_\theta\}_{\theta \in \Theta}$ of quasi-Banach spaces, where by “compatible” we mean scales such that there exists a constant $c > 0$ such that for all $\theta \in \Theta$ we have $\|f\|_{\Sigma_A} \leq c \|f\|_{A_\theta}$.

Remark 2.4. When dealing with Banach pairs we can replace sums by integrals in the definition of the $\Sigma^{(p)}$ -spaces. This corresponds to the familiar equivalence between the so called “continuous” and “discrete” definitions of the $J$ and $K$ methods of interpolation. For future reference we discuss in more detail a special case of this equivalence. Suppose that $\vec{A} = (A_0, A_1)$ is a Banach pair and moreover suppose that for some small positive $\varepsilon$ we have

$$\int_0^\varepsilon \left[ M(\sigma) \frac{d\sigma}{\sigma} \right]^{\frac{1}{p'}} < \infty,$$

where $\frac{1}{p} + \frac{1}{p'} = 1$, if $1 \leq p < \infty$. Let us say that $f \in \int_{0, \varepsilon}(M(\sigma)\vec{A}_{\sigma,p})$ if and only if there exists a representation

$$f = \int_0^\varepsilon g(\sigma)d\sigma/\sigma \quad \text{with} \quad g(\sigma) \in \vec{A}_{\sigma,p},$$

with

$$\int_0^\varepsilon \left[ M(\sigma) \|g(\sigma)\|_{\vec{A}_{\sigma,p}} \right]^{p}d\sigma/\sigma < \infty.$$

Let

$$\|f\|_{\int_{0, \varepsilon}(M(\sigma)\vec{A}_{\sigma,p})} = \inf \left\{ \left( \int_0^\varepsilon \left[ M(\sigma) \|g(\sigma)\|_{\vec{A}_{\sigma,p}} \right]^{p}d\sigma/\sigma \right)^{\frac{1}{p}} : f = \int_0^\varepsilon g(\sigma)d\sigma/\sigma \right\}.$$

Suppose that $A_1 \subset A_0$. Suppose in addition that $M(\sigma)$ is a positive, continuous function such that for some $c_1, c_2 > 0$,

$$c_1 M(2^{-n}) \leq M(\sigma) \leq c_2 M(2^{-n}) \quad \text{for all} \quad 2^{-n} \leq \sigma \leq 2^{-n+1}, \quad n \geq n_1.$$

Then

$$\int_{0, \varepsilon}(M(\sigma)\vec{A}_{\sigma,p}) = \Sigma^{(p)}_{(0, \varepsilon)}(M(\sigma)\vec{A}_{\sigma,p}), \quad \varepsilon = 2^{-n_1}.$$
Now we recall the construction of the $\Delta^{(p)}$ methods of extrapolation (see [18],[22]). Let $0 < p \leq \infty$, $0 < \theta_0 < \theta_1 \leq 1$, $\Theta = (\theta_0, \theta_1)$, and suppose that $\{\int_{\Theta} [N(\theta)]^p d\theta\}^{\frac{1}{p}} < \infty$, where $N(\theta)$ is positive and continuous on the interval $\Theta$. Then we let

$$\Delta^{(p)}_{\theta \in \Theta}(N(\theta)\vec{A}_{\theta,p}) = \Delta^{(p)}(N(\theta)\vec{A}_{\theta,p})$$

where

$$\|f\|_{\Delta^{(p)}(N(\theta)\vec{A}_{\theta,p})} := \left\{\int_{\Theta} \left[ N(\theta) \|f\|_{\vec{A}_{\theta,p}} \right]^p d\theta \right\}^{\frac{1}{p}}.$$

**Remark 2.6.** We can apply the $\Delta^{(p)}$ construction to any scale $\{A_{\theta}\}_{\theta \in \Theta}$ of compatible quasi-Banach spaces, i.e., such that there exist quasi-Banach spaces $\Delta_A$ and $\Sigma_A$ such that $\Delta_A \subset A_{\theta} \subset \Sigma_A$, and the quasi-norms of the embeddings are uniformly bounded with respect to $\theta \in \Theta$. In this fashion it follows that $\Delta^{(p)}(N(\theta)A_{\theta}) \supset \Delta_A$.

Using Fubini and the definition of the $K$–method of interpolation, it is readily seen that

$$\Delta^{(p)}(N(\theta)\vec{A}_{\theta,p}) = \vec{A}_{W,p},$$

where the weight function $W$ is defined by the formula

$$W(t) = \begin{cases} \left\{\int_{\Theta} [t^{-\theta} N(\theta)]^p d\theta \right\}^{\frac{1}{p}} & \text{for } p < \infty \\ \sup_{\theta} t^{-\theta} N(\theta) & \text{for } p = \infty \end{cases}.$$

### 3. Small Lebesgue spaces

We start with the basic definition given in [10], Proposition 2.4. The space $L^{(p)}$ consists of all measurable functions $g$ on a finite measure space $\Omega$ which can be represented in the form $g = \sum_{k=1}^{\infty} g_k$ (convergence a.e.) and such that the following norm is finite:

$$\|g\|_{(p)} := \inf_{g = \sum_{k=1}^{\infty} g_k} \sum_{k=1}^{\infty} \inf_{0 < \epsilon < p_1' - 1} \epsilon^{-\frac{1}{p_1'-1}} \|g_k\|_{(p_1'-\epsilon)},$$

where $\|g\|_p$ stands for the normalised norm in $L^p$ space and $1 < p < \infty$, $\frac{1}{p'} + \frac{1}{p} = 1$. Our goal is to characterise these spaces as $\Sigma$–extrapolation and interpolation spaces. First we prove
Lemma 3.1. It holds

\[ \|g\|_p \approx \inf_{g=\sum g_k} \sum_{k=1}^{\infty} \inf_{0<\varepsilon<\varepsilon_0} \varepsilon^{-\frac{1}{p'}} \|g_k\|_{L^{p'+\varepsilon}}, \quad 1 < p < \infty. \]  

Here \( L^{p,r} \), \( 0 < p < \infty, 0 < r \leq \infty \) are the usual Lorentz spaces with the quasi-norm

\[ \|g\|_{L^{p,r}} := \left\{ \int_{0}^{\infty} \left[ \frac{t}{s^{p}} f^*(t) \right]^r dt / t \right\}^{\frac{1}{r}}. \]

**Proof.** Since \( \varepsilon^{-\frac{1}{p-r}} \approx \varepsilon^{-\frac{1}{p'}} \), what means that the quotient of the two positive quantities is bounded from below and from above, uniformly w.r.t. \( \varepsilon \), and since \((p'-\varepsilon)' = p + \gamma \varepsilon \) for some \( \gamma \approx 1 \), we see that the norm (7) is equivalent to

\[ \|g\|_p \approx \inf_{g=\sum g_k} \sum_{k=1}^{\infty} \inf_{0<\varepsilon<\varepsilon_0} \varepsilon^{-\frac{1}{p'}} \|g_k\|_{p+\varepsilon}. \]  

Further, using the fact that \( \|g\|_p \leq \|g\|_r \) if \( p < r \), we can replace the infimum over \( 0 < \varepsilon < p'-1 \) by the infimum over \( 0 < \varepsilon < \varepsilon_0 \) for any \( 0 < \varepsilon_0 < p'-1 \). Indeed, we have

\[ \inf_{0<\varepsilon<\varepsilon_0} \varepsilon^{-\frac{1}{p'}} \|g\|_{p+\varepsilon} = q^{\frac{1}{p'}} \inf_{0<\sigma<q_0} \sigma^{-\frac{1}{p'}} \|g\|_{p+\sigma}, \]  

where \( q_0 = p'-1 \), hence \( q > 1 \). Therefore, the above quantity is smaller than

\[ q^{\frac{1}{p'}} \inf_{0<\sigma<\varepsilon_0} \sigma^{-\frac{1}{p'}} \|g\|_{p+\sigma}, \]  

and the assertion is proven. Thus we have the following equivalent norm:

\[ \|g\|_p \approx \inf_{g=\sum g_k} \sum_{k=1}^{\infty} \inf_{0<\varepsilon<\varepsilon_0} \varepsilon^{-\frac{1}{p'}} \|g_k\|_{p+\varepsilon}. \]  

Here we can take \( \varepsilon_0 \) small enough (smaller than \( p'-1 \) and 1).

Further, in the above definition we can replace the Lebesgue space \( L^{p+\varepsilon} \) by the Lorentz space \( L^{p+\varepsilon, p} \). Namely, since \( \varepsilon > 0 \) we have (uniformly w.r.t. \( \varepsilon \))

\[ L^{p+\varepsilon, p} \subset L^{p+\varepsilon}, \]  

and using Hölder inequality we see that

\[ L^{p+2\varepsilon} \subset L^{p+\varepsilon, p}. \]  

Thus the lemma is proved. \( \blacksquare \)
Now we can state the main result in this section.

**Theorem 3.2.** It holds

$$L^{[p]} = (L^p, L^\infty)_{w^*,1;J} = \sum \sigma - \frac{1}{p} (L^p, L^\infty)_{\sigma,1;J}, \quad 1 < p < \infty,$$

where $w^*$ is given by $w^*(t) = \left( \sup_{0 < \varepsilon < \varepsilon_0} t^\varepsilon \varepsilon^{-\frac{1}{p}} \right)^{-1}$.

**Proof.** We split the proof into several steps.

**Step 1.** Analogously to $L^{[p]}$ we define the space $S_p$ by the norm

$$\|g\| := \inf_{g = \sum g_k} \sup \sum \inf_{0 < \varepsilon < \varepsilon_0} \varepsilon^{-\frac{1}{p}} \|g_k\|_{(L^p, L^\infty)}.$$  \hfill (12)

We have $S_p = L^{[p]}$.  \hfill (13)

To prove this we need the formula

$$\theta^\frac{1}{r}(L^r, L^\infty)_{\theta,r} = L^{q,r}, \quad \frac{1}{q} = \frac{1}{r} - \theta.$$  \hfill (14)

Indeed, by the Holmsted formula ([2]):

$$K^r(t, f; L^r, L^\infty) \approx \int_0^t [f^*(s)]^r ds.$$  

Hence the definition of the $K$ method (using Fubini and calculating an integral) gives (14). Applying this formula, we get

$$L^{p+\varepsilon,p} = \varepsilon^\frac{1}{p} (L^p, L^\infty)_{\gamma\varepsilon, p},$$  \hfill (15)

for some $\gamma \approx 1$. According to formula (1)

$$\varepsilon^\frac{1}{p} (L^p, L^\infty)_{\gamma\varepsilon,p} \supset \varepsilon(L^p, L^\infty)_{\gamma\varepsilon,1},$$  \hfill (16)

and according to (2)

$$\varepsilon(L^p, L^\infty)_{\gamma\varepsilon,1} = (L^p, L^\infty)_{\gamma\varepsilon,1;J}.$$  \hfill (17)

Using (8), (15), (16) and the definition (12), we conclude that $S_p \subset L^{[p]}$.

Conversely, let $g \in L^{[p]}$. Then $g = \sum g_k, \ g_k \in L^{p+\varepsilon,p}$. On the other hand, analogously to (12) of [22],

$$\varepsilon^\frac{1}{p} (L^p, L^\infty)_{\gamma\varepsilon,p} \subset \varepsilon(L^p, L^\infty)_{\gamma\varepsilon,1} + \varepsilon(L^p, L^\infty)_{2\gamma\varepsilon,1}.$$  \hfill (18)
Hence, using also (15), we can choose an appropriate decomposition,
\[ g_k = g_k^1 + g_k^2, \quad g_k^1 \in (L^p, L^\infty)_{\gamma_k,1}, \quad g_k^2 \in (L^p, L^\infty)_{\gamma_k,1}, \]
so that the series \( \sum g_k^j \) are convergent (\( j = 1, 2 \)). Let \( g^j = \sum g_k^j \) (\( j = 1, 2 \)).
Then \( g = g^1 + g^2 \) and using the definition of \( S_p \) we see that \( g^j \in S_p \), hence \( g \in S_p \). Thus (13) is proved.

**Step 2.** Here we prove
\[ S_p \subset (L^p, L^\infty)_{w^*,1;J}, \quad \frac{1}{w^*(t)} = \sup_{0<\varepsilon<\varepsilon_0} t^\varepsilon \varepsilon_0^{-\frac{1}{p'}}. \]  
(19)

It is not hard to see that
\[ w^*(t) \approx (1 - \ln t)^{\frac{1}{p'}} \quad \text{if} \quad 0 < t < 1. \]  
(20)

To prove (19), we remark that for some \( \varepsilon_k \) (depending in general on \( g_k \)) we have
\[ \|g\| \approx \inf_{g=\sum g_k} \sum_{k=1}^{\infty} \varepsilon_k^{-\frac{1}{p'}} \|g_k\|_{(L^p, L^\infty)_{\gamma_k,1;J}}. \]  
(21)

Let \( g \in S_p \). Then \( g = \sum g_k \), \( g_k \in (L^p, L^\infty)_{\gamma_k,1;J} \). Hence, by definition, we can find \( u_{\nu k} \in L^p \cap L^\infty \) such that \( g_k = \sum u_{\nu k} \) and
\[ \|g_k\|_{(L^p, L^\infty)_{\gamma_k,1;J}} \approx \sum 2^{-\nu_k} J(2^\nu, u_{\nu k}). \]
Then \( g = \sum u_{\nu} \), where \( u_{\nu} = \sum u_{\nu k} \). We have
\[ J(2^\nu, u_{\nu}) \leq \sum J(2^\nu, u_{\nu k}) \leq \sum \varepsilon_k^{-\frac{1}{p'}} 2^{-\nu_k} J(2^\nu, u_{\nu k}) \sup_{1\leq k<\infty} 2^\nu \varepsilon_k^{-\frac{1}{p'}}, \]
hence
\[ w^*(2^\nu) J(2^\nu, u_{\nu}) \leq \sum \varepsilon_k^{-\frac{1}{p'}} 2^{-\nu_k} J(2^\nu, u_{\nu k}), \]
therefore
\[ \sum w^*(2^\nu) J(2^\nu, u_{\nu}) \leq c \sum \varepsilon_k^{-\frac{1}{p'}} \|g_k\|_{(L^p, L^\infty)_{\gamma_k,1;J}}, \]
or
\[ \|g\|_{(L^p, L^\infty)_{w^*,1;J}} \leq c \sum \varepsilon_k^{-\frac{1}{p'}} \|g_k\|_{(L^p, L^\infty)_{\gamma_k,1;J}}, \]
or
\[ \|g\|_{(L^p, L^\infty)_{w^*,1;J}} \leq c \|g\|. \]
Formula (19) is proved.

**Step 3.** Here we complete the proof of Theorem 3.2. First, from the definitions it follows
\[ \Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p'}} (L^p, L^\infty)_{\gamma,1;J}) \subset L^p. \]
The reverse embedding follows from (13), (19) and Theorem 2.5. \( \blacksquare \)
As a corollary from Theorem 3.2 and (2), taking into account that \((L^p) = L^p\), we get the following characterization of the small Lebesgue spaces (for simplicity we suppose that \(\mu(\Omega) = 1\)).

**Corollary 3.3.**

\[
L^p = (L^p, L^\infty)_{w,1}, \quad w(t) = (1 - \ln t)^{-\frac{1}{p}}, \quad 0 < t < 1,
\]

(22)

and

\[
\|f\|_{L^p} \approx \int_0^1 (1 - \ln t)^{-\frac{1}{p}} \left( \int_0^t [f^*(s)]^p ds \right)^{\frac{1}{p}} dt/t, \quad 1 < p < \infty.
\]

(23)

Moreover, \(\|f\|_{L^p}\) is equivalent to the following norm:

\[
\|f\|_{L^p} \approx \int_0^1 (1 - \ln t)^{-\frac{1}{p}} \left( \int_0^t [f^{**}(s)]^p ds \right)^{\frac{1}{p}} dt/t, \quad 1 < p < \infty,
\]

(24)

where \(f^{**}(t) = \frac{1}{t} \int_0^t f^*(s) ds\).

**Remark 3.4.** The result of Theorem 3.2 can be written in the form

\[
L^p = \Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} L^{p+\sigma}).
\]

Indeed,

\[
L^p = \Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} (L^p, L^\infty)_{\sigma,1,J}) = \Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} (L^p, L^\infty)_{\sigma,1}) = \Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} L^{p+\sigma}).
\]

According to [22, Theorem 2.10] this equals

\[
\Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} (L^p, L^\infty)_{\sigma,\sigma^\frac{1}{p}}),
\]

which is according to [22, Theorem 2.13] equal to

\[
\Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} (L^p, L^\infty)_{\gamma,\sigma^p+\sigma \sigma^\frac{1}{p}}) = \Sigma_{0,\varepsilon}^{(1)-} (\sigma^{-\frac{1}{p}} L^{p+\sigma}).
\]

**Remark 3.5.** We can show, by using a direct argument, that if \(p > 1\) then \(L^p \subset L^{p,1}\). Assume \(\mu(\Omega) = 1\). Since

\[
\sigma(L^p, L^\infty)_{\sigma,1} \subset \sigma^{1-\frac{1}{p}} L^{p+\sigma,1} \subset \sigma^{-\frac{1}{p}} L^{p,1}
\]

we have

\[
\Sigma^{(1)} \sigma^{-\frac{1}{p}} (L^p, L^\infty)_{\sigma,1,J} \subset \Sigma^{(1)} L^{p,1} = L^{p,1}
\]

**Remark 3.6.** We can define \(L^{(1)}\) using the result of Theorem 3.2:

\[
L^{(1)} := \Sigma_{0,\varepsilon}^{(1)-} ((L^1, L^\infty)_{\sigma,1,J})
\]

Then we see that \(L^{(1)} = (L^1, L^\infty)_{0,1,J} = L^1\).
4. Grand Lebesgue spaces

The grand Lebesgue space ([21]) \( L^p \), \( 1 < p < \infty \) is defined with the norm

\[
\|g\|_p := \sup_{0 < \varepsilon < p - 1} \varepsilon^{\frac{1}{p-\varepsilon}} \|g\|_{p-\varepsilon}.
\]  

(26)

Analogously to Lemma 3.1 we have

**Lemma 4.1.** If the measure of \( \Omega \) is finite, then

\[
\|g\|_p \approx \sup_{0 < \varepsilon < \varepsilon_0} \varepsilon^{\frac{1}{p}} \|g\|_{L^p-\varepsilon} = \sup_{0 < \varepsilon < \varepsilon_0} \varepsilon^{\frac{1}{p}} \|g\|_{L^p-\varepsilon,p}.
\]  

(27)

Hence the grand Lebesgue space is a \( \Delta \) extrapolation space ([22]):

\[
L^p = \Delta^{(\infty)}_{0,\varepsilon}(\sigma^{\frac{1}{p}} L^{p-\sigma}) = \Delta^{(\infty)}_{0,\varepsilon}(\sigma^{\frac{1}{p}} L^{p-\sigma,p}),
\]  

(28)

where \( \varepsilon > 0 \) is small enough. Note that this formula defines the grand Lebesgue space for all \( 0 < p < \infty \) and for any \( \sigma \)–finite measure space \( (\Omega, \mu) \).

We can characterise the grand Lebesgue space as an interpolation space.

**Theorem 4.2.** Let \( 0 < p < \infty \) and choose any \( q, 0 < q < p \). Then

\[
L^p = (L^q, L^p)_{w,\infty}, \quad w(t) = t^{-1}(1 - \ln t)^{-\frac{1}{p}}.
\]  

(29)

Moreover, if \( \mu(\Omega) = 1 \), then

\[
\|f\|_{L^p} \approx \sup_{0 < t < 1} (1 - \ln t)^{-\frac{1}{p}} \left( \int_t^1 [f^*(s)]^p ds \right)^{\frac{1}{p}}.
\]  

(30)

Finally, for \( 1 < p < \infty \), \( \|f\|_{L^p} \) is equivalent to the norm

\[
\|f\|_{L^p} \approx \sup_{0 < t < 1} (1 - \ln t)^{-\frac{1}{p}} \left( \int_t^1 [f^{**}(s)]^p ds \right)^{\frac{1}{p}}.
\]  

(31)

**Proof.** We need the formula

\[
(1 - \theta)^{\frac{1}{p}} (L^q, L^p)_{\theta,p} = L^{p_0,p}, \quad \frac{1}{p_0} = \frac{1 - \theta}{q} + \frac{\theta}{p}, \quad 0 < \theta_0 < \theta < 1,
\]  

(32)

uniformly on \( \theta \).

Indeed, we write

\[
L^p = (L^q, L^\infty)_{\eta,p}, \quad \frac{1}{p} = \frac{1 - \eta}{q}
\]
and use the Holmstedt formula ([2]):
\[ K^p(t, f; L^q, L^p) \approx t^p \int_{t}^{\infty} u^{-sp} K^p(u, f) du / u, \quad K(u, f) := K(u, f; L^q, L^\infty). \]

Then straightforward calculation shows that
\[ \|f\|_{(L^q, L^p)_{\theta, p}} = [\eta(1 - \theta)p]^{-1} \|f\|_{(L^q, L^\infty)_{\eta, p}}. \]

Thus formula (32) follows.

Now we can continue the formula (28) as follows
\[ \Delta_0^\infty (\sigma^q L^{p-q} \sigma, L^p \sigma) = \Delta_0^\infty (\sigma^q (L^q, L^p)_{1-\sigma,\infty}), \quad \alpha \approx 1, \]

and according to Theorem 3.3 of [22] this is the same as
\[ \Delta_0^\infty (\sigma^q (L^q, L^p)_{1-\sigma,\infty}). \]

Hence
\[ L^p = \Delta_0^\infty (\sigma^q (L^q, L^p)_{1-\sigma,\infty}) \quad (33) \]
and (29) follows using also (5).

To prove (30), we use the Holmstedt formula ([2]):
\[ K(t, f; L^q, L^p) \approx \left( \int_0^t [f^*(s)]^pd\sigma \right)^{1/p} + t \left( \int_0^1 [f^*(s)]^p ds \right)^{1/p}, \quad 1/\alpha = 1/q - 1/p. \]

We have
\[ \|f\|_{(L^q, L^p)_{w,\infty}} \approx \sup_{0 < t < 1} (1 - \ln t)^{-1/p} \left( \int_0^t [f^*(s)]^p ds \right)^{1/p}. \]

It suffices to see that
\[ w(t) \left( \int_0^t [f^*(s)]^q ds \right)^{1/q} \leq c \sup_{0 < t < 1} t^{1/q} (1 - \ln t)^{-1/p} f^*(t) \]
\[ \leq c \sup_{0 < t < 1} (1 - \ln t)^{-1/p} \left( \int_0^{2t} [f^*(s)]^p ds \right)^{1/p}. \]
The second inequality follows from the monotonicity of \( f^* \), while the first one can be proved as follows. Let \( b(t) := (1 - \ln t)^{-1/p} \). Then for small \( \varepsilon > 0 \),
\[ b(t)t^{-1} \left( \int_0^t [f^*(s)]^q ds \right)^{1/q} \leq ct^{-\varepsilon} \left( \int_0^t [s^{1/p} b(s)f^*(s)]^{q_s^{-1+\varepsilon}} ds \right)^{1/q} \]
\[ \leq c \sup_{0 < t < 1} t^{1/p} b(t)f^*(t), \]
which completes the proof. \( \blacksquare \)
Remark 4.3. We have the following embeddings. Let $\mu(\Omega) = 1$ and $0 < p < \infty$. Then

$$L^{p,\infty} \subset L^p \subset L^{p,\infty}(\log L)_{-\frac{1}{p}}$$  \hspace{1cm} (34)

$$L^p(\log L)_{-\frac{1}{p}} \subset L^p \subset L^p(\log L)_{-\frac{1}{p} - \delta}, \quad \delta > 0,$$ \hspace{1cm} (35)

where $L^{p,r}(\log L)_a$, $0 < p < \infty$, $0 < r \leq \infty$, $-\infty < a < \infty$ are Lorentz logarithmic spaces with the quasinorm

$$\|g\|_{L^{p,r}(\log L)_a} := \left\{\int_0^\infty [(1 + |\ln t|)^a t^p f^*(t)]^r dt/t\right\}^{\frac{1}{r}}. \hspace{1cm} (36)$$

**Proof.** The first three embeddings follow using the equivalent quasinorm (30). To prove the fourth one, we use (28) and obtain

$$\|f\|^p_{L^p} \approx \sup_{0 < \sigma < \varepsilon} \sigma \|f\|^p_{L^{p-p,\sigma}}$$

$$\geq c \int_0^\varepsilon \sigma^\delta \|f\|^p_{L^{p-p,\sigma}} d\sigma$$

$$\approx \int_0^1 (1 - \ln t)^{-1-\delta} [f^*(t)]^p dt,$$

as desired. \hfill \Box

**Remark 4.4.** We can provide simple examples showing that inclusions (34) and (35) are strict. Moreover, inclusions (34) are optimal in the scale of Marcinkiewicz logarithmic spaces $L^{p,\infty}(\log L)_a$ ($a > 0$). For simplicity, we consider the spaces on the interval $(0, 1)$. The function $f_1(t) = t^{-1/p} \in L^{p,\infty} \subset L^p$, and $f_1 \notin L^p(\log L)_{-1/p}$. The function $f_2(t) = t^{-1/p} |\ln t|^\alpha$, $0 < \alpha < \delta/p$ is such that $f_2 \in L^p(\log L)_{-1/p-\delta}$ and $f_2 \notin L^p$. In [15] there is an example of a function $f_3 \in L^p(\log L)_{-1/p} \subset L^p$, $f_3 \notin L^{p,\infty}$. Finally, consider $f_4(t) = t^{-1/p}(1 - \ln t)^{\alpha/p}$. It is true that $f_4 \in L^{p,\infty}(\log L)_{-\alpha/p}$, $\alpha > 0$, but $f_4 \notin L^p$.

5. Abstract small and grand spaces

The result of Theorem 3.2 suggests the following

**Definition 5.1.** Let $\vec{A} = (A_0, A_1)$ be a compatible pair of Banach spaces. By definition, abstract small spaces are the $\Sigma$-extrapolation spaces

$$\Sigma_{0,\varepsilon}^{(1)} \left(M(\sigma)\langle \vec{A}_{\sigma,r} \rangle\right), \quad 1 < r \leq \infty,$$

where $M$ is tempered on the interval $(0, \varepsilon)$, $0 < \varepsilon < 1$ such that $1/M$ is bounded. By definition (see [18]), $M$ is tempered on the interval $(0, \varepsilon)$, if it is continuous and

$$M(\sigma) \approx M\left(\frac{\sigma}{2}\right), \quad 0 < \sigma < \varepsilon.$$ \hspace{1cm} (37)
We can characterize the abstract small spaces as interpolation spaces.

**Theorem 5.2.**

\[ \Sigma_{0,\varepsilon}^{(1)} \left( M(\sigma) \langle \vec{A}_{\sigma, r} \rangle \right) = \vec{A}_{w^*,1,J} = \vec{A}_{w,1}, \]

(38)

where

\[ \frac{1}{w^*(t)} = \sup_{0<\sigma<\varepsilon} \frac{t^\sigma}{M(\sigma)} \]

(39)

and \( w \) is given by (3). (Here we suppose that \( w^* \) is sufficiently regular, say, has continuous first derivative and locally integrable second derivative.)

**Proof.** Using Theorem 2.10 of [22] and Theorem 2.5, we obtain

\[ \Sigma_{0,\varepsilon}^{(1)} \left( M(\sigma) \langle \vec{A}_{\sigma, r} \rangle \right) = \Sigma_{0,\varepsilon}^{(1)} \left( M(\sigma) \vec{A}_{\sigma,1} \right) \]

\[ = \Sigma_{0,\varepsilon}^{(1)} \left( M(\sigma) \vec{A}_{\sigma,1}^{c,J} \right) \]

\[ = \vec{A}_{w^*,1,J} = \vec{A}_{w,1}, \]

as desired.

**Example 5.3.** If \( M(\sigma) = \sigma^{-a} \), \( a > 0 \), then \( w^*(t) \approx (1 - \ln t)^a \) for \( 0 < t < 1 \) and \( w(t) \approx (1 - \ln t)^{a-1} \) for \( 0 < t < 1 \). Thus the small Lebesgue spaces \( L^p \) correspond to \( a = \frac{1}{p} \) and \( \vec{A} = (L^p, L^\infty) \).

Now we introduce the abstract grand spaces.

**Definition 5.4.** Let \( \vec{A} = (A_0, A_1) \) be a compatible pair of quasi-Banach spaces. By definition, the \( \Delta \)-extrapolation spaces

\[ \Delta_{0,\varepsilon}^{(\infty)} \left( N(\sigma) \langle \vec{A}_{\sigma, r} \rangle \right), \quad 0 < r < \infty, \]

are called abstract grand spaces. Here \( N \) is a tempered function on the interval \([0, \varepsilon] \), \( 0 < \varepsilon \leq 1 \).

We have the following characterization of the abstract grand spaces as interpolation spaces.

**Theorem 5.5.**

\[ \Delta_{0,\varepsilon}^{(\infty)} \left( N(\sigma) \langle \vec{A}_{\sigma, r} \rangle \right) = \vec{A}_{W,\infty}, \]

(40)

where

\[ W(t) = \sup_{0<\sigma<\varepsilon} t^{-\sigma} N(\sigma). \]

(41)

**Proof.** Using Theorem 3.3 of [22] and (5), we obtain

\[ \Delta_{0,\varepsilon}^{(\infty)} \left( N(\sigma) \langle \vec{A}_{\sigma, r} \rangle \right) = \Delta_{0,\varepsilon}^{(\infty)} \left( N(\sigma) \vec{A}_{r,\infty} \right) = \vec{A}_{W,\infty}, \]

as desired.

**Example 5.6.** The grand Lebesgue spaces \( L^p \) correspond to \( N(\sigma) = \sigma^{\frac{1}{p}} \) and \( \vec{A} = (L^p, L^q) \) for any \( q < p \).
6. Duality

We start with the duality of abstract small and grand spaces. First, Proposition 3.1 of [22] gives

**Theorem 6.1.** Let \( \vec{\mathcal{A}} = (A_0, A_1) \) be a pair of Banach spaces such that the intersection \( A_0 \cap A_1 \) is dense in \( A_j \), \( j = 0, 1 \) and let \( \vec{\mathcal{A}}' = (A_0', A_1') \) be the dual pair. Then

\[
\left\{ \int_{1,0,\varepsilon} (M(\sigma)(A_0, A_1)_{\sigma,1;J}) \right\}' = \Delta_{0,\varepsilon}^{(\infty)} \left( \frac{1}{M(\sigma)}(A_0', A_1')_{\sigma,\infty} \right).
\]

If \( A_0 \cap A_1 \subset A \subset A_0 + A_1 \) we denote by \( A^\circ \) the completion of the intersection \( A_0 \cap A_1 \) in the space \( A \).

**Theorem 6.2.** Let \( \vec{\mathcal{A}} = (A_0, A_1) \) be a pair of Banach spaces such that the intersection \( A_0 \cap A_1 \) is dense in \( A_j \), \( j = 0, 1 \). Then

\[
\left\{ \Delta_{0,\varepsilon}^{(\infty)}(N(\sigma)(A_0, A_1)_{\sigma,\infty}) \right\}' = \int_{1,0,\varepsilon} \left( \frac{1}{N(\sigma)}(A_0', A_1')_{\sigma,1;J} \right).
\]

**Proof.** We argue as in the proof of Proposition 3.1 of [22] and use [4]

\[
\left\{ [A_{h,\infty}]' \right\} = A_{w,1;J},
\]

where \( h(t) = \frac{1}{w(t/t)} \).

As an application we can give another proof of the following theorem about duality of small and grand Lebesgue spaces.

**Theorem 6.3 ([10]).** We have

\[
\{L(p')\}' = L^p \quad \text{(42)}
\]

and

\[
\{[L^p]'^{\circ}\}' = L^{(p')} \quad \text{(43)}
\]

**Proof.** We want to apply the above abstract duality results. Let \( 1 < q < p < \infty \) be fixed. Then we can write

\[
L^{p-\sigma} = (L^q, L^\infty)_{\eta-\alpha,\sigma,\infty},
\]

\[
L^{p'+\sigma} = (L^{q'}, L^1)_{\eta-\beta,\sigma,\infty},
\]

where

\[
\frac{1}{p} = \frac{1 - \eta}{q}, \quad \alpha = \frac{q}{p(p - \sigma)}, \quad \beta = \frac{q}{p'(p' + \sigma)}.
\]
Hence, by Remark 3.4,
\[ L^{(p')} = \sum_{\lambda, \epsilon}^1 \left( \sigma - \frac{1}{\beta} L^{p' + \sigma} \right) = \sum_{\lambda, \epsilon}^1 \left( \sigma - \frac{1}{\beta} \left( L^{q'}, L^1 \right)_{\eta - \beta \sigma, p'} + \sigma \right) = \sum_{\lambda, \epsilon}^1 \left( \sigma - \frac{1}{\beta} \left( L^{q'}, L^1 \right)_{\eta - \beta \sigma, p'} ^{1 - \frac{\alpha}{\eta}, \epsilon} \sigma ^{\frac{1}{\beta}} \right). \]

Using Theorem 2.10 of [22] and (2) we get
\[ \sum_{\lambda, \epsilon}^1 \left( \sigma - \frac{1}{\beta} \left( L^{q'}, L^1 \right)_{1 - \frac{\alpha}{\eta}, \epsilon} \sigma ^{\frac{1}{\beta}} \right) = \sum_{\lambda, \epsilon}^1 \left( \sigma - \frac{1}{\beta} \left( L^{q'}, L^1 \right)_{1 - \frac{\alpha}{\eta}, 1} \right), \]
thus
\[ L^{(p')} = \sum_{\lambda, \epsilon}^1 \left( \sigma - \frac{1}{\beta} \left( L^{q'}, L^1 \right)_{1 - \sigma, 1} \right), \quad (44) \]
and using Remark 2.4, we can write
\[ L^{(p')} = \int_{1, \epsilon}^1 \left( \sigma - \frac{1}{\beta} \left( L^{q'}, L^1 \right)_{1 - \sigma, 1} \right). \quad (45) \]

Now the first part of the theorem follows from (33) and (45), applying Theorem 6.1. To prove the second part, we apply Theorem 6.2.

7. Generalized grand spaces

7.1. Generalized grand Lorentz function spaces. In order to define the generalized grand Lorentz function spaces, we first recall some definitions.

Let \( b(t) \) be a positive continuous function on the interval \([1, \infty)\). We say that \( b \) is slowly varying on \([1, \infty)\) (in the sense of Karamata) if for all \( \epsilon > 0 \) the function \( t^\epsilon b(t) \) is equivalent to a non-decreasing function and the function \( t^{-\epsilon} b(t) \) is equivalent to a non-increasing function. By symmetry, we say that a positive continuous function \( b \) on the interval \((0, 1]\) is slowly varying on \((0, 1]\) if the function \( t \to b(1/t) \) is slowly varying on \([1, \infty)\). Finally, a positive continuous function on \((0, \infty)\) is said to be slowly varying on \((0, \infty)\) if it is slowly varying on both \((0, 1]\) and \([1, \infty)\). Let \((\Omega, \mu)\) be a \(\sigma\)-finite measure space and let \( b \) be slowly varying on \((0, \infty)\). Then the Lorentz-Karamata function space \( L^{q,r}_b \), \( 0 < q \leq \infty, 0 < r \leq \infty \) (see [26]) is defined with the quasi-norm
\[ \|f\|_{L^{q,r}_b} = \left( \int_0^\infty \left[ t^{\frac{1}{r}} b(t) f^*(t) \right]^r \frac{dt}{t} \right)^{\frac{1}{r}}. \quad (46) \]
Note two particular cases. If $b = 1$, then we obtain the Lorentz space $L^{q,r}$; if $b(t) = (1 + |\ln t|)^a$ then we obtain the logarithmic Lorentz space $L^{q,r}(\log L)^a$.

**Definition 7.1.** By definition, the generalized grand Lorentz space $L^{p,r}_{b}$, $0 < p, r < \infty$, is the extrapolation space

$$L^{p,r}_{b} := \Delta^{(\infty)}(N(\sigma)L^{p-r,\sigma})$$

where $N$ is tempered on the interval $(0, \varepsilon)$ and

$$b(t) := b_{\varepsilon}(t) = \sup_{0 < \sigma < \varepsilon} N(\sigma)t^{\sigma}.$$  (47)

**Remark 7.2.** The function $b$, defined by (47), is slowly varying on the interval $(0, 1)$.

**Proof.** Note that the function $b$ is increasing. On the other hand, $b_{\varepsilon / 2}(t) \approx b_{\varepsilon / 2}(t) = \sup_{0 < \sigma < \varepsilon / 2} N(\sigma / 2)t^{\sigma} = \sup_{0 < \sigma < \varepsilon / 2} N(\sigma)t^{\varepsilon / 2}b_{\varepsilon / 2}(t) \leq b_{\varepsilon}(t)$.

Let $\alpha > 0$ be arbitrary and choose an integer $k$ so that $2^{\varepsilon - k} < \alpha$. Then $t^{-\alpha}b_{\varepsilon}(t) \approx c_{\varepsilon, \alpha}(t)$, where, by definition, $c_{\varepsilon, \alpha}(t) = \sup_{2^{\varepsilon - k}} N(\sigma)t^{\sigma - \alpha}$ and this function is decreasing.

In the particular case $r = p$ we have the definition of the generalized grand Lebesgue space $L^{p}_{b}$:

$$L^{p}_{b} := \Delta^{(\infty)}(N(\sigma)L^{p-r,\sigma}) = \Delta^{(\infty)}(N(\sigma)L^{p-r}).$$

Spaces of this type (namely, the case $N(\sigma) = \sigma^{\theta}$, $\theta > 0$) have been considered in [16].

Analogously to Theorem 4.2, we have the following characterization of the generalized grand Lorentz spaces.

**Theorem 7.3.** Let $N$ be tempered and let $b$ be defined by (47). Then

$$L^{p,r}_{b} = (L^{q,r}_{b}, L^{p,r})_{w,\infty}, \quad w(t) = t^{-b(t)}.$$  (48)

Moreover, if $\mu(\Omega) = 1$, then

$$\|f\|_{L^{p,r}_{b}} \approx \sup_{0 < t < 1} b(t) \left( \int_{t}^{1} [s^{\frac{1}{q}}f^{*}(s)]^{r}ds/s \right)^{\frac{1}{r}}.$$  (49)

The proof is analogous to that given for the case of the grand Lebesgue spaces, but now we use the formula

$$(1 - \theta)^{\frac{1}{p}}(L^{q,r}_{b}, L^{p,r})_{\theta,r} = L^{p_{0},r}, \quad \frac{1}{p_{0}} = \frac{1 - \theta}{q} + \frac{\theta}{p}, \quad 0 < \theta_{0} < \theta < 1.$$  (50)
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uniformly on $\theta$. Thus we obtain (using Theorem 3.3 of [22] and (5))

$$L^p_b = \Delta_0^{(\infty)}(M(\sigma)(L^q, L^{p,r})_{1-\sigma,\infty}) = (L^q, L^{p,r})_{w,\infty},$$

where $w(t) = t^{-1}b(t)$. In order to simplify this formula, we use the Holmstedt formula ([2])

$$K(t, f; L^q, L^{p,r}) \approx \left( \int_0^t \left[ f^\ast(s) \right]^q ds \right)^{\frac{1}{q}} + t \left( \int_1^t \left[ s^\frac{1}{r} f^\ast(s) \right]^r ds / s \right)^{\frac{1}{r}},$$

where $\frac{1}{a} = \frac{1}{q} - \frac{1}{p}$. Since $b$ is slowly varying we see as in the proof of Theorem 4.2 that (49) is valid.

Analogously to Remark 4.3 we can prove the following embeddings.

**Remark 7.4.** Let $\mu(\Omega) = 1$. Then

$$L^q_{c,\infty} \subset L^q_b \subset L^q_{b,\infty},$$

where $c(t) := b(t)(1 - \ln t)^\frac{1}{q}$, and

$$L^q_b \subset L^q_{\delta} \subset L^q_{b,\delta}, \quad \delta > 0,$$

where $b_\delta(t) := \sup_{0 < \sigma < \epsilon} N(\sigma)\sigma^\delta t^\sigma$.

### 7.2. Generalized grand Lorentz sequence spaces

Let $b(n), n \geq 1$ be a sequence of positive numbers. We say that $b$ is *slowly varying* (in the sense of Karamata) if for all $\epsilon > 0$ the sequence $n^\epsilon b(n)$ is equivalent to non-decreasing and the sequence $n^{-\epsilon} b(n)$ is equivalent to non-increasing. Let $0 < q, r < \infty$. Then the Lorentz-Karamata space of sequences $l^p_{\delta}$ is defined with the following quasi-norm:

$$\|f\|_{l^p_{\delta}} = \left\{ \sum_{n \geq 1} \left[ n^{\frac{1}{q} - \frac{1}{r}} b(n) f^\ast(n) \right]^r \right\}^{\frac{1}{r}}.$$

The results and proofs here are similar to those in the previous subsection. The generalized grand Lorentz spaces of sequences $l^p_{\delta}$ ($0 < p, r < \infty$) are defined by

$$l^p_{\delta} := \Delta_0^{(\infty)}(N(\sigma)p^\sigma, r),$$

where $N$ is tempered and

$$b(n) := \sup_{0 < \sigma < \epsilon} N(\sigma)n^{-\sigma}. \quad \text{(54)}$$

We can characterise $l^p_{\delta}$ as an interpolation space.
**Theorem 7.5.** Let $N$ be tempered and let $b$ be defined by (54). Then
\[ l_p^{(r),b} = (l_p^{(r)}, l_\infty^{b,\infty}). \]  
Moreover,
\[ \|f\|_{l_p^{(r),b}} \approx \sup_{n \geq 1} b(n) \left( \sum_{j=1}^{n} \left[ j^{\frac{1}{p} - \frac{1}{r}} f^*(j) \right]^r \right)^{\frac{1}{r}}. \]

**Proof.** The procedure is similar to that used in the previous subsection. We need the formula
\[ \theta^\frac{1}{r}(l_p^{(r),l_\infty})_{\theta,r} = l_p^{\theta,r}, \quad 1 - \frac{\theta}{p}, \quad 0 < \theta < \theta_1 < 1, \]  
in the sense of equivalent quasi-norms, the equivalence constants being uniform with respect to $\theta$. To see this, we write
\[ l_p^{(r),l_\infty} = (l_q^{\eta,r}), \quad 1 = 1 - \eta, \]  
and use the Holmstedt formula
\[ K^\alpha(t, f; l_p^{(r),l_\infty}) \approx \int_0^1 u^{-\eta r} K^\alpha(u, f) \frac{du}{u}, \quad \alpha = 1 - \eta. \]  
where $K(u, f) = K(u, f; l_p^{(r),l_\infty})$. Then routine computations show that
\[ \|f\|_{l_p^{(r),l_\infty}} \approx \{ \theta(1 - \eta) \}^{\frac{1}{r}} \|f\|_{l_q^{(1-\eta)(1-\eta)\theta+r}}, \]  
and (56) follows. Now we can write
\[ \Delta_0^{(\infty)}(N(\sigma)^{(p+\sigma)}_r) = \Delta_0^{(\infty)}(N(\sigma)^{\frac{1}{r}}(l_p^{(r)}, l_\infty)^{\sigma}_{\eta+r}) \]  
and by Theorem 3.3 of [22] this is the same as
\[ \Delta_0^{(\infty)}(N(\sigma)(l_p^{(r)}, l_\infty)^{\sigma}_{r,\infty}) = (l_p^{(r)}, l_\infty)^{b,\infty}, \]  
as desired. \[ \blacksquare \]

### 7.3. Grand spaces of compact operators

Let $T : B_1 \to B_2$ be a linear bounded operator between two Banach spaces $B_1$ and $B_2$. We denote by $\mathcal{R}$ the space of all such operators with the operator norm $\|T\|$. If $a_n(T), n \geq 1$ are the approximation numbers of $T$ (see [2, 9, 17]), we consider the space $S_b^{(p,r)}$ with the quasi-norm $\|T\|_{S_b^{(p,r)}} := \|\{a_n(T)\}\|_{l_b^{(p,r)}}$. The spaces $S^p, 0 < p \leq \infty$ have the quasi-norm $\|T\|_{S^p} := \|\{a_n(T)\}\|_{l_p}$.

We define the grand spaces of compact operators $S_b^{(p,r)}$, $(0 < p, r < \infty)$ by
\[ S_b^{(p,r)} := \Delta_0^{(\infty)}(N(\sigma)S_b^{(p+\sigma)}, r), \]  
where $N$ is tempered and $b$ is given by (54). We can characterize $S_b^{(p,r)}$ as an interpolation space. Analogously to Theorem 7.5 we have
Theorem 7.6. Let \( N \) be tempered and let \( b \) be defined by (54). Then
\[
S^{p,r}_b = (S^{p,r}, S^{\infty})_{b,\infty},
\]
and moreover,
\[
\|T\|_{S^{p,r}_b} \approx \sup_{n \geq 1} b(n) \left( \sum_{j=1}^{n} \left[ j^{\frac{1}{p} - \frac{1}{r}} a_j(T) \right]^r \right)^{\frac{1}{r}}.
\]

Indeed, we only have to apply the procedure from the previous subsection and use the formulas:
\[
K(n, T; S^q, R) \approx K(n, \{a_n(T)\}; l^q, l^\infty),
\]
hence
\[
S^{p,r} = (S^q, R)_{\eta,r}, \quad \frac{1}{p} = \frac{1 - \eta}{q}.
\]

8. Generalized small spaces


Definition 8.1. By definition, the generalized small Lorentz function space \( L^{(p,r)}_w \), \( 1 < p, r < \infty \), is the extrapolation space
\[
L^{(p,r)}_w := \sum_{0,\varepsilon}^{(1)} \left( M(\sigma) L^{p+\sigma,r} \right),
\]
where \( M \) is tempered on \((0, \varepsilon)\) such that \( 1/M \) is bounded and \( w \) is defined by (3) and (39).

In the particular case \( r = p \) we have the definition of the generalized small Lebesgue space \( L^{(p)}_w \):
\[
L^{(p)}_w := \sum_{0,\varepsilon}^{(1)} \left( M(\sigma) L^{p+\sigma,p} \right) = \sum_{0,\varepsilon}^{(1)} \left( M(\sigma) L^{p+\sigma} \right).
\]

Analogously to Theorem 3.2, we have the following characterization of the generalized small Lorentz spaces.

Theorem 8.2. Let \( M \) be tempered and let \( w \) be defined by (3) and (39). Then
\[
L^{(p,r)}_w = (L^{p,r}, L^{\infty})_{w,1},
\]
and
\[
\|f\|_{L^{(p,r)}_w} \approx \int_0^\infty w(t) \left( \int_0^t \left[ s^{\frac{1}{p}} f^*(s) \right]^r ds/s \right)^{\frac{1}{r}} dt/t.
\]
Moreover, if \( \mu(\Omega) = 1 \), then the above integral can be taken only over the interval \((0, 1)\).
Proof. Analogously to (56) we have
\[ \theta^\frac{1}{\frac{1}{p_\theta} - \frac{1}{p}} (L^{p,r}, L^{\infty})_{\theta,r} = L^{p_\theta,r}, \quad \frac{1}{p_\theta} = \frac{1 - \theta}{p}, \quad 0 < \theta < \theta_1 < 1. \] (60)
Hence
\[ L^{(p,r)}_w := \sum_{t=0}^\infty \left( M(\sigma)(L^{p,r}, L^{\infty})_{\sigma,r} \right), \]
and then (58) follows from Theorem 5.2. Finally, (59) follows using the Holmstedt formula for the \( K \)–functional ([2]):
\[ K(t, f : L^{p,r}, L^{\infty}) \approx \left( \int_0^t \left[ \frac{1}{s^p} f^*(s) \right]^r ds/s \right)^{\frac{1}{r}}, \] (61)
which completes the proof.

8.2. Generalized small Lorentz sequence spaces.

Definition 8.3. By definition, the generalized small Lorentz sequence space \( l^{(p,r)}_h \), \( 1 < p \leq \infty, 1 \leq r \leq \infty \) is the extrapolation space
\[ l^{(p,r)}_h := \sum_{\sigma \in \mathcal{M}} \left( M(\sigma)(L^{p,r}, L^{\infty})_{\sigma,r} \right), \quad 1 < p < \infty, \] (62)
and
\[ l^{(\infty,r)}_h := \sum_{\sigma \in \mathcal{M}} \left( M(\sigma)(L^{1,r})_{\sigma} \right), \] (63)
where \( M \) is tempered on \((0, \varepsilon)\) such that \( 1/M \) is bounded and \( w \) is defined by (3) and (39), and
\[ h(t) := t^{-1} w \left( \frac{1}{t} \right) \] (64)

In the particular case \( r = p \) we have the definition of the generalized small Lebesgue space \( l^{(p)}_h \):
\[ l^{(p)}_h := \sum_{\sigma \in \mathcal{M}} \left( M(\sigma)(L^{p,p-\sigma,p}) \right) = \sum_{\sigma \in \mathcal{M}} \left( M(\sigma)(L^{p-p}) \right), \quad 1 < p < \infty \]
and
\[ l^{(\infty)}_h := \sum_{\sigma \in \mathcal{M}} \left( M(\sigma)(L^{1}) \right). \] We have the following characterization of the generalized small Lorentz sequence spaces.

Theorem 8.4. Let \( M \) be tempered and let \( h \) be defined by (64). Moreover, let \( h(t) = t^{-1} b(t) \), where \( b(t) \) is slowly varying on \((1, \infty)\). Then
\[ l^{(p,r)}_h = (l^{(1,1)}, L^{p,r})_{h,1} \] (66)
and
\[ \|f\|_{l^{(p,r)}_h} \approx \sum_{n=1}^\infty h(n) \left( \sum_{j=n}^\infty \left[ \frac{1}{j^\frac{1}{p-r}} f^*(j) \right]^r \right)^{\frac{1}{r}}. \] (67)
Proof. Analogously to (50) we have
\[(1 - \theta)^\frac{1}{2} (l^1, l^{p, r})_{\theta, r} = p_{\theta, r}, \quad \frac{1}{p_{\theta}} = 1 - \frac{\theta}{p}, \quad 0 < \theta_0 < \theta < 1. \tag{68}\]

Hence
\[l^{p - \sigma, r} = \sigma^{-\frac{1}{2}} (l^{p, r}, l^1)_{\alpha, r}, \quad 1 < p < \infty,\]

where \(\alpha \approx 1\), and
\[l^{\frac{1}{p}, r} = \sigma^{-\frac{1}{2}} (l^{\infty, r}, l^1)_{\alpha, r}.
\]

Therefore, using Theorem 5.2 we get
\[l_h^{(p, r)} = \sum_{\sigma, r} (M(\sigma) ((l^{p, r}, l^1)_{\sigma, r})) = (l^{p, r}, l^1)_{w, 1} = (l^1, l^{p, r})_{h, 1}.
\]

Thus (66) is proved. To prove (67), we use (51) for \(1 < p \leq \infty\):
\[K(t, f; l^1, l^{p, r}) \approx \int_0^t f^*(s) ds + t \left( \int_{t^{\alpha}}^\infty \left[ s^{\frac{1}{p}} f^*(s) \right]^r ds / s \right)^\frac{1}{r}, \quad \frac{1}{\alpha} = 1 - \frac{1}{p},\]

where \(f^*(t)\) is the step function \(f^*(t) = f^*(n)\) for \(n - 1 < t \leq n\). Hence
\[\|f\|_{l_h^{(p, r)}} \approx I + J,
\]

where
\[I = \int_0^\infty t^{-\frac{1}{p}} b(t) \int_0^t f^*(s) ds dt / t \]

and
\[J = \int_0^\infty b(t) \left( \int_t^\infty \left[ s^{\frac{1}{p}} f^*(s) \right]^r ds / s \right)^\frac{1}{r} dt / t.
\]

It is sufficient to prove
\[I \leq c J. \tag{69}\]

Using Fubini and the fact that \(b\) is slowly varying, we get
\[I \leq c \int_0^\infty t^{-\frac{1}{p}} b(t) f^*(t) dt. \tag{70}\]

On the other hand, the Minkowski inequality gives
\[J \geq c \left\{ \int_1^\infty \left( \int_0^\infty t^{-\frac{1}{p}} b\left( \frac{t}{s} \right) f^*(t) dt \right)^r ds / s \right\}^\frac{1}{r}.\]

Since \(b\) is slowly varying, we have \(b(t/s) > c_s s^{-\varepsilon} b(t), \quad s > 1\), therefore
\[J \geq c \int_0^\infty t^{-\frac{1}{p}} b(t) f^*(t) dt.
\]

From this and (70) we get (69). The theorem is proved. \(\blacksquare\)
8.3. Small spaces of compact operators.

**Definition 8.5.** By definition, the generalized small Lorentz spaces of compact operators \( S_{h}^{(p,r)} \), \( 1 < p \leq \infty \), \( 1 \leq r \leq \infty \) is the extrapolation space

\[
S_{h}^{(p,r)} := \Sigma_{0,\varepsilon}^{(1)-} (M(\sigma)S^{p-\sigma,r}), \quad 1 < p < \infty,
\]

and

\[
S_{h}^{(\infty,r)} := \Sigma_{0,\varepsilon}^{(1)-} (M(\sigma)S^{\frac{1}{2},r}),
\]

where \( M \) is tempered on \((0, \varepsilon)\) such that \( 1/M \) is bounded and \( w \) is defined by (3) and (39), and \( h \) is given by (64).

In the particular case \( r = p \) we have the definition of the generalized small Lebesgue spaces of compact operators \( S_{h}^{(p)} \):

\[
S_{h}^{(p)} := \Sigma_{0,\varepsilon}^{(1)-} (M(\sigma)S^{p-p,p}) = \Sigma_{0,\varepsilon}^{(1)-} (M(\sigma)S^{p-\sigma}), \quad 1 < p < \infty
\]

and

\[
S_{h}^{(\infty)} := \Sigma_{0,\varepsilon}^{(1)-} (M(\sigma)S^{\frac{1}{2}}).
\]

We have the following characterization of the generalized small Lorentz spaces of compact operators, the proof of which is completely analogous to that of Theorem 8.4.

**Theorem 8.6.** Let \( M \) be tempered and let \( h \) be defined by (64) and satisfies (65). Then

\[
S_{h}^{(p,r)} = (S^{1}, S^{p,r})_{h,1}
\]

and

\[
\|T\|_{S_{h}^{(p,r)}} \approx \sum_{n=1}^{\infty} h(n) \left( \sum_{j=n}^{\infty} \left[ j^{\frac{1}{2} - \frac{1}{r}} a_{j}(T) \right]^{r} \right)^{\frac{1}{r}}.
\]

Note the particular case \( M(\sigma) = \sigma^{-1} \). Then \( h(t) = t^{-1} \) for \( t > 1 \), hence if we put \( S^{(\infty)} := S_{h}^{(\infty)} \) we get

\[
\|T\|_{S^{(\infty)}} \approx \sum_{n=1}^{\infty} n^{-1} a_{n}(T),
\]

which is the Macaev class (see [17, 19]).
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