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Tensor Algebras and Displacement Structure
III: Asymptotic properties
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Abstract. We continue to investigate some classes of Szegö type polynomials in
several variables. We focus on asymptotic properties of these polynomials and we
extend several classical results of G. Szegö to this setting.
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1. Introduction

An extension to several non-commuting variables of the Szegö orthogonal poly-
nomials on the unit circle was considered in [6]. Some of the basic algebraic
results on these polynomials were also obtained, including recurrence equations,
Christoffel-Darboux formulae, and a Favard type result. Also, it was explained
their connection with displacement structure theory. Our main goal is to con-
tinue to investigate this kind of polynomials, and in this paper we focus on
some of their asymptotic properties. There are several fundamental results of
G. Szegö involving asymptotic properties of orthogonal polynomials on the unit
circle. Thus, let T be the unit circle and let µ be a positive Borel measure on
T with log µ′ ∈ L1. Also let {ϕn}n≥0 be the family of orthogonal polynomials

associated to µ and ϕ]
n(z) = znϕn(1/z), n ≥ 0. It is well-known (see [17]) that

ϕn → 0 (1)

and
1

ϕ]
n

→ Θµ, (2)

where Θµ is the spectral factor of µ and the convergence is uniform on the
compact subsets of the unit disk D. The second limit (2) is related to the so-
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called Szegö limit theorems concerning the asymptotic behaviour of Toeplitz
determinants. Thus,

det Tn

det Tn−1

=
1

|ϕ]
n(0)|2

,

where Tn = [si−j]
n
i,j=0 and {sk}k∈Z is the set of the Fourier coefficients of µ.

As a consequence of the previous relation and (2) we deduce Szegö’s first limit
theorem,

lim
n→∞

det Tn

det Tn−1

= |Θµ(0)|2 = exp

(
1

2π

∫ 2π

0

log µ′(t)dt

)
. (3)

The second (strong) Szegö limit theorem improves (3) by showing that

lim
n→∞

det Tn

gn+1(µ)
= exp

(
1

π

∫ ∫
|z|≤1

|Θ′
µ(z)/Θµ(z)|2dσ(z)

)
, (4)

where g(µ) is the limit in (3) and σ is the planar Lebesgue measure. These two
limits (3) and (4) have a useful interpretation in terms of asymptotics of angles
in the geometry of a stochastic process associated to µ (see [12]).

Our goal in this paper is to extend these results to the class of orthogonal
polynomials in several non-commuting variables introduced in [6]. The paper
is organized as follows. In Section 2 we review notation and a framework for
studying orthogonal polynomials associated to polynomial relations on several
non-commuting variables. In Section 3 we analyse the case of no relation in
dimension one. It turns out that this is, in fact, the most general situation, and
for this reason we treat this case separately. The main result is Theorem 3.3,
which extends the asymptotic properties (1) and (2). Theorem 3.4 contains
extensions of the relations (3) and (4). In Section 4 we discuss a few examples.
First, we show how to recapture the classical setting of orthogonal polynomials
on the unit circle and on the real line. Then, we turn our attention to the
orthogonal polynomials considered in [6].

2. Preliminaries

We introduce some necessary terminology and notation. Especially, we briefly
review a rather familiar setting for orthogonal polynomials associated to rela-
tions on several variables (for some details, see [5] and [6]).

2.1. Tensor Algebras. Let F+
N be the unital free semigroup on N generators

1, . . . , N with lexicographic order ≺. The empty word is the identity element,
and the length of the word σ is denoted by |σ|. The length of the empty word
is 0, and l(σ) denotes the number of words τ � σ.
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The tensor algebra over CN is defined by the algebraic direct sum

TN = ⊕k≥0(CN)⊗k,

where (CN)⊗k denotes the k-fold tensor product of CN with itself. The addition
is the componentwise addition and the multiplication is defined by juxtaposi-
tion:

(x⊗ y)n =
∑

k+l=n

xk ⊗ yl.

If {e1, . . . , eN} is the standard basis of CN , then {ei1⊗ . . .⊗eik | 1 ≤ i1, . . . , ik ≤
N} is a basis of TN . If σ = i1 . . . ik then we write eσ instead of ei1 ⊗ . . .⊗ eik , so
that any element of TN can be uniquely written in the form x =

∑
σ∈F+

N
cσeσ,

where only finitely many of the complex numbers cσ are different from 0.

Another construction of TN is given by the algebra PN of polynomials in
N noncommuting indeterminates X1, . . . , XN with complex coefficients. Each
element P ∈ PN can be uniquely written in the form P =

∑
σ∈F+

N
cσXσ with

cσ 6= 0 for finitely many σ’s and Xσ = Xi1 . . . Xik where σ = i1 . . . ik ∈ F+
N . The

linear extension Φ1 of the mapping eσ → Xσ, σ ∈ F+
N , gives an isomorphism of

TN with PN .

Another known realization of the tensor algebra was used in [6] in order
to establish a connection with the displacement structure theory. This was
useful since many results for the tensor algebra could be seen just as particular
instances of more general results in the triangular algebra. Thus, let E be a
Hilbert space and define: E0 = E and for k ≥ 1,

Ek = Ek−1 ⊕ . . .⊕ Ek−1︸ ︷︷ ︸
N terms

= E⊕N
k−1. (5)

For E = C we have that Ck can be identified with (CN)⊗k, and TN is isomorphic
to the algebra LN of lower triangular operators T = [Tk,j] ∈ L(⊕k≥0Ck) with
the property

Tk,j = Tk−1,j−1 ⊕ . . .⊕ Tk−1,j−1︸ ︷︷ ︸
N terms

= T⊕N
k−1,j−1 (6)

for k ≥ j, k, j ≥ 1, and Tj,0 = 0 for all sufficiently large j′s. The isomorphism is
given by the map Φ2 defined as follows: let x = (x0, x1, . . .) ∈ TN (xp ∈ (CN)⊗p is
the p-th homogeneous component of x); then xp =

∑
|σ|=p cσeσ and for j ≥ 0, Tj,0

is given by the column matrix [cσ]t|σ|=j, where ”t” denotes the matrix transpose.

Then Tj,0 = 0 for all sufficiently large j’s, and we can define T ∈ L(⊕k≥0Ck) by
using (6). Finally, set Φ2(x) = T .
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2.2. Spectral Factorization. We briefly review the spectral factorization of
positive definite kernels on the set N0 of nonnegative integers. For more details,
see [4]. Let E be a Hilbert space and let P+(E) be the set of positive definite
kernels on N0 with values in L(E). The order on P+(E) is: K1 ≤ K2 if K2−K1

belongs to P+(E). Next consider a family F = {Fn}n≥0 of Hilbert spaces
and call a lower triangular array a family Θ = {Θk,j}k,j≥0 of operators Θk,j ∈
L(E ,Fk) such that Θk,j = 0 for k < j and each column cj(Θ) = [Θk,j]k≥0, j ≥ 0,
belongs to L(E ,⊕k≥jFk). Denote by H2(E ,F) the set of all lower triangular
arrays as above. A lower triangular array is called outer if the set {cj(Θ)E | j ≥
k} is total in ⊕j≥kFj for all k ≥ 0. If Θ is an outer triangular array, then the
formula

KΘ(k, j) = ck(Θ)∗cj(Θ)

defines an element of P+(E). For the proof of the following result see [4, Chap-
ter 5].

Theorem 2.1. Let K be an element of P+(E). Then there exists a family
F = {Fn}n≥0 of Hilbert spaces and an outer triangular array Θ ∈ H2(E ,F),
referred to as the spectral factor of K, such that

(a) KΘ ≤ K.

(b) For any other family F ′ = {F ′
n}n≥0 of Hilbert spaces and any outer

triangular array Θ′ ∈ H2(E ,F ′) such that KΘ′ ≤ K, we have KΘ′ ≤
KΘ.

(c) Θ is uniquely determined by (a) and (b) up to a left unitary diagonal
factor.

2.3. Orthogonal Polynomials. Let P2N be the algebra of polynomials in 2N
non-commuting indeterminates X1,. . .,XN , XN+1,. . .,X2N with complex coeffi-
cients. An involution J can be introduced on P2N as follows:

J (Xk) = XN+k, k = 1, . . . , N

J (Xl) = Xl−N , l = N + 1, . . . , 2N,

on monomials
J (Xi1 . . . Xik) = J (Xik) . . .J (Xi1),

and finally, if Q =
∑

σ∈F+
2N

cσXσ, then J (Q) =
∑

σ∈F+
2N

cσJ (Xσ). Thus, P2N is

a unital, associative ∗-algebra over C, and we notice that PN is a subalgebra of
P2N .

We say that A ⊂ P2N is J -symmetric if P ∈ A implies cJ (P ) ∈ A for some
c ∈ C−{0}. We construct an associative algebra TN(A) as the quotient of P2N

by the two-sided ideal E(A) generated by A. We notice that TN(∅) = P2N . We
let π = πA : P2N → TN(A) be the quotient map, and since A is J -symmetric,

JA(π(P )) = π(J (P )) (7)
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gives an involution on TN(A). We will be interested in linear functionals φ on
TN(A) with the property that φ(JA(π(P ))π(P )) ≥ 0 for all P ∈ PN , and we
will say that φ is a positive functional on TN(A). We notice that φ(JA(π(P ))) =
φ(π(P )) for P ∈ PN and

|φ(JA(π(P1))π(P2))|2 ≤ φ(JA(π(P1))π(P1))φ(JA(π(P2))π(P2))

for P1, P2 ∈ PN .

We now consider the Gelfand-Naimark-Segal construction associated to φ.
Thus, we define on π(PN)

〈π(P1), π(P2)〉φ = φ(JA(π(P2)π(P1)) (8)

and factor out the subspace Nφ = {π(P ) | P ∈ PN , 〈π(P ), π(P )〉φ = 0}. Com-
pleting this quotient with respect to the norm induced by (8) we obtain a
Hilbert space Hφ. From now on we will assume that φ is strictly positive,
that is, φ(JA(π(P ))π(P )) > 0 for all P ∈ PN − E(A), so that Nφ = {0} and
π(PN) can be viewed as a subspace of Hφ. The index set of A, G ⊂ F+

N , is
chosen as follows: let ∅ ∈ G; if α ∈ G, choose the next element in G to be
the least β ∈ F+

N such that the set of elements π(Xα′), α′ � α, and π(Xβ) is
linearly independent. Define Fα = π(Xα) for α ∈ G and set B = {Fα}α∈G. Let
Gn = {α ∈ G | |α| = n}, then G0 = {∅} and {Gn}n≥0 is a partition of G.

Since φ is strictly positive it follows that B is a linearly independent family
in Hφ and the Gram-Schmidt procedure gives a family {ϕα}α∈G of elements in
π(PN) ⊂ TN(A) such that

ϕα =
∑
β�α

aα,βFβ, aα,α > 0; (9)

〈ϕα, ϕβ〉φ = δα,β, α, β ∈ G. (10)

The elements ϕα, α ∈ G, will be called the orthogonal polynomials associated
to φ. Typically, the theory of orthogonal polynomials deals with the study of
algebraic and asymptotic properties of the orthogonal polynomials associated
to strictly positive functionals on TN(A). We also notice that the use of the
Gram-Schmidt process depends on the order that we have chosen on F+

N . A
different order would yield a different family of orthogonal polynomials. Due
to the natural grading on F+

N it is possible to develop a base free approach
to orthogonal polynomials. In the case of orthogonal polynomials in several
commuting variables this is presented in [8]. However, in the present paper we
stick to the lexicographic order on F+

N (and on the index set G).

An explicit formula for the orthogonal polynomials can be obtained in the
same manner as in the classical (one scalar variable) case. Define

sα,β = φ(JA(Fα)Fβ) = 〈Fβ, Fα〉φ, α, β ∈ G, (11)
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and
Dα = det [sα′,β′ ]α′,β′�α > 0, α ∈ G. (12)

We notice that φ is a positive functional on TN(A) if and only if Kφ(α, β) = sα,β,
α, β ∈ G, is a positive definite kernel on G. While the kernel Kφ characterizes
the positivity of the functional φ and contains the basic information for the
construction of the orthogonal polynomials, in general it does not determine φ
uniquely. We will occasionally say that the orthogonal polynomials are asso-
ciated to the kernel Kφ rather then φ itself. One typical situation when Kφ

determines φ is when {J (Xk) − Xk | k + 1, . . . , N} ⊂ A; another example is
provided by the Wick polynomials

XiJ (Xj)− δij +
N∑

k,l=1

T kl
ij J (Xl)Xk, i, j = 1, . . . , N,

where T kl
ij are complex numbers and δij is the Kronecker symbol (see [14]).

From now on, τ − 1 denotes the predecessor of τ with respect to the lexico-
graphic order on F+

N , while σ + 1 denotes the successor of σ. It is shown in [5]

that ϕ∅ = s
− 1

2

∅,∅ and for ∅ ≺ α,

ϕα =
1√

Dα−1Dα

det

 [sα′,β′ ]α′≺α;β′�α

F∅ . . . Fα

, (13)

with an appropriate interpretation of the determinant. In most of the cases,
the formula (13) is not very useful for the actual computation of the orthogonal
polynomials or for their study. Instead of (13) there are used recurence formulae.
We discuss several examples in the next sections.

3. The case A = ∅, N = 1

It turns out that this is, in fact, the most general situation. For this reason we
treat this case separately. For A = ∅ and N = 1, the index set is G = N0 and
a linear functional on P2 is positive if and only if Kφ(n, m) = φ(J (Xn

1 )Xm
1 ),

n, m ∈ N0, is a positive definite kernel on N0. However, Kφ does not completely
determine φ. For example, there is no way to deduce φ(X1J (X1)) from Kφ in
general. Still, we notice that there is no other restriction on Kφ in the sense that
given a positive definite kernel K on N0, there exist positive functionals φ on P2

such that Kφ = K. This could be done as follows. Let φ0 be a complex valued
function defined on monomials Xσ, σ ∈ F+

2 , such that φ0(X
n
2 Xm

1 ) = K(n, m),
n, m ∈ N0. Then φ0 can be extended by linearity to a positive linear functional
φ on P2 which has the property that Kφ = K.
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We now review a certain structure of the kernel Kφ associated to a strictly
positive functional φ on P2. More details can be found in [4] and [6]. According
to Theorem 1.5.3 in [4], the kernel Kφ is uniquely determined by a family
{γk,j}0≤k<j of complex numbers with the property that |γk,j| < 1 for 0 ≤ k < j.
The coefficients sk,j = Kφ(k, j) of the kernel Kφ can be explicitely computed
in terms of the numbers γk,j. Thus, we let J(γl,m) denote the Julia operator
associated to γl,m by the formula

J(γl,m) =

[
γl,m dl,m

dl,m −γl,m

]
,

where dk,j = (1 − |γk,j|2)
1
2 . Then we define (j − k + 1) × (j − k + 1) unitary

matrices Uk,j recursively: Uk,k = 1, and for k < j,

Uk,j = (J(γk,k+1)⊕ 1n−1)(1⊕ J(γk,k+2)⊕ 1n−2)(1n−1 ⊕ J(γk,j))(Uk+1,j ⊕ 1),

where 1m denotes the m × m identity matrix. With this notation it can be
shown that for k < j,

Kφ(k, j) = sk,j = s
1
2
k,ks

1
2
j,j

[
1 0 . . . 0

]
Uk,j


1
0
...
0

 . (14)

For illustration, we can write the formula in several particular cases. For in-
stance,

s01 = s
1
2
00

[
1 0

] [ γ01 d01

d01 −γ01

] [
1
0

]
s

1
2
11 = s

1
2
00γ01s

1
2
11;

s02 = s
1
2
00

[
1 0 0

]
×

 γ01 d01 0
d01 −γ01 0
0 0 1

 1 0 0
0 γ02 d02

0 d02 −γ02



×

 γ12 d12 0
d12 −γ12 0
0 0 1

 1
0
0

 s
1
2
22

= s
1
2
00 (γ01γ12 + d01γ02d12) s

1
2
22;
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s03 = s
1
2
00

[
1 0 0 0

]

×


γ01 d01 0 0
d01 −γ01 0 0
0 0 1 0
0 0 0 1




1 0 0 0
0 γ02 d02 0
0 d02 −γ02 0
0 0 0 1




1 0 0 0
0 1 0 0
0 0 γ03 d03

0 0 d03 −γ03



×


γ12 d12 0 0
d12 −γ12 0 0
0 0 1 0
0 0 0 1




1 0 0 0
0 γ13 d13 0
0 d13 −γ13 0
0 0 0 1



×


γ23 d23 0 0
d23 −γ23 0 0
0 0 1 0
0 0 0 1




1
0
0
0

 s
1
2
33

= s
1
2
00 (γ01γ12γ23 + γ01d12γ13d23 + d01γ02d12γ23

−d01γ02γ12γ13d23 + d01d02γ03d13d23) s
1
2
33.

A natural combinatorial question related to (14) would be the calculation of the
number N(sk,j) of additive terms in the expression of sk,j. Thus, for k ≥ 0,

N(s01) = N(sk,k+1) = 1,

N(s02) = N(sk,k+2) = 2,

N(s03) = N(sk,k+3) = 5.

The general formula is given by the following result.

Theorem 3.1. N(sk,k+l) is given by the Catalan number
1

l + 1

(
2l
l

)
.

Proof. The first step of the proof considers the realization of sk,j through a
time varying transmission line (or lattice) (see [4, Chapter 4] for more details).
For illustration we consider the case of s03 in Figure 1. Each box in Figure 1
represents the action of the unitary matrix[

γk,j dk,j

dk,j −γk,j

]
,

and we see in Figure 1 that the number of additive terms in the formula of s03 is
given by the number of paths from A to B. It is clear that to each path from A
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Figure 1: Lattice representation for s03
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Figure 2: A Dyck path from C to D

to B in Figure 1 it corresponds a so-called Dyck path from C to D in Figure 2,
that is a path that never steps below the diagonal and goes only to the right or
downward.

More precisely, each box in Figure 1 corresponds to a point strictly above
the diagonal in Figure 2. Once this one-to-one correspondence is established,
we can use the well-known fact that the number of Dyck paths like the one in
Figure 2 is given exactly by the Catalan numbers.

Returning to orthogonal polynomials, we notice that they obey the following
recurrence relations (see [6, formulae (3.10) and (3.11)]):

ϕ0(X, l) = ϕ]
0(X, l) = s

− 1
2

l,l , l ∈ N0, (15)

and for n ≥ 1, l ∈ N0,

ϕn(X, l) =
1

dl,n+l

(
Xϕn−1(X, l + 1)− γl,n+lϕ

]
n−1(X, l)

)
(16)

ϕ]
n(X, l) =

1

dl,n+l

(
−γl,n+lXϕn−1(X, l + 1) + ϕ]

n−1(X, l)
)

(17)

where ϕn(X) = ϕn(X, 0) and ϕ]
n(X) = ϕ]

n(X, 0). Formula (14) provides a
posibility to recover the numbers γk,j from the kernel Kφ. However, in the
context of this paper it is more useful to recove those numbers directly from the
orthogonal polynomials.
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It follows from the proof of Theorem 3.2 in [6] that {ϕn(X, l)}n≥0 is the
family of orthogonal polynomials associated to the kernel K l

φ(α, β) = sα+l,β+l,

α, β ∈ N0. Let kl
n be the leading coefficient of ϕn(X, l). We obtain the following

formula for the parameters γk,j.

Theorem 3.2. For l ∈ N0 and n ≥ 1 holds

γl,n+l = −ϕn(0, l)
kl+1

0 . . . kl+1
n−1

kl
0 . . . kl

n

.

Proof. We deduce from (16) that

ϕn(0, l) = −γl,n+l

dl,n+l

ϕ]
n−1(0, l),

and from formula (17) we deduce

ϕ]
n(0, l) =

1

dl,n+l

ϕ]
n−1(0, l) = . . . = s

− 1
2

l,l

n∏
p=1

1

dl,p+l

,

hence

ϕn(0, l) = −s
− 1

2
l,l γl,n+l

n∏
p=1

1

dl,p+l

.

Let Dm,l denote the determinant of the matrix [sk,j]l≤k,j≤m. Using Theorem 1.5.10
in [4], we deduce that

n∏
p=1

d2
l,p+l = s−1

l,l

Dl,l+n

Dl+1,l+n

so that,

γl,n+l = −ϕn(0, l)

√
Dl,l+n

Dl+1,l+n

. (18)

On the other hand, (16) gives that

kl
n = s

− 1
2

l+n,l+n

n−1∏
p=1

1

dl+p,l+n

, n ≥ 1.

Using once again Theorem 1.5.10 in [4], we deduce

kl
n =

√
Dl,l+n−1

Dl,l+n

, n ≥ 1.

This implies that

kl
0 . . . kl

n =
1√

Dl,l+n

,

and this can be used in (18) in order to conclude the proof.
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We now develop an analogue of the asymptotic properties (1) and (2). The
formulae (16) and (17) suggest that it is more convenient to work in a larger
algebra. Thus, we consider the set R1 of lower triangular arrays a = [ak,j]k,j≥0

with complex entries. No boundedness assumption is made on these arrays.
The addition in R1 is defined by entry-wise addition and the multiplication is
defined as follows: for two elements a = [ak,j]k≥j, b = [bk,j]k,j≥0 of R1,

(ab)k,j =
∑
l≥0

ak,lbl,j

(the sum is finite since both a and b are lower triangular). Thus, R1 becomes
an associative, unital algebra.

Next we associate the element Φn of R1 to the polynomials ϕn(X, l) =∑n
k=0 al

n,kX
k, n, l ≥ 0, by the formula

(Φn)k,j =

{
aj

n,k−j k ≥ j

0 k < j
(19)

similarly, the element Φ]
n of R1 is associated to the family of polynomials

ϕ]
n(X, l) =

∑n
k=0 bl

n,kX
k, n, l ≥ 0, by the formula

(Φ]
n)k,j =

{
bj
n,k−j k ≥ j

0 k < j.
(20)

We notice that since Kφ is a scalar-valued kernel, the Hilbert spaces Fn,
n ≥ 0, given by Theorem 2.1 are at most one-dimensional (see [4, Section 5.1]
for details). This implies that we can uniquely determine the spectral factor
Θφ of Kφ by the requirement that (Θφ)n,n ≥ 0 for all n ≥ 0. Also, Θφ ∈ R1.
From now on we assume that infn≥0(Θφ)n,n > 0, and we say that in this case φ
(or Kφ) belongs to the Szegö class. By formula (5.1.5) in [4] it follows that φ
belongs to the Szegö class if and only if

inf
k≥0

s
1
2
k,k

∏
n>k

dk,n > 0. (21)

This implies, in particular, that Φ]
n is invertible in R1 for all n ≥ 0. Finally,

we say that a sequence {an} ⊂ R1 converges to a ∈ R1 if {(an)k,j} converges
to ak,j for all k, j ≥ 0 (and we write an → a). We now obtain the following
generalization of (1) and (2).

Theorem 3.3. Let φ belong to the Szegö class. Then

Φn → 0 (22)

and
(Φ]

n)−1 → Θφ. (23)
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Proof. First we show (22). It is convenient to consider the natural derivation
on P1; for P =

∑n
k=0 akX

k ∈ P1,

P (1) =
n∑

k=1

kakX
k−1,

and then, for k ≥ 1,

P (k) = (P (k−1))(1).

We see that (22) is equivalent to

ϕ(k)
n (0, l) → 0

for each fixed k, l ≥ 0. We claim that∑
n≥0

|ϕ(k)
n (0, l)|2 < ∞ (24)

and for each l, k ≥ 0,

lim
n→∞

(ϕ]
n)(k)(0, l) exists and is finite. (25)

We prove these statements by induction on k ≥ 0. For k = 0 we use the
formula

ϕn(0, l) = −s
− 1

2
l,l γl,n+l

n∏
p=1

1

dl,p+l

.

obtained in the proof of Theorem 3.2 in order to deduce that

∑
n≥0

|ϕn(0, l)|2 = s−1
l,l

∑
n≥0

|γl,n+l|2
n∏

p=1

1

d2
l,p+l

.

Since φ belongs to the Szegö class, we have that

gl = s
1
2
l,l

∏
n>l

dl,n > 0.

We deduce that
∏n

p=1
1

d2
l,p+l

≤ cl for some cl > 0 and all n ≥ 0. Also, for all

n ≥ 0, ∑
n≥0

|γl,n+l|2 < ∞.

In particular, γl,n+l → 0 as n →∞; all of these give relations (24) and (25) for
k = 0 and all l ≥ 0.
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We now proceed to prove the general case. From (16) and (17) we also
deduce

ϕ(k)
n (0, l) =

1

dl,n+l

(
kϕ

(k−1)
n−1 (0, l + 1)− γl,n+l(ϕ

]
n−1)

(k)(0, l)
)

(26)

(ϕ]
n)(k)(0, l) =

1

dl,n+l

(
−kγl,n+lϕ

(k−1)
n−1 (0, l + 1) + (ϕ]

n−1)
(k)(0, l)

)
(27)

for k ≥ 1.

Since k ≥ 1, (ϕ]
0)

(k)(0, l) = 0, and we deduce from (27) that

(ϕ]
n)(k)(0, l) = −k

(
n∏

p=1

1

dl,p+l

)
n∑

j=1

γl,j+l

(
j−1∏
q=1

dl,q+l

)
ϕ

(k−1)
j−1 (0, l + 1),

with the convention that
∏0

q=1 dl,q+l = 1. By Schwarz inequality,

∑
j≥1 |γl,j+l

(∏j−1
q=1 dl,q+l

)
ϕ

(k−1)
j−1 (0, l + 1)|

≤
(∑

j≥1 |γl,j+l|2
∏j−1

q=1 d2
l,q+l

) 1
2
(∑

j≥1 |ϕ
(k−1)
j−1 (0, l + 1)|2

) 1
2
.

Again, since φ belongs to the Szegö class and
∏j−1

q=1 d2
l,q+l ≤ 1, we deduce that

∑
j≥1 |γl,j+lϕ

(k−1)
j−1 (0, l + 1)

∏j−1
q=1 dl,q+l|

≤ C
(∑

j≥1 |ϕ
(k−1)
j−1 (0, l + 1)|2

) 1
2
.

This and the induction hypothesis give that the series

∑
j≥1

γl,j+l

(
j−1∏
q=1

dl,q+l

)
ϕ

(k−1)
j−1 (0, l + 1)

converges absolutely and since

lim
n→∞

n∏
p=1

1

dl,p+l

=
s

1
2
l,l

gl

< ∞,

we deduce that limn→∞(ϕ]
n)(k)(0, l) exists and is finite.
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Using (26), we get∑
n≥1 |ϕ

(k)
n (0, l)|2

≤ k2
∑

n≥1
1

d2
l,n+l

|ϕ(k−1)
n−1 (0, l + 1)|2

+2k
∑

n≥1
1

d2
l,n+l

|ϕ(k−1)
n−1 (0, l + 1)γl,n+l(ϕ

]
n−1)

(k)(0, l)|

+
∑

n≥1
1

d2
l,n+l

|γl,n+l|2|(ϕ]
n−1)

(k)(0, l)|2.

Since for sufficiently large n, dl,n+l ≥ Cl > 0 and |(ϕ]
n−1)

(k)(0, l)| ≤ C ′
l ,

another application of the Schwarz inequality, the fact that φ belongs to the
Szegö class and the induction hypothesis give that

∑
n≥1 |ϕ

(k)
n (0, l)|2 < ∞. In

particular, ϕ
(k)
n (0, l) → 0 as n →∞, concluding the proof of (22).

A convenient proof of (23) can be based on the so-called Toeplitz embed-
ding, systematically used in [9]. This approach would also explain the meaning
of the elements Φn, Φ]

n of R1. We assume, without loss of generality, that
sl,l = 1 for all l ≥ 0 and define, for n ≥ 1,

(Γn)k,j =

{
γk,j j = k + n
0 otherwise.

Then, let A = [Aj−k]k,j≥0 be the positive definite Toeplitz kernel associated
by Proposition 1.5.6 in [4] to {Γn}n≥1 and A0 = I. Since φ belongs to the
Szegö class, each Γn is a strict contraction. Therefore, right operator-valued
orthogonal polynomials can be associated to the kernel A (see [1] for some
details). By Proposition 1.6.10 (a) in [4], Kφ is just a compression of the kernel
A. By Proposition 1.6.10 (b) and Theorem 5.1.2 in [4], the spectral factor Θφ

of Kφ is a corresponding compression of the spectral factor of A. The key point
of the proof is the connection between Φn and the right orthogonal polynomials
of A. Thus, let {Rn}n≥0 be the set of the right orthogonal polynomials of A,

Rn(z) =
n∑

k=0

Rn,kz
k, Rn,n ≥ 0,

and define R]
n = znRn(1/z)∗ =

∑n
k=0 nRn,n−kz

k. Also, define

ρn =
[
R∗

n,n, . . . , R
∗
n,0

]t
and let ρ̃n be obtained by the canonical reshuffle of ρn ([15], Chapter 7). Then,

Φ]
n =

[
In 0
0 ρ̃n

]
,
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where In denotes the n×n identity matrix. This relation can be easily checked
by using the characterization of

[Rn,0, . . . , Rn,n]t

as the unique solution of

[Aj−k]0≤k,j≤n [Rn,0, . . . , Rn,n]t = [0, . . . , 0, Dn]t ,

where Dn is a positive operator, and the orthogonality properties of {Φn}n≥0.
By Theorem 4.37 in [1], the coefficients of (R]

n)−1 converge in the strong operator
topology to the corresponding coefficients of the spectral factor of A. The above
relations between the spectral factor of A and the spectral factor of Kφ, and
between the coefficients of (Φ]

n)−1 and the coefficients of (R]
n)−1 imply that

(Φ]
n)−1 → Θφ.

In order to provide generalizations of Szegö’s limit theorems (3) and (4) in
this setting we consider first their geometrical interpretation. Thus, by a result
of Kolmogorov, Kφ is the covariance kernel of a stochastic process {fn}n≥0 ⊂
L2(µ) for some probability space (X,M, µ). That is,

Kφ(m, n) =

∫
X

fnfmdµ.

We can suppose, without loss of generality, that {fn}n≥0 is total in L2(µ) and
for p ≤ q we introduce the subspaces Hp,q given by the closure in L2(µ) of the
linear span of {fk}q

k=p.

The operator angle between two spaces E1 and E2 of L2(µ) is defined by

B(E1, E2) = PE1PE2PE1 ,

where PE1 is the orthogonal projection of L2(µ) onto E1. Also define

∆(E1, E2) = I −B(E1, E2).

The geometric interpretation of the limits (3) and (4) is discussed in [12]
and nonstationary extensions are presented in [4], Chapter 6. The interpretation
of the second Szegö limit theorem in [4] required a stochastic process indexed
by the set of integers, which is not the case in our situation. So, we need a
modification of that interpretation that fits into our setting. Thus, we consider
first the scale of limits:

s− lim
r→∞

∆(H0,n,Hn+1,r) = ∆(H0,n,Hn+1,∞) (28)

for n ≥ 0, and then we let n →∞ and deduce

s− lim
n→∞

∆(H0,n,Hn+1,∞) = ∆(H0,∞,∩n≥0Hn,∞), (29)



268 M. Barakat and T. Constantinescu

where s− lim denotes the strong operatorial limit.

We then deduce analogues of the Szegö limit theorems by expressing these
limits in terms of the determinants Dr,q = det [Kφ(r

′, q′)]r≤r′,q′≤q, r ≤ q.

Theorem 3.4. Let φ belong to the Szegö class. Then

Dr,q

Dr+1,q

= sr,r det ∆(Hr,r,Hr+1,q) =
1

|ϕ]
q−r(0, r)|2

, (30)

lim
q→∞

Dr,q

Dr+1,q

= sr,r det ∆(Hr,r,Hr+1,∞) = |Θφ(r, r)|2 = sr,r

∏
j≥1

d2
r,r+j. (31)

If we define

L = lim
n→∞

∏
0≤k<n<j

d2
k,j > 0,

then

lim
n→∞

D0,n∏n
l=0 g2

l

=
1

det ∆(H0,∞,∩n≥0Hn,∞)
=

1

L
. (32)

Proof. The connection between the operator angles and determinants of type
Dr,q is given by the following formula which is a consequence of Lemma 6.4.1
in [4]: for r ≤ l ≤ q,

det ∆(Hr,l,Hl+1,q) =
Dr,q

Dr,lDl+1,q

. (33)

Then Theorem 1.5.10 in [4] allows the computation of Dr,q in terms of the
parameters γi,j. Noticing that Dr,r = sr,r and using the formula ϕ]

q(0, r) =

s
− 1

2
r,r

∏q
l=1

1
dr,r+l

obtained in the proof of Theorem 3.3, we deduce that

Dr,q

Dr+1,q

= sr,r det ∆(Hr,r,Hr+1,q)

= sr,r

∏
r≤k<j≤q d2

k,j∏
r+1≤k≤j≤q d2

k,j

= sr,r

∏q−r
j=1 d2

r,r+j

=
1

|ϕ]
q−r(0, r)|2

,

which is (30). This relation and Theorem 6.2.2 in [4] imply (31).
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Using again (33), we deduce for n < r, that

det ∆(H0,n,Hn+1,r) =
D0,r

D0,nDn+1,r

=
∏

0≤k≤n<j≤r

d2
k,j,

hence

det ∆(H0,n,Hn+1,∞) = lim
r→∞

det ∆(H0,n,Hn+1,r) =
∏

0≤k≤n<j

d2
k,j.

On the other hand, ∏n
l=0 g2

l

D0,n

=

∏n
l=0

∏
j≥1 d2

l,l+j∏
0≤k<j≤n d2

k,j

=
∏

0≤k≤n<j d2
k,j,

which shows that

det ∆(H0,n,Hn+1,∞) =

∏n
l=0 g2

l

D0,n

,

hence relation (32) holds.

Formula (31) would represent an analogue of (3), while (32) is an analogue
of (4). It would be of interest to express the limit in (32) in terms of the spectral
factor Θφ.

4. Some examples

4.1. Polynomials on the unit circle. Consider A = {1−J (X1)X1}. In this
case the index set is N0, and if φ is a linear functional on T1(A), then

Kφ(n + k,m + k) = Kφ(n, m), m, n, k ∈ N0,

which means that Kφ is a Toeplitz kernel. It turns out that the parameters
{γk,j} also satisfy the Toeplitz condition γn+k,m+k = γn,m, n < m, k ≥ 1. The
orthogonal polynomials associated to φ are then the orthogonal polynomials on
the unit circle and (16), (17) reduce to the classical recurrence equations in [17].
Also, Theorem 3.3 and Theorem 3.4 reduce to the classical results of Szegö [17].

4.2. Polynomials on the real line. Consider A = {X1 − J (X1)}. In this
case the index set is still N0, and if φ is a linear functional on T1(A), this time
the kernel Kφ has the Hankel property, that is

Kφ(n,m + k) = Kφ(n + k,m), m, n, k ∈ N0.
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The parameters {γk,j} do not necessarely satisfy a similar Hankel property. In
fact, it might be interesting to find a characterization of those families of param-
eters {γk,j} producing Hankel forms. Traditionally, there are other parameters,
usually called canonical moments, that are used. The canonical moments of
φ can be calculated by using a Q-D (quotient-difference) algorithm (see [13]).
Also, the recurrence formulas of type (16), (17) are replaced by a three-term
recurrence equation,

xϕn(x) = bnϕn+1(x) + anϕn(x) + bn−1ϕn−1(x), (34)

with initial conditions ϕ−1 = 0, ϕ0 = 1 ([17]).

Still, parameters {γk,j} can be associated such that (16), (17) hold. Also,
Theorem 3.3 and Theorem 3.4 provide asymptotic properties of the orthogonal
polynomials and, respectively, Hankel determinants in the corresponding Szegö
class.

We consider an example computing the parameters γk,j of the Hilbert ma-
trix,

H =



1 1
2

1
3

. . .

1
2

1
3

1
4

. . .

1
3

1
4

1
5

. . .
...

...
...

. . .


and notice that the associated orthogonal polynomials satisfy the three-term
recurrence equation (34) with

bn−1 =
n

2
√

4n2 − 1
, n ≥ 1,

and an = 1
2
, n ≥ 0. For example, the first 5 polynomials are:

ϕ−1 = 0, ϕ0 = 1, ϕ1(x) =
√

3(2x− 1),

ϕ2(x) =
√

5(6x2 − 6x + 1), ϕ3(x) =
√

7(20x3 − 30x2 + 12x− 1).

The canonical moments {pn}n≥0 can be calculated from the continued fraction
expansion of the Stieltjes transform of the uniform measure on [0, 1],∫ 1

0

dx

z − x
=

1

z −
1
2

1−
2
3

1
3

z −
2
3

1
2

1− . . .

,
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which gives

p2k−1 =
1

2
, p2k =

k

2k + 1
, k ≥ 1.

We deduce that, for n ≥ 1,

det


1 1

2
. . . 1

n

1
2

1
3

. . . 1
n+1

...
...

. . .
1
n

1
n+1

. . . 1
2n

 =

(
n+1∏
k=1

1

2k − 1

)
n−1∏
l=0

n−l∏
k=1

(
k

k + 2l + 1

)2

.

This formula, (16) and (34) give that

γ0,l = (−1)l−1

√
2l + 1

l + 1
, l ≥ 1.

Extending this argument (based on results from [17]), we deduce that

γk,k+l = (−1)l−1

√
(2k + 1)(2k + 2l + 1)

2k + l + 1
, k ∈ N0, l ≥ 1,

hence

dk,k+l =
l

2k + l + 1
.

These formulae show that the uniform measure on [0, 1] does not belong to the
Szegö class.

We can obtain explicit computation of {γk,j} for other classes of classical or-
thogonal polynomials. The main point is to notice that if {ϕ}n≥0 is the family of
orthogonal polynomials associated to a certain weight w(x), then {ϕn(x, l)}n≥0

is the family of orthogonal polynomials associated to the weight x2lw(x). The
polynomials associated to x2lw(x) are called the modified orthogonal polyno-
mials, and their calculation for Hermite and Gegenbauer polynomials can be
found, for instance, in [8]; for more references and further treatment, see [16].
Then Theorem 3.2 can be used to determine the parameters {γk,j}. Details will
appear in [2].

4.3. Szegö polynomials in several non-commuting variables. The next
examples are motivated in part by multiscale processes. These are stochastic
processes indexed by the nodes of a tree. Isotropic processes on homogeneous
trees were systematically studied, see [3] and the references therein. An exten-
sion to chordal graphs was recently given in [10]. Some classes of stochastic
processes associated to the full binary (Cayley) tree were also considered (see,
for instance, [11]).
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We discuss here this last example. The vertices of the Cayley tree are
indexed by F+

N . Let (X,M, µ) be a probability space and let {vσ}σ∈F+
N
⊂ L2(µ)

be a family of random variables. Its covariance kernel is

K(σ, τ) =

∫
X

vσvτdP.

The processes is called stationary (see [11]), if

K(τσ, τσ′) = K(σ, σ′) for τ, σ, σ′ ∈ F+
N (35)

K(σ, τ) = 0 if there is no α ∈ F+
N such that σ = τα or τ = σα. (36)

Let AS = {1−J (Xk)Xk | k = 1, . . . , N}∪{J (Xk)Xl, k, l = 1, . . . , N, k 6= l}
and note that the index set of AS is F+

N . We see that φ is a positive functional
on TN(AS) if and only if Kφ is the covariance of a stationary process as above.
It was noticed in [6] that this happens if and only if

γτσ,τσ′ = γσ,σ′ , for τ, σ, σ′ ∈ F+
N (37)

γσ,τ = 0 if there is no α ∈ F+
N such that σ = τα or τ = σα, (38)

where {γσ,τ}σ≺τ is the family of parameters associated to Kφ in [6]. The main
consequence of these relations is that we can define γσ = γ∅,σ, σ ∈ F+

N − ∅, and
{γσ,τ}σ≺τ is uniquely determined by {γσ}σ∈F+

N−∅
due to the relation

[γσ,τ ]|σ|=j,|τ |=k = ([γσ′,τ ′ ]|σ′|=j−1,|τ ′|=k−1)
⊕N , j, k ≥ 1. (39)

From now on we assume that φ is unital, φ(1) = 1. Then we can show that the
recurrence equations (16) and (17) simplify to ϕ∅ = 1 and for k ∈ {1, . . . , N},
σ ∈ F+

N ,

ϕkσ =
1

dkσ

(Xkϕσ − γkσϕ
]
kσ−1), (40)

where ϕ]
∅ = 1 and for k ∈ {1, . . . , N}, σ ∈ F+

N ,

ϕ]
kσ =

1

dkσ

(−γkσXkϕσ + ϕ]
kσ−1). (41)

We also notice that the algebra TN is naturally embedded into R1 and
Φn, Φ

]
n ∈ TN . Then, Theorem 3.3 implies that Θφ belongs to TN (but this is

also seen directly), and through the isomorphisms mentioned in Section 2.1, Θφ

can be identified with an element of the full Fock space over CN , and therefore
with a formal power series on variables X1, . . ., XN . Similarly, (Φ]

n)−1 can be
identified with a formal power series, denoted (ϕ]

n)−1, on variables X1, . . ., XN .
Finally, we notice that φ belongs to the Szegö class if and only if∏

σ∈F+
N−∅

dσ > 0.
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For two formal series on variables X1, . . ., XN , the sign→means coefficient-wise
convergence. The next result is a consequence of Theorem 3.3.

Theorem 4.1. Let φ be a functional on TN(AS) and belonging to the Szegö
class. Then

ϕn → 0 (42)

and
(ϕ]

n)−1 → Θφ. (43)

As a consequence of Theorem 3.4 we obtain the following result (which,
aside the new geometrical interpretation, would be also a direct consequence of
Theorem 6.4.5 in [4]).

Theorem 4.2. Let φ be a functional on TN(AS) and belonging to the Szegö
class. Then

lim
|τ |→∞

D∅,τ

D1,τ

= |Θφ(0)|2 =
∏

σ∈F+
N−∅

d2
σ. (44)

If we denote the above limit by g and

L =
∏

σ∈F+
N−∅

d2|σ|
σ > 0,

then

lim
|τ |→∞

D∅,τ

gl(τ)
=

1

L
. (45)

Finally, we mention that similar results can be obtained for the commutative
case, AC = AS ∪ {XkXl − XlXk | k, l = 1, . . . , N}. Positive functionals on
AC correspond to positive definite functions on ZN . Details as well as other
examples will be given in [2].
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