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#### Abstract

By means of the iteration method with weighted norms existence and uniqueness theorems are proved for three classes of nonlinear integral equations and first order integro-differential equations in two variables. The quadratic nonlinearity is given by the correlation-convolution integral. Existence and uniqueness of the solutions are shown in Lebesgue spaces with mixed norms in rectangle and strip.
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## 1. Introduction

The paper deals with a class of integral equations and two classes of first order integro-differential equations in two variables with a quadratic integral term composed by an auto-convolution with respect to one variable and an auto-correlation with respect to the other variable. These equations generalize integral and first order integro-differential equations in one variable with an auto-convolution term (as appearing in equations for reflection functions in linear wave theorie $[1,8]$ ) on the one side and with an auto-correlation term (as appearing in the equations of statistical mechanics [4-7,9]) on the other side. The integro-differential equations may be considered as model equations for general partial integro-differential equations with correlation-convolution integrals.
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In this first part of the paper, for equations in rectangle and strip the iteration method in Banach spaces with weighted norms is used for proving existence and uniqueness of solutions in Lebesgue spaces with mixed norms. Also, by means of exponential weights, uniqueness of the solutions to the equations is discussed in a direct manner. In the second part of the paper, for equations in the quarter plane, existence and constructive formulas for solutions will be investigated by means of methods of complex function theory.

## 2. Statement of equations

We deal with the integral and integro-differential equations in two variables

$$
\begin{align*}
p(t, \tau)+I_{0}[p](t, \tau) & =h(t, \tau)  \tag{1}\\
\frac{\partial p}{\partial \tau}+\mu p(t, \tau)+I_{0}[p](t, \tau) & =h(t, \tau)  \tag{2}\\
\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau}+\mu p(t, \tau)+I_{0}[p](t, \tau) & =h(t, \tau) \tag{3}
\end{align*}
$$

for $(t, \tau) \in R:=\left(0, T_{0}\right) \times(0, T)$ with $0<T_{0}, T<\infty$, where $\lambda, \mu \in \mathbb{R}$ and $I_{0}$ is the quadratic correlation-convolution operator of $p$

$$
\begin{aligned}
I_{0}[p](t, \tau) & =\int_{0}^{\tau} \int_{0}^{T_{0}-t} p(s, \sigma) p(s+t, \tau-\sigma) d s d \sigma \\
& =\int_{0}^{\tau} \int_{0}^{T_{0}-t} p(s, \tau-\sigma) p(s+t, \sigma) d s d \sigma
\end{aligned}
$$

These equations are also considered for $(t, \tau) \in S:=(0, \infty) \times(0, T)$ (i.e. for $T_{0}=\infty$ ), were the integral $I_{0}$ is replaced by

$$
\begin{equation*}
I[p](t, \tau)=\int_{0}^{\tau} \int_{0}^{\infty} p(s, \sigma) p(s+t, \tau-\sigma) d s d \sigma \tag{4}
\end{equation*}
$$

To equation (2) and to equation (3) with $\lambda \neq 0$ the initial condition

$$
\begin{equation*}
p(t, 0)=f(t) \quad\left(t \in\left(0, t_{0}\right)\right) \tag{5}
\end{equation*}
$$

is added, to equation (3) with $\lambda \geq 0$ further the condition

$$
\begin{equation*}
p(0, \tau)=\varphi(\tau) \quad(\tau \in(0, T)) \tag{6}
\end{equation*}
$$

## 3. Existence and uniqueness for equation (1)

In equation (1) for $(t, \tau) \in R=\left(0, T_{0}\right) \times(0, T)$ we write the integral $I_{0}$ in the form

$$
I_{0}[p](t, \tau)=\int_{0}^{T_{0}-t} p(s, \cdot) * p(s+t, \cdot) d s
$$

where $*$ denotes convolution with respect to $\tau$. This integral is the quadratic form of the bilinear operator

$$
\begin{equation*}
B\left[p_{1}, p_{2}\right](t, \tau) \equiv I_{0}\left[p_{1}, p_{2}\right](t, \tau)=\int_{0}^{T_{0}-t} p_{1}(s, \cdot) * p_{2}(s+t, \cdot) d s \tag{7}
\end{equation*}
$$

For operator equations of the form $p+B[p, p]=h$ with bilinear operator $B$ there exist particular existence theorems in Banach spaces with a scale of norms which we apply in the form of [2,3]. We use the Banach spaces $L_{\alpha, \gamma}=L_{\alpha, \gamma}(R) \quad(1 \leq \alpha, \gamma \leq \infty)$ with mixed norms $\|\cdot\|_{\alpha, \gamma}$ and the scale of exponentially weighted norms

$$
\|p\|_{r} \equiv\|p\|_{\alpha, \gamma ; r}=\left\|e^{-r \tau} p\right\|_{\alpha, \gamma} \quad(r \geq 0)
$$

where, for $\alpha<\infty$,

$$
\begin{aligned}
& \|p\|_{\alpha, \gamma}=\left(\int_{0}^{T}\|p\|_{\alpha}^{\gamma}(\tau) d \tau\right)^{\frac{1}{\gamma}}(\gamma<\infty),\|p\|_{\alpha}(\tau)=\left(\int_{0}^{T_{0}}|p(t, \tau)|^{\alpha} d t\right)^{\frac{1}{\alpha}} \\
& \|p\|_{\alpha, \infty}=\sup _{\operatorname{ess}}^{\tau} \|
\end{aligned}\|p\|_{\alpha}(\tau) \text {. }
$$

and analogously, for $\alpha=\infty,\|p\|_{\infty, \gamma}(\gamma<\infty)$ and $\|p\|_{\infty, \infty}=\sup _{\operatorname{ess}_{\tau, t}}|p(t, \tau)|$. We notice that we always assume $T<\infty$ so that the weighted norms $\|\cdot\|_{\alpha, \gamma ; r}$ for any $r \geq 0$ are equivalent norms in $L_{\alpha, \gamma}$.

For operator (7) we have by Hölder's inequality the estimates

$$
\begin{aligned}
\left|B\left[p_{1}, p_{2}\right](t, \tau)\right| & \leq \int_{0}^{\tau} \int_{0}^{T_{0}-t} 1 \cdot\left|p_{1}(s, \sigma)\right|\left|p_{2}(s+t, \tau-\sigma)\right| d s d \sigma \\
& \leq\left(T T_{0}\right)^{\frac{1}{\beta}}\left(\int_{0}^{\tau} \int_{0}^{T_{0}-t}\left|p_{1}(s, \sigma)\right|^{\alpha}\left|p_{2}(s+t, \tau-\sigma)\right|^{\alpha} d s d \sigma\right)^{\frac{1}{\alpha}}
\end{aligned}
$$

where $\beta=\frac{\alpha}{\alpha-1}$ with $\alpha \geq 1$ and hence, for $\gamma \geq \alpha$,

$$
\begin{aligned}
&\left\|B\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r}^{\gamma} \\
& \leq\left(T T_{0}\right)^{\frac{\gamma}{\beta}} \int_{0}^{T} e^{-\gamma r \tau}\left[\int _ { 0 } ^ { \tau } \left\{\int_{0}^{T_{0}}\left|p_{1}(s, \sigma)\right|^{\alpha} d s\right.\right. \\
&\left.\left.\times \int_{0}^{T_{0}}\left|p_{2}\left(s^{\prime}, \tau-\sigma\right)\right|^{\alpha} d s^{\prime}\right\} d \sigma\right]^{\frac{\gamma}{\alpha}} d \tau \\
& \leq\left(T T_{0}\right)^{\frac{\gamma}{\beta}}\left\|p_{1}\right\|_{\alpha, \gamma ; r}^{\gamma}\left\|p_{2}\right\|_{\alpha, 1 ; r}^{\gamma}
\end{aligned}
$$

by Young's inequality with respect to $\tau$. In view of the inequalities

$$
\begin{align*}
\|p\|_{\alpha, 1 ; r} & \leq T^{\frac{1}{\delta}}\|p\|_{\alpha, \gamma ; r} \\
\|p\|_{\alpha, 1 ; r} & \leq\left(\frac{1}{\delta r}\right)^{\frac{1}{\delta}}\|p\|_{\alpha, \gamma} \tag{8}
\end{align*}
$$

where $\delta=\frac{\gamma}{\gamma-1}$, applied for $p=p_{2}$, this yields the desired inequalities

$$
\begin{align*}
\left\|B\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} & \leq N_{1}\left\|p_{1}\right\|_{\alpha, \gamma ; r}\left\|p_{2}\right\|_{\alpha, \gamma ; r} \\
\left\|B\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} & \leq N_{2}(r)\left\|p_{1}\right\|_{\alpha, \gamma ; r}\left\|p_{2}\right\|_{\alpha, \gamma} \tag{9}
\end{align*}
$$

with $N_{1}=\left(T T_{0}\right)^{\frac{1}{\beta}} T^{\frac{1}{\delta}}$ and $N_{2}(r)=\left(T T_{0}\right)^{\frac{1}{\beta}}\left(\frac{1}{\delta r}\right)^{\frac{1}{\delta}}$, and analogously for $p_{1}$ and $p_{2}$ interchanged where $1 \leq \alpha \leq \gamma \leq \infty$, with $\frac{1}{\beta}=0$ for $\alpha=1$ and $\frac{1}{\delta}=0$ for $\gamma=1$.

If $\gamma>1$, then $1 \leq \delta<\infty$, so that $N_{2}(r) \rightarrow 0$ as $r \rightarrow \infty$. By the existence theorem in $[2,3]$ then a uniquely determined solution $p \in L_{\alpha, \gamma}$ to equation (1) exists for any $h \in L_{\alpha, \gamma}$. This solution can be calculated by iteration and it is stable with respect to perturbations of $h$ satisfying a local Lipschitz condition of the form

$$
\left\|p_{1}-p_{2}\right\|_{\alpha, \gamma} \leq \Lambda\left(\left\|h_{1}\right\|_{\alpha, \gamma},\left\|h_{2}\right\|_{\alpha, \gamma}\right)\left\|h_{1}-h_{2}\right\|_{\alpha, \gamma}
$$

with some continuous increasing function $\Lambda(\cdot, \cdot)$ [2] and

$$
\left\|p_{1}-p_{2}\right\|_{\alpha, \gamma ; r} \leq 2\left\|h_{1}-h_{2}\right\|_{\alpha, \gamma ; r}
$$

for sufficiently large $r$ and sufficiently small $\left\|h_{1}-h_{2}\right\|_{\alpha, \gamma ; r}[3]$, where $p_{j} \in L_{\alpha, \gamma}$ are the solutions to equation (1) for $h_{j} \in L_{\alpha, \gamma}(j=1,2)$.

For $\alpha=1$ the coefficients $N_{1}, N_{2}$ in (9) are independent of $T_{0}$ so that the existence theorem also holds for equation (1) with integral $I$ from (4) in the strip $S=(0, \infty) \times(0, T)$ in this case.

Theorem 1. Let $1 \leq \alpha \leq \gamma, \gamma>1$ in the case of $R=\left(0, T_{0}\right) \times(0, T)$ and $\alpha=1, \gamma>1$ in the case of $S=(0, \infty) \times(0, T)$. Then for any $h \in L_{\alpha, \gamma}$ equation (1) possesses in $R$ as well as in $S$ a uniquely determined solution $p \in L_{\alpha, \gamma}$. This solution can be calculated by iteration and it is stable with respect to a perturbation of data $h$ in $L_{\alpha, \gamma}$.

Corollary 1. If $\alpha \geq 2, \gamma \geq 1$, then by Hölder's and Young's inequalities we get inequalities (9) with $N_{1}=T_{0}^{\frac{1}{\beta}} T^{\frac{1}{\delta}}$ and $N_{2}(r)=T_{0}^{\frac{1}{\beta}}\left(\frac{1}{\delta r}\right)^{\frac{1}{\delta}}$ yielding the existence of a solution $p \in L_{\alpha, \gamma}$ to equation (1) in $R$ under these assumptions, too.

## 4. Existence and uniqueness for equation (2)

Equation (2) with initial condition (5) is reduced to the equation

$$
\begin{equation*}
p(t, \tau)+C_{\mu}[p](t, \tau)=g_{\mu}(t, \tau) \quad((t, \tau) \in R) \tag{10}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{\mu}[p](t, \tau) & =e^{-\mu \tau} * I_{0}[p](t, \tau) \\
g_{\mu}(t, \tau) & =e^{-\mu \tau} f(t)+\int_{0}^{\tau} e^{-\mu(\tau-\sigma)} h(t, \sigma) d \sigma
\end{aligned}
$$

and $*$ denotes again convolution with respect to $\tau$. The bilinear operator corresponding to (10) has the form

$$
C_{\mu}\left[p_{1}, p_{2}\right](t, \tau)=e^{-\mu \tau} * B\left[p_{1}, p_{2}\right](t, \tau)
$$

We again assume $1 \leq \alpha \leq \gamma$ and estimate

$$
\begin{aligned}
\left|C_{\mu}\left[p_{1}, p_{2}\right](t, \tau)\right| & \leq \int_{0}^{\tau} 1 \cdot e^{-\mu \sigma}\left|B\left[p_{1}, p_{2}\right](t, \tau-\sigma)\right| d \sigma \\
& \leq T^{\frac{1}{\beta}}\left(\int_{0}^{\tau} e^{-\alpha \mu \sigma}\left|B\left[p_{1}, p_{2}\right](t, \tau-\sigma)\right|^{\alpha} d \sigma\right)^{\frac{1}{\alpha}}
\end{aligned}
$$

implying

$$
\begin{aligned}
&\left\|C_{\mu}\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r}^{\gamma} \\
& \leq T^{\frac{\gamma}{\beta}} \int_{0}^{T}\left[\int _ { 0 } ^ { \tau } \left\{e^{-\alpha(r+\mu) \sigma} e^{-\alpha r(\tau-\sigma)}\right.\right. \\
&\left.\left.\times \int_{0}^{T_{0}}\left|B\left[p_{1}, p_{2}\right](t, \tau-\sigma)\right|^{\alpha} d t\right\} d \sigma\right]^{\frac{\gamma}{\alpha}} d \tau \\
& \leq T^{\frac{\gamma}{\beta}}\left\|e^{-\mu \tau}\right\|_{\alpha, r}^{\gamma}\left\|B\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r}^{\gamma} .
\end{aligned}
$$

This yields the estimation

$$
\left\|C_{\mu}\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} \leq T^{\frac{1}{\beta}}\left(\frac{1}{\alpha(r+\mu)}\right)^{\frac{1}{\alpha}}\left\|B\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} \leq T^{\frac{1}{\beta}}\left\|B\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r}
$$

for $r>\max (1-\mu, 0)$. Hence by (9) we obtain analogous inequalities for $C_{\mu}$ with coefficients $\hat{N}_{1}=T_{0}^{\frac{1}{\beta}} T^{\frac{2}{\beta}+\frac{1}{\delta}}$ and $\hat{N}_{2}(r)=T_{0}^{\frac{1}{\beta}} T^{\frac{2}{\beta}}\left(\frac{1}{\alpha(r+\mu)}\right)^{\frac{1}{\alpha}}\left(\frac{1}{\delta r}\right)^{\frac{1}{\delta}}$ where $\hat{N}_{2}(r) \rightarrow 0$ as $r \rightarrow \infty$.

So we have existence of a unique (mild) solution $p \in L_{\alpha, \gamma}(1 \leq \alpha \leq \gamma)$ to equation (2) with condition (5) for any $f, h$ with $g_{\mu} \in L_{\alpha, \gamma}$. The last relation holds if $f \in L_{\alpha}$ and $h \in L_{\alpha, 1}$. If also $h \in L_{\alpha, \gamma}$, by equation (2) and inequality $(9)_{1}$ the solution $p \in L_{\alpha, \gamma}$ has a derivative $\frac{\partial p}{\partial \tau} \in L_{\alpha, \gamma}$ (strong solution).

For $\alpha=1$ the coefficients $\hat{N}_{1}, \hat{N}_{2}$ are again independent of $T_{0}$ and the existence theorem for equation (2) with condition (5) holds also in the strip $S=(0, \infty) \times(0, T)$.

Theorem 2. Let $1 \leq \alpha \leq \gamma$ in the case of $R=\left(0, T_{0}\right) \times(0, T)$ and $1=\alpha \leq \gamma$ in the case of $S=(0, \infty) \times(0, T)$. Then for any $h \in L_{\alpha, \gamma}$ and $f \in L_{\alpha}$ equation (2) with condition (5) possesses in $R$ as well as in $S$ a uniquely determined solution $p \in L_{\alpha, \gamma}$ with derivative $\frac{\partial p}{\partial \tau} \in L_{\alpha, \gamma}$.

Remark. In general, $\frac{\partial p}{\partial t}$ does not exist. But if, in addition, $f$ and $h$ have derivatives $f^{\prime} \in L_{\alpha}$ and $\frac{\partial h}{\partial t} \in L_{\alpha, \gamma}$, differentiating (10) with respect to $t$ yields a linear Volterra integral equation of the second kind for the derivative $\frac{\partial p}{\partial t}$, with summable kernel and right-hand side from $L_{\alpha, \gamma}$ for given $p \in L_{\alpha, \gamma}$. From this $\frac{\partial p}{\partial t} \in L_{\alpha, \gamma}$ follows.

## 5. Equation (3) with $\boldsymbol{\lambda}=\mathbf{0}$

Equation (3) for $\lambda=0$ with initial condition (6) reduces to the equation

$$
\begin{equation*}
p(t, \tau)+J_{0}[p](t, \tau)=h_{0}(t, \tau) \quad((t, \tau) \in R) \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
J_{0}[p](t, \tau) & =e^{-\mu t} \circledast I_{0}[p](t, \tau) \\
h_{0}(t, \tau) & =e^{-\mu t} \varphi(\tau)+\int_{0}^{t} e^{-\mu(t-s)} h(s, \tau) d \tau
\end{aligned}
$$

and $\circledast$ denotes convolution with respect to $t$. The bilinear operator corresponding to (11) is given by

$$
D_{\mu}\left[p_{1}, p_{2}\right](t, \tau)=e^{-\mu t} \circledast B\left[p_{1}, p_{2}\right](t, \tau)
$$

Applying Young's inequality with respect to $t$ we obtain

$$
\begin{aligned}
\int_{0}^{T_{0}}\left|D_{\mu}\left[p_{1}, p_{2}\right](t, \tau)\right|^{\alpha} d t & =\int_{0}^{T_{0}}\left|\int_{0}^{t} e^{-\mu(t-s)} B\left[p_{1}, p_{2}\right](s, \tau) d s\right|^{\alpha} d t \\
& \leq\left\|e^{-\mu t}\right\|_{\alpha}^{\alpha}\left(\int_{0}^{T_{0}}\left|B\left[p_{1}, p_{2}\right](s, \tau)\right| d s\right)^{\alpha}
\end{aligned}
$$

which yields the estimate

$$
\left\|D_{\mu}\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} \leq A_{\alpha}\left\|B\left[p_{1}, p_{2}\right]\right\|_{1, \gamma ; r}
$$

where

$$
A_{\alpha}= \begin{cases}T_{0}^{\frac{1}{\alpha}} & \text { for } \mu=0 \\ \left(\frac{1}{\mu \alpha}\right)^{\frac{1}{\alpha}} & \text { for } \mu>0 \\ \left(\frac{1}{|\mu| \alpha}\right)^{\frac{1}{\alpha}} e^{|\mu| T_{0}} & \text { for } \mu<0\end{cases}
$$

Observing (9), for $1 \leq \alpha \leq \gamma$ we further have

$$
\begin{aligned}
& \left\|D_{\mu}\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} \leq A_{\alpha} T^{\frac{1}{\delta}}\left\|p_{1}\right\|_{1, \gamma ; r}\left\|p_{2}\right\|_{1, \gamma ; r} \\
& \left\|D_{\mu}\left[p_{1}, p_{2}\right]\right\|_{\alpha, \gamma ; r} \leq A_{\alpha}\left(\frac{1}{\delta r}\right)^{\frac{1}{\delta}}\left\|p_{1}\right\|_{1, \gamma ; r}\left\|p_{2}\right\|_{1, \gamma}
\end{aligned}
$$

and analogously with interchanged $p_{1}$ and $p_{2}$. Finally, by Hölder's inequality, $\|p\|_{1, \gamma ; r} \leq T_{0}^{\frac{1}{\beta}}\|p\|_{\alpha, \gamma ; r} \quad(r \geq 0)$. Therefore, inequalities (9) hold for $D_{\mu}$ with the coefficients

$$
\begin{align*}
\tilde{N}_{1} & =A_{\alpha} T_{0}^{\frac{2}{\beta}} T^{\frac{1}{\delta}} \\
\tilde{N}_{2}(r) & =A_{\alpha} T_{0}^{\frac{2}{\beta}}\left(\frac{1}{\delta r}\right)^{\frac{1}{\delta}} \quad(r>0) \tag{12}
\end{align*}
$$

where $\tilde{N}_{2}(r) \rightarrow 0$ as $r \rightarrow \infty$ if $\gamma>1$.
So we obtain the existence of a unique (mild) solution $p \in L_{\alpha, \gamma} \quad(1 \leq$ $\alpha \leq \gamma, \gamma>1$ ) to equation (3) for $\lambda=0$ with condition (6) for any $\varphi, h$ with $h_{0} \in L_{\alpha, \gamma}$ in equation (11). This is fulfilled if $\varphi \in L_{\gamma}$ and $h \in L_{1, \gamma}$. If also $h \in L_{\alpha, \gamma}$, by equation (3) with $\lambda=0$ and inequality (9) ${ }_{1}$ the solution $p \in L_{\alpha, \gamma}$ has a derivative $\frac{\partial p}{\partial t} \in L_{\alpha, \gamma}$ (strong solution).

In the particular case $\mu>0$, for $\alpha=1$ the coefficients $\tilde{N}_{1}$ and $\tilde{N}_{2}$ in (12) are independent of $T_{0}$ and the result is valid for equation (3) with $\lambda=0$ in the strip $S=(0, \infty) \times(0, T)$, too.

Theorem 3. Let $1 \leq \alpha \leq \gamma, \gamma>1$ in the case of $R=\left(0, T_{0}\right) \times(0, T)$ and $\alpha=1, \gamma>1$ in the case of $S=(0, \infty) \times(0, T)$. Then for any functions $h \in L_{\alpha, \gamma}$ and $\varphi \in L_{\gamma}$ equation (3) possesses, for $\lambda=0$ with condition (6) in $R$ and for $\lambda=0, \mu>0$ in $S$, a unique solution $p \in L_{\alpha, \gamma}$ with derivative $\frac{\partial p}{\partial t} \in L_{\alpha, \gamma}$.

Remark. If, in addition, the functions $\varphi$ and $h$ have derivatives $\dot{\varphi} \in L_{\gamma}$ and $\frac{\partial h}{\partial \tau} \in L_{\alpha, \gamma}$, then also $\frac{\partial p}{\partial \tau} \in L_{\alpha, \gamma}$.

## 6. Equation (3) with $\lambda \neq 0$

Equation (3) for $\lambda>0$ in $R=\left(0, T_{0}\right) \times(0, T)$ with initial conditions (5) and (6) is equivalent to the equations

$$
\begin{array}{ll}
p(t, \tau)+J_{1}[p](t, \tau)=h_{1}(t, \tau) & \left((t, \tau) \in R \cap\{(t, \tau): \tau>\lambda t\}=R_{1}\right)  \tag{13}\\
p(t, \tau)+J_{2}[p](t, \tau)=h_{2}(t, \tau) & \left((t, \tau) \in R \cap\{(t, \tau): \tau<\lambda t\}=R_{2}\right)
\end{array}
$$

where

$$
\begin{align*}
& J_{1}[p](t, \tau)=\int_{0}^{t} e^{-\mu(t-s)} I_{0}[p](s, \tau-\lambda[t-s]) d s  \tag{14}\\
& J_{2}[p](t, \tau)=\frac{1}{\lambda} \int_{0}^{\tau} e^{-\frac{\mu}{\lambda}(\tau-\sigma)} I_{0}[p]\left(t-\frac{1}{\lambda}[\tau-\sigma], \sigma\right) d \sigma
\end{align*}
$$

and

$$
\begin{align*}
& h_{1}(t, \tau)=e^{-\mu t} \varphi(\tau-\lambda t)+\int_{0}^{t} e^{-\mu(t-s)} h(s, \tau-\lambda[t-s]) d s  \tag{15}\\
& h_{2}(t, \tau)=e^{-\frac{\mu}{\lambda} \tau} f\left(t-\frac{\tau}{\lambda}\right)+\frac{1}{\lambda} \int_{0}^{\tau} e^{-\frac{\mu}{\lambda}(\tau-\sigma)} h\left(t-\frac{1}{\lambda}[\tau-\sigma], \sigma\right) d \sigma
\end{align*}
$$

We consider equations (13) in the spaces $L^{1}=L_{1,1}$ and $L^{\infty}=L_{\infty, \infty}$. For the corresponding bilinear operator $D_{\lambda, \mu}$ we have

$$
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r}=W_{1}+W_{2}
$$

with

$$
W_{k}=\iint_{R_{k}} e^{-r \tau}\left|J_{k}\left[p_{1}, p_{2}\right](t, \tau)\right| d t d \tau \quad(k=1,2)
$$

where $J_{k}\left[p_{1}, p_{2}\right]$ are defined by (14) with $B\left[p_{1}, p_{2}\right]=I_{0}\left[p_{1}, p_{2}\right]$ instead of $I_{0}[p]$. We estimate

$$
\begin{aligned}
W_{1} & \leq \int_{0}^{\min \left(T_{0}, \frac{T}{\lambda}\right)} \int_{\lambda t}^{T} e^{-r \tau} \int_{0}^{t} e^{-\mu(t-s)}\left|B\left[p_{1}, p_{2}\right](s, \tau-\lambda(t-s))\right| d s d \tau d t \\
& =\int_{0}^{\min \left(T_{0}, \frac{T}{\lambda}\right)} \int_{0}^{T-\lambda t} e^{-r\left[\tau^{\prime}+\lambda t\right]} \int_{0}^{t} e^{-\mu(t-s)}\left|B\left[p_{1}, p_{2}\right]\left(s, \tau^{\prime}+\lambda s\right)\right| d s d \tau d t
\end{aligned}
$$

Changing the order of integration with respect to $\tau^{\prime}$ and $t$ and using Young's inequality with respect to $t$, for $T_{0} \geq \frac{T}{\lambda}$ we obtain

$$
\begin{aligned}
W_{1} & \leq \int_{0}^{T} e^{-r \tau^{\prime}}\left[\int_{0}^{\frac{T-\tau^{\prime}}{\lambda}} e^{-(\lambda r+\mu) t} d t \int_{0}^{\frac{T-\tau^{\prime}}{\lambda}}\left|B\left[p_{1}, p_{2}\right]\left(t, \tau^{\prime}+\lambda t\right)\right| e^{-\lambda r t} d t\right] d \tau^{\prime} \\
& \leq \frac{1}{\lambda r+\mu} \int_{0}^{T} e^{-r \tau^{\prime}} \int_{0}^{\frac{T-\tau^{\prime}}{\lambda}}\left|B\left[p_{1}, p_{2}\right]\left(t, \tau^{\prime}+\lambda t\right)\right| e^{-\lambda r t} d t d \tau^{\prime} \\
& =\frac{1}{\lambda r+\mu} \int_{0}^{T} e^{-r \tau} \int_{0}^{\frac{\tau}{\lambda}}\left|B\left[p_{1}, p_{2}\right](t, \tau)\right| d t d \tau
\end{aligned}
$$

for $r>\max \left(0,-\frac{\mu}{\lambda}\right)$. Analogously, for $T_{0}<\frac{T}{\lambda}$ we have

$$
W_{1} \leq \frac{1}{\lambda r+\mu} \int_{0}^{T_{0}} \int_{\lambda t}^{T} e^{-r \tau}\left|B\left[p_{1}, p_{2}\right](t, \tau)\right| d \tau d t
$$

for $r>\max \left(0,-\frac{\mu}{\lambda}\right)$. Further, using now Young's inequality with respect to $\tau$ we get

$$
W_{2} \leq \frac{1}{\lambda r+\mu} \times \begin{cases}\int_{0}^{T} e^{-r \tau} \int_{\tau / \lambda}^{T_{0}}\left|B\left[p_{1}, p_{2}\right](t, \tau)\right| d t d \tau & \text { for } T_{0} \geq \frac{T}{\lambda} \\ \int_{0}^{T_{0}} \int_{0}^{\lambda t} e^{-r \tau} \mid B\left[p_{1}, p_{2}\right](t, \tau \mid d \tau d t & \text { for } T_{0}<\frac{T}{\lambda}\end{cases}
$$

Therefore, in both cases the estimation

$$
\begin{equation*}
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r} \leq \frac{1}{\lambda r+\mu}\left\|B\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r} \tag{16}
\end{equation*}
$$

for $r>\max \left(0,-\frac{\mu}{\lambda}\right)$ holds. Observing inequalities (9), the desired inequalities

$$
\begin{align*}
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r} & \leq \bar{N}_{1}\left\|p_{1}\right\|_{1,1 ; r}\left\|p_{2}\right\|_{1,1 ; r} \\
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r} & \leq \bar{N}_{2}(r)\left\|p_{1}\right\|_{1,1 ; r}\left\|p_{2}\right\|_{1,1} \tag{17}
\end{align*}
$$

follow where $\bar{N}_{1}=1$ and $\bar{N}_{2}(r)=\frac{1}{\lambda r+\mu} \quad\left(r>\max \left(0, \frac{1}{\lambda}-\frac{\mu}{\lambda}\right)\right)$.
So, for any functions $h, f, \varphi$ with $\left\{h_{1}, h_{2}\right\} \in L^{1}(R)$ equation (3) for $\lambda>0$ with conditions (5) and (6) has a uniquely determined solution $p \in L^{1}(R)$. The relation $\left\{h_{1}, h_{2}\right\} \in L^{1}(R)$ is fulfilled if $f \in L^{1}\left(0, T_{0}\right), \varphi \in L^{1}(0, T)$ and $h \in L^{1}(R)$. For $h \in L^{1}(R)$, by equation (3) and inequality (9) $)_{1}$ the solution $p$ possesses the directional derivative $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in L^{1}(R)$. Since $\bar{N}_{1}$ and $\bar{N}_{2}$ are independent of $T_{0}$, this holds also in the strip $S=(0, \infty) \times(0, T)$.

In the space $L^{\infty}(R)$ we simpler have

$$
e^{-r \tau}\left|J_{k}\left[p_{1}, p_{2}\right](t, \tau)\right| \leq \frac{1}{\lambda r+\mu} \sup _{t, \tau} \operatorname{ess}\left[e^{-r \tau}\left|B\left[p_{1}, p_{2}\right](t, \tau)\right|\right]
$$

for $r>\max \left(0,-\frac{\mu}{\lambda}\right)$ and $k=1,2$ so that also

$$
\begin{equation*}
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{\infty, \infty ; r} \leq \frac{1}{\lambda r+\mu}\left\|B\left[p_{1}, p_{2}\right]\right\|_{\infty, \infty ; r} \tag{18}
\end{equation*}
$$

for $r>\max \left(0,-\frac{\mu}{\lambda}\right)$. Again by (9), in $L^{\infty}$ from (18) we obtain inequalities analogous to (17) with coefficients $\bar{N}_{1, \infty}=T_{0} T^{2}$ and $\bar{N}_{2, \infty}(r)=\frac{T_{0} T}{(\lambda r+\mu) r}$, $r>\max \left(0, \frac{1}{\lambda}-\frac{\mu}{\lambda}\right)$. This implies existence and uniqueness of the solution $p \in$ $L^{\infty}(R)$ to equation (3) for $\lambda>0$ with conditions (5) and (6) if $f \in L^{\infty}\left(0, T_{0}\right)$, $\varphi \in L^{\infty}(0, T)$ and $h \in L^{\infty}(R)$ ensuring $\left\{h_{1}, h_{2}\right\} \in L^{\infty}(R)$. In view of $h \in$ $L^{\infty}(R)$ the solution $p$ possesses the directional derivative $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in L^{\infty}(R)$.

Theorem 4. For any functions $f \in L^{1}, \varphi \in L^{1}$ and $h \in L^{1}$ equation (3) for $\lambda>0$ with conditions (5) and (6) possesses in $R=\left(0, T_{0}\right) \times(0, T)$ and $S=(0, \infty) \times(0, T)$ a unique solution $p \in L^{1}$. For this solution the directional derivative $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in L^{1}$ exists.

Further, for any functions $f \in L^{\infty}\left(0, T_{0}\right), \varphi \in L^{\infty}(0, T)$ and $h \in L^{\infty}(R)$ equation (3) for $\lambda>0$ with conditions (5) and (6) possesses a unique solution $p \in L^{\infty}(R)$ satisfying $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in L^{\infty}(R)$.

Corollary 2. If $f \in C\left[0, T_{0}\right]$ and $\varphi \in C[0, T]$ with $f(0)=\varphi(0)$ and if $h \in C(\bar{R})$, then $p \in C(\bar{R})$ with $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in C(\bar{R})$ for the solution $p$ of equation (3) for $\lambda>0$ with conditions (5) and (6).

Remark. If the functions $f, \varphi, h$ have derivatives $f^{\prime}, \dot{\varphi}, \frac{\partial h}{\partial t}, \frac{\partial h}{\partial \tau}$ in $L^{1}$ or $L^{\infty}$, then the solutions $p$ have derivatives $\frac{\partial p}{\partial t}$ and $\frac{\partial p}{\partial \tau}$.

Finally, we deal with equation (3) for $\lambda<0$ with initial condition (5) in $S=(0, \infty) \times(0, T)$. The problem is reduced to the equation

$$
\begin{equation*}
p(t, \tau)+J_{2}[p](t, \tau)=h_{2}(t, \tau) \quad((t, \tau) \in S) \tag{19}
\end{equation*}
$$

where $J_{2}[p]$ and $h_{2}$ are given by formulas (14) - (15). We consider equation (19) in the space $L^{1}(S)$. As above we estimate

$$
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r}=\int_{0}^{T} \int_{0}^{\infty} e^{-r \tau}\left|J_{2}\left[p_{1}, p_{2}\right](t, \tau)\right| d t d \tau
$$

by

$$
\left\|D_{\lambda, \mu}\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r} \leq \frac{1}{|\lambda| r-\mu}\left\|B\left[p_{1}, p_{2}\right]\right\|_{1,1 ; r}
$$

for $r>\max \left(0, \frac{\mu}{|\lambda|}\right)$ and obtain existence and uniqueness of the solution $p \in$ $L^{1}(S)$ for any $f \in L^{1}\left(\mathbb{R}_{+}\right)$and $h \in L^{1}(S)$. This solution possesses the directional derivative $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in L^{1}(S)$.

Theorem 5. For any functions $f \in L^{1}\left(\mathbb{R}_{+}\right)$and $h \in L^{1}(S)$ equation (3) for $\lambda<0$ with initial condition (5) possesses a unique solution $p \in L^{1}(S)$ satisfying $\frac{\partial p}{\partial t}+\lambda \frac{\partial p}{\partial \tau} \in L^{1}(S)$.

Remark. If the functions $f$ and $h$ have derivatives $f^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right)$and $\frac{\partial h}{\partial t}, \frac{\partial h}{\partial \tau} \in L^{1}(S)$, then the solutions $p$ have derivatives $\frac{\partial p}{\partial t}, \frac{\partial p}{\partial \tau} \in L^{1}(S)$.

## 7. Generalizations

The above existence and uniqueness results also hold for equations (1) with the generalized correlation-convolution integral

$$
I_{1}[p](t, \tau)=\int_{0}^{\tau} \int_{0}^{T_{0}-t} G_{1}[p](s, \sigma) G_{2}[p](s+t, \tau-\sigma) d s d \sigma
$$

instead of $I_{0}[p]$, where the operators $G_{k}: L_{\alpha, \gamma} \rightarrow L_{\alpha, \gamma}$ satisfy Lipschitz conditions of the form

$$
\left\|G_{k}\left[p_{1}\right]-G_{k}\left[p_{2}\right]\right\|_{\alpha, \gamma ; r} \leq M_{k}\left(\left\|p_{1}\right\|_{\alpha, \gamma ; r},\left\|p_{2}\right\|_{\alpha, \gamma ; r}\right)\left\|p_{1}-p_{2}\right\|_{\alpha, \gamma ; r}
$$

with continuous increasing functions $M_{k}(\cdot, \cdot) \quad(k=1,2)$ (cf. [2]). Also, obviously, in the correlation-convolution integral an additional bounded measurable kernel $K=K(s, t ; \sigma, \tau)$ as a factor can be present.

Further, the method of weighted norms can be used to a direct investigation of the uniqueness of the solutions to equations (1) - (3). For instance, if $p_{j} \quad(j=1,2)$ are solutions of equation (1) in $L^{1}(S)$ for a fixed right-hand side $h \in L^{1}(S)$, their difference $p=p_{1}-p_{2} \in L^{1}(S)$ obeys the equation

$$
\begin{equation*}
p(t, \tau)+\int_{0}^{\tau} \int_{0}^{\infty} k(s, t ; \tau-\sigma) p(s, \sigma) d s d \sigma=0 \quad(t>0) \tag{20}
\end{equation*}
$$

with the kernel

$$
k(s, t ; \sigma)= \begin{cases}p_{1}(s+t, \sigma)+p_{2}(s-t, \sigma) & \text { for } s>t  \tag{21}\\ p_{1}(s+t, \sigma) & \text { for } s<t\end{cases}
$$

and the function $p_{r}(t, \tau)=e^{-r \tau} p(t, \tau) \quad(r \geq 0)$ obeys an equation analogous to (20) with the kernel $k_{r}(s, t ; \sigma)=e^{-r \sigma} k(s, t ; \sigma)$. Hence we have uniqueness of the solution to equation (1) in $L^{1}(S)$ if

$$
\sup _{s} \int_{0}^{\infty} \int_{0}^{T} e^{-r \tau}|k(s, t ; \tau)| d \tau d t<1
$$

for sufficiently large $r>0$, which is fulfilled if

$$
\begin{equation*}
\sup _{s} \int_{0}^{T} \frac{1}{\rho^{\gamma}(\tau)}\left(\int_{0}^{\infty}|k(s, t ; \tau)| d t\right)^{\gamma} d \tau<\infty \tag{22}
\end{equation*}
$$

with a non-negative function $\rho \in L^{\delta}(0, T)$ with $\delta=\frac{\gamma}{\gamma-1}$ for $\gamma>1$, and with a function $\rho \in C_{0}[0, T]$, i.e. $\rho \in C[0, T]$ satisfying $\rho(0)=0$, for $\gamma=1$.

In view of (21),

$$
\int_{0}^{\infty}|k(s, t ; \tau)| d t \leq \int_{0}^{\infty}\left|p_{1}(t, \tau)\right| d t+\int_{0}^{\infty}\left|p_{2}(t, \tau)\right| d t
$$

and condition (22) is fulfilled if $p_{j} \in L^{1}(S)(j=1,2)$ satisfy the inequality

$$
\begin{equation*}
\int_{0}^{T} \frac{1}{\rho^{\gamma}(\tau)}\left(\int_{0}^{\infty}|p(t, \tau)| d t\right)^{\gamma} d \tau<\infty \tag{23}
\end{equation*}
$$

for $1 \leq \gamma<\infty$, with $\rho \in L^{\delta}(0, T)$ for $1<\gamma<\infty$ or $\rho \in C_{0}[0, T]$ for $\gamma=1$, or if

$$
\begin{equation*}
\sup _{\tau}\left[\frac{1}{\rho(\tau)} \int_{0}^{\infty}|p(t, \tau)| d t\right]<\infty \tag{24}
\end{equation*}
$$

with $\rho \in L^{1}(0, T)$ for $\gamma=\infty$. The uniqueness criteria (23) and (24) are some generalizations to the uniqueness assertion in Theorem 1.

In analogous manner, for equation (3) with $\lambda=0$ and condition (6) we obtain uniqueness of the solution $p \in L^{1}(S)$ if

$$
\int_{0}^{T} \frac{1}{\rho^{\gamma}(\tau)}\left(\int_{0}^{\tau} e^{\kappa t}|p(t, \tau)| d t\right)^{\gamma} d \tau<\infty \quad(\gamma \geq 1)
$$

or

$$
\sup _{\tau}\left[\frac{1}{\rho(\tau)} \int_{0}^{\infty} e^{\kappa t}|p(t, \tau)| d t\right]<\infty
$$

with a function $\rho$ as in (23), (24) and the parameter $\kappa=0$ for $\mu>0$ and $\kappa>|\mu|$ for $\mu \geq 0$. This generalizes the uniqueness assertion in Theorem 3.
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