On the representation of Bergman-Vekua-operators for three-dimensional equations

E. LANCKAU

The integral operators of S. BERGMAN and I. N. VEKUA transform holomorphic functions of a complex variable into solutions of linear partial differential equations of elliptic type in the plane. Generalizing these methods we find integral transforms for the solution of partial differential equations of various type (e.g. parabolic, elliptic, pseudoparabolic) with three independent variables. The transforms associate holomorphic functions of two variables and the mentioned solution. We give (for an example) an explicit representation of the kernel of these transforms (by a sum of a Duhamel product and Cauchy integrals) which generalizes recent results of D. L. COLTON and R. P. GILBERT.

1. Introduction

Many efforts have been made in the study of linear partial differential equations with complex methods. The integral operators due to S. BERGMAN [1] and I. N. VEKUA [9] allow to construct explicitly the solutions to these equations in the plane, associating them with holomorphic functions of a complex variable. In this way an extensive study of the function theoretic properties of the solutions to partial differential equations is possible.

Following some ideas of S. BERGMAN [1] recently D. L. COLTON (see [2]) and R. P. GILBERT (sec. [4]) enlarged considerably the investigations of generalizations of this method to higher dimensions. We also give a contribution to the construction of solutions to partial differential equations with three independent variables by
integral transforms. Especially we attack the problem to find a suitable representation of these transforms, generalizing the statements of Colton and Gilbert.

Let us consider a linear partial differential equation with the independent variables $x, y, \xi$. As usually in complex methods we perform the analytic continuation of its coefficients to complex values of $x, y, \xi$ (in general "in the small") and introduce new independent variables $z = x + iy, \xi = x - iy (\xi = \bar{\xi})$. This, we study the differential equation everywhere in this complex version; mention especially $4\partial^2/\partial x\partial \xi = \partial^2/\partial x^2 + \partial^2/\partial y^2$. If the coefficients of the equation are real for real values of $x, y, \xi$, we get a real solution from a complex one by putting $\xi = \bar{z}$ (the conjugate complex variable) and taking the real part.

2. Construction of integral operators

Our concept to solve linear partial differential equations is as follows (see [7]; we give the method only for a special case):

Let $u = u(z, \xi, \bar{\xi})$ with $z \in D, \xi \in D^*, \xi \in G (D, D^*, G$ bounded and simply connected, $0 \in \bar{D}, 0 \in D^*)$ be a solution of

$$Lu = \frac{\partial^2}{\partial z \partial \xi} u + A u = 0. \quad (1)$$

Here $A$ is a linear operator, and let (1) be self-adjoint with respect to $z, \xi$.

We define a set $\mathcal{F}$ of functions $f = f(z, \xi)$ and a transform $R[f]$ of these functions.

Definition 1: $f(z, \xi) \in \mathcal{F}$ if and only if

(a) $f(z, \xi)$ is holomorphic with respect to $z$ in $D$ and continuous in $\bar{D}$.
(b) Constants $\alpha > 0, C \geq 0, p \geq 0$ (integer) exist with

$$|A^m f(z, \xi)| \leq \alpha C^m (m + p)!^2 \quad \text{for} \quad m \geq m_0 \quad (2)$$

for all $z \in D, \xi \in G_0 \subset \mathcal{G}$.

A function $f \in \mathcal{F}$ may be called an associated function of equation (1).

Definition 2: A Riemann transform $R[f] = R[f(t, \xi)] (z, \xi, t, \tau, \bar{\xi})$ of equation (1) is a transform with the properties: For $z \in D_0 \subset D, \xi \in D^*_0 \subset D^*, t \in D_0, \tau \in D^*_0 (0 \in D_0, 0 \in D^*_0), \xi \in G_0$:

(i) $\partial/\partial z R[f(t, \xi)], \partial/\partial \xi R[f(t, \xi)], \partial^2/\partial z \partial \xi R[f(t, \xi)], A R[f(t, \xi)]$ exist;

(ii) $R[f(t, \xi)]$ is integrable with respect to $t$ in $D_0$;

(iii) $LR[f(t, \xi)] = 0, \quad (3)$

$$\partial/\partial \xi R[f(t, \xi)] = 0 \quad \text{for} \quad t = z, \quad (4)$$

$$\partial/\partial z R[f(t, \xi)] = 0 \quad \text{for} \quad \tau = \xi, \quad (5)$$

$$R[f(t, \xi)] = f(t, \xi) \quad \text{for} \quad t = z, \tau = \xi. \quad (6)$$

Remark: In the theory of I. N. Vekua [9] the Riemann transform is the multiplication with the complex Riemann function:

$$R[f(t)] = R(z, \xi, t, \tau) \cdot f(t).$$
Theorem 1: For all associated functions $f \in \mathcal{F}$

$$u(z, \xi, \delta) = \int_0^z R[f(t, \delta)] \, dt$$

($R$ the Riemann transform) is a solution of (1) in $D_0 \times D_0^* \times G_0$.

Proof by insertion of (7) into (1) using (3), (4).

Theorem 1': Let $G(z, \xi, \delta) \in F$ (for all $\delta \in D_0^*$).

$$u_1(z, \xi, \delta) = \int_0^z \int_0^z R[G(t, \tau, \delta)] \, dt \, d\tau$$

(7') is a solution of

$$L u_1 = G(z, \xi, \delta)$$

in $D_0 \times D_0^* \times G_0$ ($R$ the Riemann transform).

Proof by insertion of (7') into (1') using (3), (4), (5), (6).

There are two problems in this concept: the existence of the Riemann transform and its suitable representation. We give an answer only for a very special case.

Theorem 2: Let $A$ be an operator not depending on $z, \xi$ (this is, if $h = h(\delta)$ is a function of $\delta$ alone, then $h = Ah$ is also a function of $\delta$ alone). The Riemann transform of equation (1) in $D_0 \times G_0$, where $D_0$ is a closed polydisc in $D_2 \times D_3 \times D_4 \times D_5 \times \{ (z, \xi, \tau, \sigma) : |v| < 1/C \}$ with $v = (z - t) (\tau - \xi)$ is given by

$$R[f(t, \delta)] = \sum_{m=0}^{\infty} \frac{1}{m^{12}} v^m A^m[f(t, \delta)]$$

(8) for all associated functions $f \in \mathcal{F}$.

Proof (and examples) see [7].

3. Representation of the Riemann transform

Resulting from the general nature of the operator $A$ the above method is a very versatile one. But one of the main problems in the application of the method is to find a suitable representation of the transform $R[f]$. Following R. P. GILBERT [4] it is possible to express the transform $R$ for elliptic and parabolic equations (1) by a Cauchy integral

$$R[f(t, \delta)] = \frac{1}{2\pi i} \oint_K H(z, \xi, t, \sigma, \delta) f(t, \sigma) \, ds$$

(9)

here $K$ is a circle in $G_0$ surrounding $s = \delta$. For pseudoparabolic equations (1) (of composed type) D. L. COLTON [2] has given a representation of $R[f]$ through a Duhamel product

$$R[f(t, \delta)] = \frac{\partial}{\partial \delta} \int_0^\delta H(z, \xi, t, \sigma, \delta) f(t, \sigma) \, ds.$$
For these cases both it is possible to construct the kernel $H$ with the aid of differential equations found from (1). For explicit examples see [6, 8].

But for more general equations these representations of the transform $R[f]$ do not hold. We show by an example of an equation of composed type that the transform $R[f]$ is to be represented by a sum of Cauchy integrals and a Duhamel product. The representations of R. P. Gilbert and D. L. Colton are special cases of it. Let therefore

$$A = \alpha D^p + \beta I + \gamma S^p,$$

where $\alpha, \beta, \gamma$ are constants, $D$ is the differentiation with respect to $\delta: D = \partial / \partial \delta$, $S$ is the integration

$$S = \int_{0}^{\delta} ds,$$

$I$ is the identity, and let $p = 1$ or $p = 2$. Thus we consider the equation

$$\frac{\partial^{2+p}}{\partial z \partial \xi \partial \eta} u + \alpha \frac{\partial^{2p}}{\partial \xi^{2p}} u + \beta \frac{\partial^{p}}{\partial \xi^{p}} u + \gamma u = 0.$$  \hspace{1cm} (11)

Lemma 1: For $n = 0$ one has:

$$A^n[f] = A_1^n[f] - \alpha \gamma \sum_{m=0}^{n-2} A^{n-2-m}[z_m(f)]$$  \hspace{1cm} (12)

with

$$A_1^n[f] = \sum_{k+i+m=n} \frac{n!}{k!l!m!} \alpha^k \beta^i \gamma^m L^{k-m}, \text{ where } L^j = \begin{cases} D^j, & j \geq 0, \\ S^{-j}, & j < 0, \end{cases}$$  \hspace{1cm} (13)

and with

$$z_m = \sum_{k+i+q=m+1} \frac{(m+1)!}{(k+1)!l!q!} \alpha^k \beta^i \gamma^q (D^{p(k-q)} - S^p D^{p(k-q+1)})(f).$$

Remark: We give some explanations of these expressions. We have $DS = I, SD = I - N$ with $Nf(t, \delta) = f(t, 0)$. From this we find

$$D^p k - S^p D^p k = \begin{cases} ND^k, & \text{for } p = 1, \\ ND^{2k} + SN D^{2k+1}, & \text{for } p = 2. \end{cases}$$

Thus $z_m$ is a constant with respect to $\delta$ (for $p = 1$) or linearly depending on $\delta$ (for $p = 2$):

$$z_m = A_{m0} + A_{m1} \delta,$$

and the coefficients $A_{mj} (j = 0, 1; m = 0, 1, 2, \ldots)$ are linearly depending on $f(t, 0)$ and the derivatives of $f(t, \delta)$ with respect to $\delta$ in $\delta = 0$:

$$A_{mj} = \sum_{k+i+q=m} \frac{(m+1)!}{(k+1)!l!q!} \alpha^k \beta^i \gamma^q \frac{\partial^{p(k-q)}}{\partial \xi^{p(k-q)}} f(t, 0)$$  \hspace{1cm} (14)

for $j = 0, 1$, if $p = 2$, for $j = 0$ if $p = 1$, and

$$A_{ml} = 0 \text{ for } p = 1.$$

Thus (12) reduces the problem to find $A^n[f]$ for an arbitrary $f$ to the problem to find it for a linear $f$. Furtherly: The definition (13) is made in such a way that we would have $A^n = A_1^n$ if $SD = DS = I$. 

Proof of Lemma 1 by induction: Obviously (12) is true for \( n = 0 \) and \( n = 1 \). From the validity for \( n \) follows for \( n + 1 \)

\[
A^{n+1}[f] = AA^{[n]}[f] - \alpha \gamma \sum_{m=0}^{n-2} A^{n-1-m}[z_m(f)].
\]

(15)

Consider \( A^{[n+1]}[f] - AA^{[n]}[f] \). There is a contribution to this difference only from the (left) multiplication of the sum (13) by \( \gamma S^p \), and this contribution is

\[
A^{[n+1]}[f] - AA^{[n]}[f] = \alpha \gamma \sum_{k+m+1=n, k>m} \frac{n!}{k!m!l!} \alpha^k \beta^l \gamma^m L^{k-m} = \alpha \gamma z_{n-1}.
\]

Inserting this into (15) we have (12) holding for \( n + 1 \) instead of \( n \).}

Now we give a set of associated functions for the equation (11).

Lemma 2: \( f \in F \) if \( f = f(\cdot, \delta) \) is holomorphic with respect to \( \delta \) in \( G \) and continuous in \( G_0 \subset G \) is given by

\[
|s - \delta| \geq \delta > 0 \quad (\delta < 1)
\]

for all \( s \in \partial G, \delta \in G_0 \). Property (a) of Definition 1 may be fulfilled.

Proof: We prove the validity of condition (2) by the use of (12) in Lemma 1. All constants, not depending on \( n \), we denote by \( c_1, c_2, \ldots \) without the description of their relations. A constant depending on \( \delta \) we denote by \( c_4(\delta) \). Let \( a = \max\{||\alpha|, |\beta|, |\gamma|, 1\} \). Using \( \frac{n!}{m!k!(l-1)!} \leq 3^n \) we have from (13)

\[
A^{[n]}[f] \leq (3a)^n \sum |L^{k-m}[f]|.
\]

With \(|f(z, \delta)| < M\) in \( D \times \bar{G} \) we have for \( 0 \leq k - m \leq n \) from Cauchy’s inequality

\[
|L^{k-m}[f]| = |D^{(k-m)}[f]| \leq M \frac{(pn)!}{\delta^{pn}}.
\]

On the other hand, for \( 0 \leq m - k \leq n \) we have from

\[
S^p[f] = \frac{1}{I(p)} \int \left((\cdots, s)(\delta - s)^{p-1} ds:
\right.

\[
|L^{k-m}[f]| = |S^{(k-m)}[f]| \leq \frac{1}{I(p)} M_\delta^{s^{pn}} \leq M_\delta^{s^{pn}}.
\]

Here \( s^* = \max(1, \text{diam } G) \). Thus for all \( k, m \)

\[
|L^{k-m}[f]| \leq M \cdot c_1^n(\delta) \cdot (pn)!.\]

The sum (13) has \( (n+1)^2 \leq 4^n \) terms, therefore we have

\[
|A^{[n]}[f]| \leq M \cdot c_2^n(\delta) \cdot (pn)!.\]

(16)

Now we estimate the polynomial \( \sum_{m=0}^{n} A^{n-m}[z_m(f)] \). Each summand \( A^{n-m}[z_m] \) consists of terms

\[
S^\kappa D^\mu[z_n] = A_{m_0} S^\kappa D^\mu[1] + A_{m_1} S^\kappa D^\mu[3] \quad (\kappa, \mu \leq n - m \leq n),
\]
i.e. of powers of \( z \) with the highest degree \( pn \), or \( pn + 1 \); thus
\[
|S^n D^n [z_m]| \leq \delta^{*pn+1} (|A_m| + |A_{m+1}|).
\]
\( A^{n-m} \) has \( 3^{n-m} \leq 3^n \) such terms, multiplied by \( \alpha^p \beta^q \) with \( k + l + q \leq n - m \leq n \), therefore
\[
|A^{n-m}[z_m(f)]| \leq c_3^n \delta^* 2 \max_{j=0,1} |A_m|,
\]
and
\[
\left| \sum_{m=0}^n A^{n-m}[z_m(f)] \right| = (n + 1) c_3^n \delta^* 2 \max_{j=0,1} |A_m|.
\]
From (14) we find, again using Cauchy's inequality, as above
\[
|A_m| \leq (m + 1)^2 3^{m+1} \alpha^m M \frac{(pm + f)!}{\delta^{pm+j}},
\]

\[
\max |A_m| \leq \begin{cases} (n + 2)! 3^n \alpha^M \delta^{-n} & \text{for } p = 1, \\ (2n + 3)! 3^n \alpha^M \delta^{-2n-1} & \text{for } p = 2. \\ \end{cases}
\]

From this we have
\[
\left| \sum_{m=0}^n A^{n-m}[z_m(f)] \right| \leq \begin{cases} (n + 3)! c_3^n (\delta) \cdot 2M_3^* & \text{for } p = 1, \\ (2n + 4)! c_3^n (\delta) \cdot 2M_3^* & \text{for } p = 2, \\ \end{cases}
\]
and together with (12) and (16) we have (using \( (2n)! \leq 4^n \cdot n! \))
\[
|A^n[f]| \leq \begin{cases} 2M_3^* c_3^n (\delta) \cdot (n + 1)! & \text{for } p = 1, \\ 2M_3^* c_3^n (\delta) \cdot 16(n + 2)! & \text{for } p = 2. \\ \end{cases}
\]

(17)

This is (2).

Remark: For \( p = 1 \) we have an essential fact. From the convergence of the series \( \sum d^n/m \) we have \( d^n < (n + 1)! \) for every \( d \) and sufficiently large \( n > n_0(d) \). Thus,
\[
|A^n[f]| \leq 2M_3^* \left( \frac{c_3(\delta)}{d} \right)^n (n + 1)!^2
\]
for arbitrary \( d > 0 \), if \( n > n_0(d) \). This means, (2) holds for all \( C > 0 \).

Now we may construct the Riemann transform. From (8) and (12) we have
\[
R[f] = R_1[f] - \alpha \gamma R_2[f]
\]
with
\[
R_1 = \sum_{n=0}^{\infty} \frac{1}{(n!)^2} \alpha^n A_1^{[n]}, \quad R_2 = \sum_{n=2}^{\infty} \frac{\alpha^n}{n!^2} \sum_{m=0}^{n-2} A^{n-m}[z_m(f)].
\]
Firstly we consider \( R_1[f] \): By simple calculations we find from (13) the symmetric expression,
\[
R_1 = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{n! m! k! (n + m + k)!} \alpha^p \beta^q \gamma^{n+m+k} L^{n-k} I_{n-k}(2 \sqrt{\gamma \beta}) L^{n-k}
\]

with the modified Bessel function $I_{n+k}$. From this we have

$$R_1 = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{(n+k)!} \left( \sqrt{\frac{\nu}{\beta}} \right)^n \left( \frac{\nu}{\beta} \right)^k I_{n+2k} \left( 2 \sqrt{\nu \beta} \right) \left( \alpha^n D^n + \gamma^n S^{pn} - \delta_{n0} \cdot I \right)$$

with the Kronecker symbol $\delta_{n0}$. Representing the differentiations $D^n$ by Cauchy integrals, the integrations $S^{pn}$ by Duhamel products

$$S^{pn}[f(\ldots, \delta)] = \frac{1}{(pn)!} \frac{\partial}{\partial \delta} \int_0^\delta (\delta - s)^{pn} f(\ldots, s) \, ds$$

we find

$$R_1[f] = \frac{1}{2\pi i} \oint k H_1(f(t, s)) \frac{ds}{s - \delta} + \frac{\partial}{\partial \delta} \int_0^\delta H_{-1} f(t, s) \, ds - H_{-1}(0) \cdot f(t, \delta)$$

with

$$H_1 = H_1(\alpha(s - \delta)^{-p}), \quad H_{-1} = H_{-1}(\gamma(s - \delta)^p),$$

and

$$H_6(x) = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{(pm)!}{(n+k)!} \left( \frac{\nu \beta}{\beta} \right)^k \left( \sqrt{\frac{\nu}{\beta}} \right)^n I_{n+2k} \left( 2 \sqrt{\nu \beta} \right) x^n. \quad (18)$$

By a simple way we prove the convergence of this series. Firstly we use

$$I_{n+2k} \left( 2 \sqrt{\nu \beta} \right) \leq |\nu \beta|^{k+n/2} \left\| \frac{1}{(n+2k)!} I_0 \left( 2 \sqrt{\nu \beta} \right) \right\|,$$

and from this immediately follows

$$|H_6| \leq I_0 \left( 2 \sqrt{\nu \beta} \right) \cdot \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{(2k)!} \frac{1}{k!^2} |\alpha \nu \beta| \cdot \frac{1}{(n+1)^2} \cdot |\nu \beta|^n.$$

The generalized hypergeometric series

$$\sum_{k=0}^{\infty} \frac{1}{(2k)!} \frac{1}{k!^2} |\alpha \nu \beta|^k = {\genfrac{[}{]}{0pt}{}{1}{2}}(1, 1, 1/2; 4 |\alpha \nu \beta|)$$

converges everywhere, the series

$$\sum_{n=0}^{\infty} \frac{(pm)!}{(n!)^2} |\nu \beta|^n = \begin{cases} e^{\nu \beta} & \text{for } p = 1, \delta = 1, \\ \alpha F_2(1, 1; |\nu \beta|) & \text{for } p = 1, \delta = -1 \\ \text{(generalized hypergeometric series)} & \\ \frac{1}{|1 - 4 |\nu \beta|} & \text{for } p = 2, \delta = -1, \\ \alpha F_2(1, 1, 1/2, 4 |\nu \beta|) = \alpha F_2(1, 1; 4 |\nu \beta|) & \text{for } p = 2, \delta = -1, \\ \end{cases}$$

converges for $p = 1$ and for $p = 2$, $\delta = -1$ everywhere, for $p = 2$, $\delta = 1$ for $|\nu \beta| < 1/4$. (We remark, that these assertions coincide with the remarks on the choice of $C$ in (2), made in the proof of Lemma 2.)

Secondly we consider the transform $R_2[f]$: We write it symmetrically

$$R_2[f] = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{y^{n+m+2}}{(n+m+2)!} A^n \tau_m(f).$$
$z_m(\delta)$ depends linearly on $f(t, 0)$ and the derivatives of $f(t, \delta)$ at the point $\delta = 0$ up to the order $p(m + 1) - 1$, see (14). We express all these derivatives by Cauchy integrals, thus we have

$$z_m[f(t, \delta)] = \frac{1}{2\pi i} \oint_{K_0} z_m \left( \frac{1}{s - \delta} \right) f(t, s) \frac{ds}{s}.$$  

$K_0$ a circle in $G_0$, surrounding $s = 0$. Finally we have

$$R_\delta[f] = \frac{1}{2\pi i} \oint_{K_0} H_0 \cdot f(t, s) \frac{ds}{s}$$  

with the series

$$H_0 = H_0(z, \xi, \tau, \delta, s) = \sum_{n=0}^{\infty} \sum_{m=0}^{2n+2} \frac{1}{((m + m + 2)!)^2} A_n \left[ z_m \left( \frac{1}{s - \delta} \right) \right].$$

We omit here the detailed proof of the convergence of this series. It is based on the fact that $z_m \left[ \frac{1}{s - \delta} \right] = A_{m_0} + A_{m_0}$, where the coefficients $A_{m_0}$ are found explicitly by (14):

$$A_{m_0} = s^{-1} \sum_{k+l+q=m} (m+1)! (pk-pq+1)! \left( \frac{\alpha}{k+1} \right)! \left( \frac{\beta}{l+1} \right)! \left( \frac{\gamma}{q+1} \right)!.$$  

By these considerations we have found:

**Theorem 3:** The Riemann transform of equation (11) is given for $f \in F$ by

$$R[f(t, \delta)] = \frac{1}{2\pi i} \left[ \oint_{K_0} H_1 \cdot f(t, s) \frac{ds}{s - \delta} - \alpha \gamma \oint_{K_0} H_0 \cdot f(t, s) \frac{ds}{s} \right]$$  

$$+ \frac{\partial}{\partial \delta} \left( \int_0^{\delta} H_{-1} \cdot f(t, s) ds - H_1(0) f(t, \delta) \right),$$

here $K_0$ is a circle in $G_0$ surrounding $s = \delta$, the kernels $H_{\pm 1}, H_0$ are given by (18), (19).

**Remark:** In the equation (11) are some interesting special cases. (Noticing that $H_1(0) = H_{-1}(0)$.) For $\alpha = 0$ we have a pseudoparabolic equation

$$\frac{\partial^{2+p}}{\partial z \partial \xi \partial \delta^n} u + \beta \frac{\partial^p}{\partial \delta^p} u + \gamma u = 0;$$

the Riemann transform is a single Duhamel product (without Cauchy integral), and a solution of equation (11') is

$$u(z, \xi, \delta) = \int_0^z \frac{\partial}{\partial \delta} \left( \int_0^{\delta} H_{-1} f(t, s) ds \right) dt.$$  

Using expressions of this type (for $p = 1$) D. L. Colton [2] studied the properties of the solutions of pseudoparabolic equations. In our special case we have

$$H_{-1} = \sum_{n=0}^{\infty} \frac{1}{n!(pm)!} I_{2\sqrt{p}} \left( \sqrt{\frac{v}{\beta}} \right) x^n.$$
For $\alpha = \beta = 0$ this kernel is a generalized hypergeometric function

$$H_{-1} = \begin{cases} \mathbf{F}_p(1, 1; \gamma(s, s) v) & \text{for } p = 1; \\ \mathbf{F}_p(1, 1, 1/2; \gamma(s, s) v) & \text{for } p = 2. \end{cases}$$

For $\gamma = 0$, $p = 1$ we have a parabolic equation

$$\frac{\partial^2}{\partial z \partial \xi} u + \alpha \frac{\partial}{\partial \xi} u + \beta u = 0,$$

the transform $R[f]$ is a single Cauchy integral (without Duhamel product), and a solution of equation (11'') is

$$u(z, \xi, s) = \frac{1}{2\pi i} \int_0^\infty \oint_{\kappa} H_1 \cdot f(t, s) \frac{ds}{s - t} dt.$$  \hfill (20)

Here we have

$$H_1 = \Phi_3 \left( 1, 1; \frac{\alpha v}{s - \delta}, \beta v \right)$$

— this is a hypergeometric function of two variables [3] —, for $\beta = \gamma = 0$ we have simply

$$H_1 = \exp \frac{\alpha v}{s - \delta}.$$  

The latter result is due to C. D. HILL [5].

For $\gamma = 0$, $p = 2$ we have an elliptic equation

$$\frac{\partial^2}{\partial z \partial \xi} u + \alpha \frac{\partial^2}{\partial \xi^2} u + \beta u = 0.$$

again the transform $R[f]$ is a single Cauchy integral, and the solution $u$ is given by (20). Using the equivalent Bergman operators together with Cauchy integrals D. L. COLTON [2] and R. P. GILBERT [4] constructed in this way the solutions of “three-dimensional” elliptic equations and of parabolic equations with two space variables. Here the kernel is

$$H_1 = \Phi_2 \left( 1/2, 1, 1; \frac{4\alpha v}{(s - \delta)^2}, \beta v \right)$$

— again a hypergeometric function of two variables [3] —, for $\beta = \gamma = 0$ we have simply [6]

$$H_1 = \frac{s - \delta}{\sqrt{(s - \delta)^2 - 4\alpha v}}.$$  

Finally, for $\alpha = \gamma = 0$ we have a two-dimensional equation: the Riemann transform is the multiplication with the Riemann function (due to I. N. VEKUA)

$$R[f] = H_0(0) \cdot f(t, \delta) = I_0(2 \sqrt{\beta v}) f(t, \delta).$$

(For $\alpha = \beta = \gamma = 0$ the Riemann transform is the identity, $R[f] = f$.)
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