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Abstract. We study the approximate solution of certain neutral functional integro- differential
equations describing the aeroelastic motions of certain airfoils, and of related Volterra equations 
with a delay argument. The focus of the paper is on questions concerning the (uniform) con-
vergence and local superconvergence properties of discretization methods based on collocation 
techniques for equations with smooth kernels. 

Keywords: Neutral functional integro- differentialequations, Volterra integral equations with 
delay, collocation methods 

AMS subject classification: 45E10, 34K40, 65R20 

1. Introduction 

In mathematical modelling processes describing physical phenomena with memory ef-
fects, Volterra integral equations of the first kind often arise in non-standard form. 
Typical examples may be found in [13, 14, 18, 201 (inverse problems for the identifica-
tion of memory kernels in heat conduction and viscoelasticity), [19] (qualitative behavior 
of semiconductor devices with abrupt pn-junctions), and [8, 91 (aeroelastic motion of 
airfoils with flap). In the following I shall focus on this last problem: it includes a 
neutral functional integro-differential equation which is equivalent to a Volterra inte-
gral equation of the first kind with a delay argument. We shall look at this problem 
from the viewpoint of a numerical analyst: why and how does the discretization of 
the integral equations differ from that used for "standard" (first-kind) Volterra inte-
gral equations, and what are feasible methods (yielding high-order approximations) for 
their numerical solution? As we shall see in more detail below, the construction and 
analysis of high-order numerical methods for such equations is not trivial (in contrast 
to second-kind Volterra integral equations and integro-differential equations (5, 6]). A 
thorough understanding of this problem is crucial when solving, for example, "mixed" 
systems consisting of Volterra integral equations of the second and first kind arising, for 
example, in the work of von Wolfersdorf (and his collaborators) cited above. 
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For ease of exposition I will focus on some appropriate generic form of the problem 
under consideration; the reader interested in detailed background information on the 
sources and the theory of the underlying general problem will find a list of appropriate 
references at the end of the paper. 

The elastic motions of a 3-degree-of-freedom airfoil section with flap in a 2-dimen-
sional incompressible flow can be described by a system of neutral functional integro-
differential equations of the form 

dt 
(A,,,(t) + J A(s)x(i + s) ds) 

—r	
(t > 0)	(1.1) 0 

= Box(i) + B 1 x(t - r) + J K(s)x(t + s) ds + F(t) 

with
x(s)=q(s)	(—r <s<0; O<r=const). 

Here, the matrices Ao,A i (s) = [a(s)],Bo,Bi,K(s) E Rdxd (d = 8) are given. The 
element	of A, (s) has the form (see [9, 12] and their references) 8.

a(s) = c(s)(—s)	+p(s)	(0< a < 1);	 (1.2) 

c and p are smooth functions and, typically, a = . The particular structure of these 
matrices, especially of A0 (whose last row consists of zeros), allows the decoupling of 
the weakly singular integral component; see [8, 9, 121 for details and further references. 
This integral component may be written generically as 

(J°(_sx(i+s)ds)	.	 ( 1.3) 

0 

= box(i) + b i x(t - r) + 
fr 

k(s)x(t + s)ds + 1(t) (t > 0)	(1.4) 

where the kernel k is smooth. In this paper we shall consider an important special case 
of (1.11), namely

(fo
r	+ s)ds) = 1(i)	(t > 0; 0 < a < 1)	(1.5) 

dt  

subject to the initial condition 

x(s)=q5(s)	(—r<s<0). 

Setting

f
O

Dcci 
	

(—s)°(s)ds	and	g(t) := D,,qH- J f(s)ds,r	 0
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this initial-value problem may be written as 

f

0 

r t 
+ s) ds = g(t)	(t > 0) 

or, equivalently, as I (t - s) - 'x(s) ds = g(t)	(t > 0)	
(1.6) t-r	 r x(s) = ç(s)	(-r <s	

1 

0). J 

The above equation is a first-kind Volterra integral equation with weakly singular kernel 
and constant delay r > 0. 

It is well known (see, for example, [4, 5, 6, 16]) that the discretization of (non-delay) 
Volterra integral equations of the first kind with regular or weakly singular kernel by 
quadrature or collocation methods does in general not yield a (uniformly) convergent 
numerical method. We shall discuss the analogous convergence problems encountered 
in the discretizàtion of (1.5) and (1.6) in Sections 3 and 4. 

2. Discretization based on collocation 

We begin by describing the framework for the piecewise polynomial collocation method 
which underlies the discretization for equation (1.6) and its generalization (2.4) below. 
Let I [a, b] be the (compact) interval on which a given Volterra integral equation is 
to be solved, assume that HN denotes a mesh for I, 

H N : a=t0 <t 1 < ... <tNb, 

and set h := t, 1 - t, (n = 0,1,... ,N) and h := max() {h}. For our purposes the 
mesh points {t} will be given by 

/ 
= a +	. (b - a)	(n = 0,1,..., N),	 (2.1) 

where the grading exponent q satisfies q ^: 1; it will depend on the degree of regularity 
of the solution at t = a. 

An approximation u to the solution of the given Volterra integral equation will be 
sought in the linear space ST.(HN) of discontinuous (real) piecewise polynomials of 
degree not exceeding m - 1 > 0, 

S ( H N) := {u: u I(t,l + ,j E m-1 (n = 0,1,..., N - i)}, 

whose dimension is Nm. This collocation solution u € Si(rI N ) is to satisfy the 
integral equation on the set 

XN: = {tn+cihfl:0<cl < ... <cm <1 (n01...,N_1)}CI	(2.2)
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of collocation points. This set is completely determined by the given mesh and the 
collocation parameters {c}. 

A suitable, and commonly used, local representation of the collocation solution u E 

Si(HN ) is given by

u(t + sh) =	L(s)U ,	(s E (0, 1]),	 (2.3) 

where U, ,3 := u(t + c,h); the L3 denote the Lagrange fundamental polynomials with 
respect to the set { c3 }. Detailed background information on the discretization of various 
types of differential and integral equations by spline collocation methods may be found 
for example in [5, 6]. 

We now turn to the first-kind Volterra integral equation with constant delay r > 0, 

	

k(t - s)x(s) ds = g(t)	(t E (0, T])	
(2.4) 

	

x(s) - cb(s)	(—r <s < 0) 

where the kernel k satisfies either k E C t'(I) for some integer v ? 1 7 ssith k(0) > 0, or 
is of the form k(t) = t	(0 < c < 1). It is easily seen that, due to the delay argument 
t — r, solutions to (2.4) will in general be discontinuous at the points C, pr (i E No), 

in analogy to those of delay differential equations with constant delay ([10, 21 1; see also 
[2]). We shall refer to these points as primary discontinuities for (2.4) (in contrast to 
secondary discontinuities generated by discontinuities in the given initial function ); 
we assume without loss of generality that T = lM+1 for some positive integer M. 

Thus, the role of the interval [a, b] in the above description of the collocation method 
will be assumed successively by the intervals [,	(j.t = 0,1,. .. , M), while that of 
Si(llN) is taken by the polynomial spline spaces Si.(H) corresponding to the MN 
meshes

0 = t <t < ... <t 	 (0 < p <M) 

the mesh for the subintervals [, with h := - The choice of these 
meshes obviously corresponds to the use of so-called constrained meshes in the numerical 
solution of delay differential equations with constant delay r > 0 (see, for example, [211). 

On (,+ ' I the collocation solution u = u E Si(H) is determined from the 
collocation equation 

j_r 
k(t - s)u(s) ds = g(t)	(t E X;	= 0,1,..., M),	(2.5) 

with values u(s) = (s) ifs E [—r, 01. Here, in analogy to (2.2), 

X(P) := {t	+ch	0 <c 1 <...<Cm <1 (n = 0,1,... ,N - i)}.
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Equation (2.5) may be written as 

jk(t - s)u(s)ds = G(t)	(i E X)	 (2.6) 

with

G,(t)	g(t) - 
J

k(t - .$)u(s) ds.	 (2.7) i—r 
The collocation method for (2.4) is then described by equations (2.8) and (2.9) below: 
for given p = 0, 1,. .. , M, let 

+sh) =	L(s)U]	(s E (0,1]),	 (2.8) 

with U] := u(t + cj h M) ) , be the local representation of u = u 1 E Si.  (H) on 

	

the subinterval (t,t 1	 (cf. (2.3)). The values U	:= (U,...,USIT)T E
Rm are given by the solution of the linear algebraic system 

M I k(h(c - s))1(s)ds = G L (t ) + ch) - 
j=1

	

Jo	 (2.9) 

(i = 1,... ,m; n = 0,1,... ,N —1) 

where

n—i	1 
h' f k(t + ch	- sh)u(t' n,,	 + sh ) )ds	(2.10) n 

 1=0 

represents the values of the "history term" for f, 

p)(i) := fk(t  - s)u(s) ds 

at the collocation points i =	+	On the initial interval (eo,i] we have 

Go(t) = g(t) - j k(i - s)(s) ds.	 (2.11) 

It is readily verified that for kernels Ic = k(t) satisfying either k e C'(I),k(0) > 0, or 
k(t) = t° (0 < a < 1), the linear system (2.9) has a unique solution	€ lR tm for 
each n=0,1,...,N—landeachp=O,1,...,M..	 -
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3. Uniform convergence of collocation solutions 
In this section we shall analyze the uniform convergence of collocation solutions u E 
Si.(H) for delay Volterra integral equations (2.4) with smooth k: k E Cm+l(I), 
with k(0) > 0. Analogous results corresponding to equations with weakly singular 
kernels will be given elsewhere (but compare also [4] for related open problems). 

3.1 Regularity of solutions. The first-kind Volterra integral equation (2.6) has 
a solution that is continuous at the primary discontinuity points t =	= pr only if 

	

= g() — J	k( — s)x(s)ds = 0 
-1 

(compare (2.7)). In particular, for y = 0 this necessary condition reduces to 
0 

	

g(0) — 
J_r 

k(—s)(s)ds =: 77 — Doq = 0.	 (3.1) 

The proof of the regularity result in Lemma 3.1 is straightforward: it is based on classical 
Volterra theory (see also [4, 6]). A similar continuity result for the solution of (2.4) with 
weakly singular kernel k(t) = t (0 <a < 1) is given in [15]; its regularity properties 
will be discussed elsewhere. 

Lemma 3.1. Assume that k E C'(I), with k(0) > 0, g E C'(1), and 0 E 
C d [_r, 0] , where d> 0. Then: 

(i) The (unique) solution x = x(t) of (2.6) is continuous on I = [0, TI if and only 
if (3.1) holds. Moreover, ford? 1 we have 

x E cd[, +i]
	(1 = 0,1,..., M;M+1 = T) 

but in general x 0 C'(I). 
(ii) Whenever 71—D 0 j 54 0, x is discontinuous at t = ,. ( z = 0, 1,. . . , M); however, 

we still have x E Cm(,+1]. 

3.2 Convergence results. In the following analysis we will assume that the meshes 
are uniform, that is,	= h = * for all = 0, 1,. .. , M. 

Theorem 3.2. Assume that k E C 1 (I), with k(0) > 0, g E C''(I), and q E 
C d [_r , 0] for some d ? 0. Let x be the (unique) solution to (2.4) and denote by u E 
Si.(H) ( = 0,1,... , M) the collocation solution for the first-kind Volterra integral 
equation with delay r > 0, (2.4). Suppose that (3.1) holds. Then 

	

li x — u il := sup lx(t) — u(i)l —* 0	as N — oc (Nh	= Nh = r)	(3.2) 
tEl 

(with Nh" = const) if and only if the collocation parameters {c 1 } characterizing the 
collocation points xff satisfy 

—1 <pm := (_1)m+1	1 —c,	1.	 (3.3) ci
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If d = m and (3.4) holds, the order of convergence is given by 

I
Chm	ifpmEHl,11 li x - uli	Ch-1 if Pm	1. 

Here (and in Section 4) C denotes a generic (finite) constant independent of h. 

Remark. An analogous result holds if the collocation space is S°(H), that is, 
the space of continuous piecewise polynomials of degree not exceeding m> 1, provided 
we have 0 < c 1 < ... < Cm = 1. However, in this case condition (3.2) has to be replaced 
by

' l_ct	11 i. 

If the collocation parameters are the m Gauss points in (0, 1) (i.e. the zeros of the 
shifted Legendre polynomial Pm(2s-1)) where cm < 1 but for which (3.2) is true (with = 
replacing ), then the corresponding collocation solution in S(ll) is divergent. This 
can easily be verified by adapting the results in [16] for classical (non-delay) Volterra 
integral equations of the first kind to the present situation. 

Proof of Theorem 3.2. We shall sketch the proof for the case when d = m; the 
corresponding analysis is readily modified to encompass data with less regularity (i.e. 
1 < d < m - 1). Consider (2.6) on the interval I, and observe that, by 
Lemma 3.1/(i), its (unique) solution has the regularity x E C m(I). The collocation 
error e := x - u solves 

ft 

J k(t_s)e(s)ds=_	k(t-s)e(s)ds	for tEX	(y =0,1,...,M) 1, 
where e(s) = 0 for .s E [-r,0]. Thus, on Io = (0,r] the classical convergence theory for 
collocation in SZ.(H°) for non-delay Volterra integral equations of the first kind (cf. 
[1, 6]) shows immediately that (3.3) holds for any m > 0 if and only if (3.4) is satisfied. 
(An analogous result for collocation in Sm

(0) 
(11N

(0) can be derived by using the techniques 
of [16).) 

Let now 1 < u 5 M. For ease of exposition, and without any loss of essential 
features of the problem, we will assume that k(t) 1 and h = h = * for all n and 
p. The above error equation can then be written as 

le	
e(s)ds = - j
	

e(s)ds	(i  

If n > 1, replace n by ri - 1 and c 1 by Cm, and subtract the resulting error equation 
from the one above, to obtain (after an obvious change of variables) 

f0 

ci	 1	 i 
e(s)ds = -e_i(s)ds + I e_ i,n _ 1 (s)ds + 

fci 
e_ i ,_ i (s)ds (3.4) 

J Cm	 JCm
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where we have set e	:= c I (j ) t ( l . On	 the regularity of x and Taylor's
formula allow us to write

In 

	

e,L , fl ( s) := e(t	+ sh) =	s	+ h m R,1, (s)	(s E (0,1])	(3.5)nj 
i=1 

where R, , (s) :=	 t	< Zp,n < 
Let the in x m matrices P and Q be defined by

' 

	

P:= (
	

and	Q:= 
(1C.- 

sj—'ds) 

and set T . ,, j,... ,n,m) E Rm . Substitution of (3.6) (and the expressions 
corresponding to other indices) into (3.5) leads to 

=—Q/91 + [P3) + Q)] + 0(htm)  

(n = 1,... ,M; 1, . . . , M). The matrix P is non-singular (it is essentially a Vander-
monde matrix), and Q has rank one. The non-trivial eigenvalue A,, of P'Q is found 
to be

Am = (_1)m+1	1 c1 

It thus follows from the elementary theory of difference equations (see, for example, [11: 
Section 3.3]) or [17: Section 4.2)) that (3.6) has bounded solutions (uniformly in ii, as 
N - oc and Nh=r for all i=0,l,...,M if and only ifp(P'Q)=IAI	1. 

The order reduction from in to m - 1 when A m = 1 (implying that in must be odd, 
and hence in > 1) is due to the fact that the expression for the general solution of (3.6) 
now contains a term of the form N 0(hm), .where Nh = r I 

Remark. If the continuity condition (3.1) does not hold for the given data k,g and 
in (2.4), then (3.3) and the order result will be valid only on compact subintervals of 

the form [ + e,+] (j.i = 0,1,... ,M) where c>O. 

4. Local superconvergence of collocation solutions 

The main purpose of this section consists in 

(i) studying the advantages of applying the collocation method directly to a given 
neutral functional integro-differential equation or to some equivalent form, and 

(ii) pointing to an important question whose answer is not yet known. 

As for (i) we shall show that in certain cases (but not in others) it is possible to achieve 
so-called local superconvergence on some finite subset of the interval on which the 
equation is to be solved. This survey of results that either have been established before
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or can readily be proved by the adaptation of classical arguments will allow us to see 
the above question in a wider perspective. 

In order to do this, we shall consider a neutral functional integro-differential equation 
which is more general than (1.5), namely the scalar analogue of the system (1.1) (with 
B0 = B1 = K = 0): 

(aoxt + f r

	

a i (s)x(t + s)ds = 1(t)	(0 < I <T)	(4.1) dt  

with x(s) = (s) (—r s 0). Suppose that u E 5rn+d(N) ( = 
= T) denotes a collocation approximation to the solution x of (4.1); depending on 
whether we use (4.1) directly or employ its differentiated form, 

ao x'(t) +	
(L a (s)x(t + s) ds) = 1(1)	(0 < I <T)	(4.2) 

or its integrated form,
0 

aox(t) + J a 1 (s)x(t + s) ds = g(t)	(0 <t <T)	 (4.3) 

with
g(t) := j f(s)ds +aox(0)+D 

where Do:= f°ai(s)cb(s)ds (see also (1.5) and (1.6)) as the basis for the numerical 
solution, the value of d will either be d = —1 or d = 0. 

Assume that for sufficiently smooth solutions this collocation solution satisfies 

li x - u ii := sup ix(t) - u(t)i = 0(h') 
IC! 

for some p > 1 (usually - but not always: compare Theorem 3.2 - we have p = m). If 
there exists a finite subset Tk of I so that 

max ix(t) - u(t)i = 0(h")	for some p > p,	 (4.4) 
I C T1, 

whenever x has sufficient regularity, then u is said to be (locally) superconvergent on 
Tk of order p. Obvious candidates for T are given by the mesh points in (, +'], 

T=IN:={t: 1<n<N and 0<<M
I
	 (4.5) 

and the collocation points,

= XN := 

with x' as introduced in (2.5). 
Consider first the set IN: for which equivalent forms of (4.1) is local superconver-

gence possible?
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Theorem 4.1. Suppose that a 1 e C m [_r, O) , with a l (0) > 0, 1 € Cm+l(I), 
and 0 € Cm--c[_r,O] for some r, > 0. Assume that the integrated form (4.3) of (4.1) 
with a0 = 0 is solved by collocation in S(fl) ( = 0, 1,. .. , M). Then: 

(i) There do not exist Points {c 1 } with 0 < c 1 < ... < Cm < 1 for which

	

max Ix(t) - u(t)I = 0(h")	with p > m. 
t E IN 

(ii) If g(0) = DO = 0, and if the collocation parameters {c} are given by the zeros 
of the polynomial (s - 1)P,',,(2s - 1) (the m Lobatto points in the left-open interval (0, 1]; 
Pm(2s - 1) denotes the shifted Legendre polynomial of degree m), then 

max Ix(t) - u(t)I <Ch 1	 (46) 
I E PN 

whenever m is odd and K 1. Here, the set PN is given by 

PN:={t=t+—_:0nN_1 and 0<i.t<M}. 

The order p = m + 1 in (4.6) is best possible. 

The proof of these assertions is based on an essentially straightforward modification 
of the arguments in the proof of Theorem 3.2 and those given in [6: Section 5.51 . Details 
are left to the reader. 

Example 4.1. If u E S(ll) (m = 1) and c 1 = 1 (hence t + ci h = 
and if we denote the restriction of u to the subinterval (t,i 1 ] by u 1 , then the 
collocation equation corresponding to (4.3) with a0 = 0 is given by 

h I al ( h ( s - 1))ds u	+ h	
Ial(t - t

i + sh)ds u 1 = G(t 1 ) (4.7) 

(n=0,1,...,N—1 and p=0,1,...,M),with 
N-I	I 

c 't i a+i) .- g(t 1 ) - h	f ai (t'	(M)	 (P-0
t	- t n+i + sh)ds Ut+i 

Jo 

Since a 1 is continuous and satisfies a 1 (0) > 0, u 1 is uniquely defined for all sufficiently 
small h	> 0. According to Theorem 4.1(u) we then have 

max I x (t, ) -	< Ch  
(n,) 

whenever the solution x is sufficiently regular: at the midpoints of each subinterval 
[t,t 1 ] the collocation solution has an 0(h2 )-error, while at the mesh points the 
collocation error is in general only 0(h). 

Is local superconvergence on IN possible if a0 0 0 in (4.3)? If collocation is at the 
Gauss points (i.e. if the {c} are given by the zeros of the shifted Legendre polynomial 

- 1)), then the answer is again in the negative: a local order p > p = in (e.g. 
p = 2n-i) can be attained only by applying a certain postprocessing method to u.
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Theorem 4.2. In (4.1) assume that a 0 56 0,a 1 e Cm+(I),f e Cm+_i(I), and 
E C m+[_r , 0] for some integer K > 0. Let u E Si.(l14) ( = 0,1,... , M) be the 

collocation solution to the integrated form (4.3) of (4.1). 

(i) If collocation is at the Gauss points, then 

	

li x -	<Chm	and	max Ix(t) - u(t)I <Chm. 
i C IN 

In other words, collocation at the Gauss points does not lead to local superconvergence 
at the mesh points for (4.3). 

(ii) The iterated collocation solution corresponding to the above collocation solution 

u 1 (i) :=	(9(i) -f a i (s)u(t + s)ds)	(t E I) 
ao 

satisfies

	

li x - u	<Chm+i	and	max lx(t) - uj(t)l Ch" tEIN 

whenever k > in. 

Proof. Part (i) and the local superconvergence result in (ii) (P = 2m) were es-
tablished in [2]. In [7] the global superconvergence result (p = m + 1) was proved for 
second-kind Volterra integral equations without delay. The technique used in that proof 
is readily extended to encompass linear Volterra integral equations with constant delay 

>01 
Consider now (4.2), the differentiated form of (4.1), with a0 54 0, and assume that 

a 1 is smooth on I. We may then write the equation as 

x'(t) + a i (0)x(t) - a i (—r)x(t - r) + j a, (s - t)x(s) ds	1(t)	(t E I) 

where we have assumed that a0 = 1. 

Theorem 4.3. Let the assumptions of Theorem 4.2 with K = in hold, and assume 
that the solution of (4.7) is approximated by collocation in S(fl) (i = 0,1,..., M). 
If the collocation parameters {c,} are the Gauss points, then 

max lx(t) - u(t)l 
IC/N 

that is, the collocation solution exhibits local superconvergence of (optimal) order p = 
2m > p = in at the mesh points. 

Proof. For the special case where a(t) 0 equation (4.7) reduces to a delay 
differential equation for which the above assertion is well known (see, for example, [21] 
and its references, especially to the work of Bellen (1984)). 

If a', (t) 0 0 but a 1 (—r) = 0, the superconvergence results of [2] apply. The local 
superconvergence property (4.8) for the general case follows by combining the ideas 
behind the proofs for the two particular cases I
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5. Concluding remarks 

Rewriting the given neutral functional integro- differential equation (4.1) in one of the 
forms (4.2) or (4.3) requires a integration or differentiation step which in certain con-
crete practical situations may not be carried out analytically However, the "direct" 
discretization of equation (4.1) (and its more general counterpart (1.1)) remains to be 
studied. The problem is even more difficult when a 0 = 0, since necessary and suffi-
cient conditions (analogous to (3.3) in Theorem 3.2 for regular kernels) for the uniform 
convergence of collocation solutions to (1.5) or (1.6) are not yet known (see also [41). 

The numerical solution of the weakly singular neutral functional integro-differential 
equation (1.5) has been studied in [12], using the semigroup framework ([8, 9]; also [15]) 
underlying this functional equation: its underlying idea is the rewriting of (1.5) as a 
linear first-order hyperbolic partial differential equation with non-local boundary con-
ditions. The low regularity of the analytical solution (which, in general, has unbounded 
derivatives at the points = zr) leads to low-order numerical approximations if the 
discretization is based on uniform meshes. 

This is also true for collocation solutions u E S.(fl) ( = 0, 1,... , M): for 
any set {c} of collocation parameters for which u converges uniformly to the solution 

of (1.6) (subject to the continuity condition (3.1)), the result on the optimal order of 
convergence in Theorem 3.2 reduces to 

x - uII, Ch 

regardless of the value of in > 1 (see also 14]). This is due to the fact that at t =
JA 

the solution x of (1.6) behaves like (t -	and thus has an unbounded derivative at 
. If m = 1 and c 1 = 1 (see Example 4.1), we have uniform convergence of u to x, and 

hence the orders of global and local convergence (at the midpoints PN = { t + 
are given by.

Ix - u II	Ch'	and	max Ix() - u(t)1,5 h2, i C PM 

respectively. 

For collocation solutions in the space Si(H) these low orders of convergence 
can only be raised to that given by the approximation power of the space if graded 
meshes of the form (2.1), with grading exponent q = ¶, are employed. The use of such 
meshes in collocation methods for the equation (1.5) and the corresponding first-kind 
Volterra integral equation (1.6) is currently being. studied by T. L. Herdman and the 
author. 
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