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Variational Integrals on Orlicz-Sobolev Spaces 
M. Fuchs and V. Osmolovski 

Abstract. We consider vector functions u : R'j Q -* R' minimizing variational integrals of 
the form fn G(Vu)dx with convex density C whose growth properties are described in terms 
of an N-function A: [0,) -* [O,00) with Iimsup_ A(t)t2 <00. We then prove - under 
certain technical assumptions on C - full regularity of u provided that n = 2, and partial 
C'-regularity in the case n 3. The main feature of the paper is that we do not require any 
power growth of C. 
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1. Introduction 
Let Q denote a bounded domain in R" (ri > 2). For a given function u 0 : aS2 -, 
we consider the variational problem 

to find u E K such that 1(u) infKl	 (1.1) 

where the class K consists of all vectorial functions agreing with u0 on Ô1 and the 
energy I is given by the expression 

1(u) = j G(Vu) dx. 

We impose the following conditions on the integrand C: R -* 

G is of class C 2 .	 ( 1.2) 

There exist constants A,A >0 and j >0 such that, for all matrices E,F E RnN, 

A(1 + E 1)"IF I 2 < D2 G(E)(F, F) A I F I 2.	 (1.3) 

There is an N-function A and positive constants a and b such that 

G(E) a<	 (1.4) 
- A(IEI) 
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is true for all matrices E whose norm is sufficiently large. 

Our main concerns are the existence of solutions to problem (1.1) and their regularity 
properties. In standard variational calculus (see, e.g., [2, 4, 9, 10] and the references 
quoted therein) the answers to both questions are closely related to the growth behaviour 
of the integrand C which means that C is required to be of power growth for some 
exponent p ^! 1, i.e. (1.4) holds with A (I E I) replaced by 1EV' and the corresponding 
version of (1.3) reads 

.X(1 + IEI)" 2 lFI 2 D2 G(E)(F,F) 5 A(1 + IEl)2lFI2 

Of course, there are various ways of formulating a power growth condition for the 
integrand G but in all cases the density G(E) is asymptoticaly close to some well-
behaved integrand like (1 + J E 1 2 )"2 (E E R"'). As a consequence the natural space 
for problem (11) is the Sobolev class Wl(cl,RN) and the existence of a minimizer u 
immediately follows with the help of the direct method. The p-growth condition is also 
used to investigate the regularity of the minimizer u via local comparison on balls B C ci 
with the minimizer v of fB ( 1 + JVvI 2 )"'2 dx for boundary values U: assuming that some 

'mean oscillation of Vu on B is already small, it is possible to transfer some of the good 
regularity properties of v to the solution u by the way proving at least partial regularity 
with a possible set of singularities which is closed and of vanishing Lebesque measure. 
• In our case C is not of power growth for a fixed exponent p ^: 1: from (1.3) it 

only follows that C is of subquadratic growth, i.e. we have limsup IE1 ,c, I:j$ < 00, 
and, using the first inequality in (1.3), grows at least like IEl 2	as J EJ -' co. Instead 
of power growth we require condition (1.4) which of course is much more flexible, for 
example we can consider the special case C(E) = E I ln( 1 + IEI), i.e. A(t) = I ln(1 + t), 
for which (1.3) holds with it = 1. Condition (1.4) also suggests the correct class in 
which we have to solve variational problem (1.1): K has to be chosen as a subclass of 
the Orlicz-Sobolev space W(ci, RN) generated by the N-function A. When studying 
the smoothness of minimizers we can not rely on the local comparison with the smooth 
minimizer of some frozen functional. Using different methods we obtained (see Theorems 
6.1 and 6.2 for a precise formulation) the following 

Main Theorem. Let conditions (1.2) - (1.4) hold and consider the solution u of 
problem (1.1) in .K fl W(ci, Rr'). 

a) If ii = 2 and p < 1, then u E C"°(ci,R'') for any 0< a < 1. 

b) Let n > 2 and suppose p < . Then there is an open set ci 0 in ci such that 
IQ - cio I = 0 and u E Cla(ci0, R') for all 0 < a < 1 where I I denotes the Lebesgue 
measure. 

Regularity results under "general growth conditions" are mainly known for scalar 
problems (N = 1) and established with the help of the Hilbert-Haar method (see [13]) 
which uses convexity of the domain ci and some smoothness properties of u 0 in a very 
essential way. So for convex domains ci, for Lipschitz boundary data u0 and under 
the assuption that N = 1 we have C'-regularity of the minimizer u of the logarithmic 
energy fn lVulln(1 + lVuI)dx in any dimension n but we do not know if the same result
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is still valid without the hypothesis imposed on Q and u 0 . (In fact, our Main Theorem 
is true just for local I-minimizers from WA .) The question of regularity is also adressed 
in the paper [12] of Marcellini still concentrating on the scalar case but dealing with 
local minimizers and general growth conditions. For example, he considers the integral 
fo jVu' ln(1 + I Vu I) dx for p> 1 but his arguments do not cover the limit case p = 1. 

In the vectorial setting N > 1 there are even less references for (partial) regularity 
under general growth conditions: motivated by concrete examples from fluid mechanics 
and plasticity theory G. Seregin and the first author investigated the logarithmic model 
fn J Vul1n(1 + IVuI)dx for functions u : Q - R'' (see [7, 81 and also [6]) and proved 
full regularity of local minimizers for the two-dimensional problem (n = 2) and partial 
regularity up to dimension 4 (note that this is a slightly stronger result than statement 
b) of the Main Theorem). The present paper now describes the situation for integrands 
G satisfying conditions (1.2) - (1.4). In Section 2 we give a brief review of Orlicz-Sobolev 
spaces, in particular, we collect some technical lemmas which are used frequently. Next 
we show that our variational problem is well-posed on the corresponding class. Section 
3 also introduces a regularisation of problem (1.1) and, as a byproduct, we obtain 
in Section 4 higher integrability of Vu which together with certain Caccioppoli- type
inequalities (see Section 5) forms the basis for the regularity proof. The proof of the 
Main Theorem proceeds in two steps: we first consider the case n = 2 following a 
technique of Frehse and Seregin (see [61), the general case n > 3 is based on a blow-up 
lemma for the squared mean oscillation of Vu. 

We wish to mention that a version of the Main Theorem for integrands with su-
perquadratic growth is in preparation. As remarked earlier it would be of great interest 
to give optimal results for scalar problems: our arguments do not distinguish between 
vectorial and scalar functions and we conjecture that in the case N = 1 the singular set 
should be empty for any dimension n. 

Acknowledgement. The second author acknowledges support from INTAS, grant 
No. 94-1376. 

2. Preliminaries on Orlicz-Sobolev spaces 

For a detailed account of the general setting we refer the reader to the book of Adams 
[1], we concentrate on some technical lemmas and recall some definitions. Following 
Adams we fix some N-function A: [0, oo) - [0, co) having the following properties: 

(Ni) A is continuous, stricly increasing and convex. 

(N2) limgjo $!l =0 and limj	= cc. 

(N3) There exist constants k, to > 0 such that A(2t) kA(t) for all t 2 t0. 

In standard terminology (N3) means that A satisfies a 2 -condition near infinity. It is 
easy to see that (N3) implies the inequality 

A(At) < A(Ato) + (i + k4)A(t)	 (2.1) 

being valid for all )t,i 2 0.
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Let ci C lR' (n > 2) denote a bounded domain. The Orlicz space LA( Q ) is given 
by

{u: ci —* R measurable j A(u)dx 

LA( Q ) together with the Luxemburg norm 

II U IILA(n) = inf {i > o j A (-11ul ) dx <i} 

carries the structure of a Banach space. For u 54 0 the function (A) = fo A(A Jul) dx 
> 0) is strictly increasing with (0) = 0 andW(oo) - = oo. Continuity of W follows 

from Lebesgue's theorem on dominated convergence (an integrable majorant is given by 
(2.1)), hence there exist a unique number A such that A) = 1. From the definition 

JILA it follows that

JA(_lul )dx=1	 (2.2) 
fi	IIIIL. 

and equation (2.2) is valid for any u E L A( ci ), u 54 0. 

Lemma 2.1. Consider a sequence {Um} in LA(Q) such that fç A (I u ml) dx - 0 as 
m — oo. Then we have: 

a) fAIum I)dx—* 0 asm-400 for any >O. 

b) limm.. II tt mIILA = 0. 

Proof. The statements can be deduced from (1: Section 8.13) or [11: Lemma 
3.10.41. For the readers convenience we sketch the simple proof. 

a) It is enough to consider the case ) > 1. Passing to a subsequence if necessary we 
may assume that A(IUm(x)I) —* 0 for a.a. x E Q. Let us fix 5 > 0. Then, by Egoroff's 
theorem, there exists a measurable subset E6 of ci such that IE6I S and A(I uml) 0 
uniformly on ci \ E6 . Property (Ni) implies that also lUmP —* 0 uniformly on ci \ E5. 
Recalling (2.1) we see that 

fn
^ J	A(Aum)dx + J [A(t) + (k4')A(Iuml)]dx 

E6 

A()umP)dx + A(t0 )S + (1 + k4+1)J A(IumI)dx 
fl\E6 

A(Ato)S 

as m — , hence 

0 < liminff A( \ P U mI) dx <lim sup J A(I u ml) dx <A(Ato)S 
M-00moo 

and statement a) of Lemma 2.1 follows.
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b) We argue by contradiction and consider a subsequence { Urn } such that I I Urn lIL A (Il) 
> S for some 8 > 0. But from (2.2) and statement a) of the lemma we obtain 

1=JA(_hzrnl
 )dX_<fA(!IUrnI)dX0 

II U mIILi	 8 
as in -* col 

For a function v E L'(R") we introduce its mollification 

vp(x) 
= f w,(x - y)v(y) dy	(p> 0) 

	

where w is a smooth function supported in the unit ball such that w 2 0 and	dx =
1. We let .i(x) = p"w(). The next lemma then follows from [1: Theorem 8.20 and 
Subsection 8.141. 

Lemma 2.2. Let the measurable function u R" - R vanish outside the domain 
and assume in addition that u E LA( fZ ) . Then U -* u in LA() as p 1 0. 

Proof. From Jensen's inequality we infer 

A (I U p(x )I) 5 A (j i(x - y)Iu(y)l dy) 

w(y - x)A(Iu(y)I)dy	 (2.3) 

= [A(IuI)]p(x). 
If the statement of the lemma is wrong, then we can find a sequence Prn 1 0 and a 
number e > 0 such that fo A(Iu p — u I) dx 2 c for all in E N. From -UIILI(fl) 0 
we get up_ (x) -+ u(x) a.e. on Q at least for a subsequence. Let us fix S > 0. Then, 
for a suitable measurable set E6 with IE6 I <8, we have Un,,, -p u uniformly on Q \ E5. 
Next we use monotonicity and convexity of A to see that 

C 10\E6 A( Iu - u I) dx + 46 A( lu - uI)dx 

^ J A(	_ u D dx +J A(2IupmI+2Iul)dx 

A(u _ U I) dx +J A (2 I U PmI) dZ +J A(21u1)dx 2 E6	 2 E6 

and according to (2.3) we get the inequality 

e J	A( Iu - u I) dx + JE, [A(2IU1)] pm dx + f A(2Iu1)dx 22 

- u I) dx + J [A (2 1 U 1)]pm - A(2 1 u 1)I dx + J A(21u1)dx. 
fl\E6	 2 

Since A(21u1) E L'(1), the last integral is bounded by provided 6 is sufficiently small. 
In this case we obtain the contradiction 

f A(u - u I) dx + f I[A(21U1)]pm - A(2IU1)I dx	0 2 
as in -* ccl
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With similar arguments (compare also [11: Theorem 3.15.4]) we deduce the following 

Lemma 2.3. Consider u E LA(fl) and extend u to R" by letting u = 0 outside Q. 
Then

	

IIu(x + h) - u(x)IILA( c ) -40	as h - 0,h € RTh. 

Proof. If the statement of the lemma is wrong, then we can arrange 

jA(u(x + hm) u(x)I) dx > e 

for a sequence hm -' 0 and some e > 0 (compare Lemma 2.1). Clearly, II u ( x + hm) - 
u(x)IIL I (fl) -* 0 and as before we can arrange Iu(x + hm) - u(x)I - 0 uniformly on 
Q \ E6 , E5 C S1 with IE6 I <. The properties of A imply 

jA(u(x + hm) - u(x)I) dx 

^ J	A(u(x + hm) - u(x)I) dx + J A(21u(x + hm)I) dx + J A(2u)dx 

= f	A(u(x + hm) - u(x)I) dx + J A(21u1)dx + f	A(21u1)dx. 

	

2 E6	 2 (E6\4)tfl 

Recalling A(2 1 u 1) € L'() we can fix S in such a way that the last two integrals are 
bounded by. This gives

J A ( I u (x + hm) - u(x)I) dx 0 
2 

as m - oo, and the lemma is established U 

After these preparations we introduce the Orlicz-Sobolev space 

W(1l) = {u: - R measurab1e u, Vul E LA(Q) 

which together with the norm 

l u ll W(fl) = ll U IILA(c) + IIVtLIILA(fl) 

is a Banach space. (Of course, A is still required to satisfy conditions (Ni) - (N3)). We 
further let

= closure of Cg'°(cl) in W() with respect to . lIw(n)• 

The main result of this section is the following
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Theorem 2.1. Let Q denote a bounded Lipschitz domain. Then 

= W(1l)n wi) 

Proof. We choose functions .Pj E C'°(R") (1 j M) according to ( j ^! 0 and 
ça,	1 on &. We may further assume that in the, case	= Ol fl supp j76 0 

the set	after rotation and translation, is the graph of a Lipschitz function f, more
precisely, we assume that 

SUPP2j C Br12(0) and ci = fl Br(0) = {y E R'I II <r, y,, > f(y')} 

with f satisfying If() - f()I Ljy, - y I. Here we write y = (y' , y,,) for points y in 
R'2 . Then, for y E Qt and h > 0 sufficiently small, we get z = (yi,... ) i-1, f(y')+h) E 
Q,. and

2	 1 

	

dist(z,5flBr(0)) ^ (i_ 
L 

1L2) h vl+L2	
(2.4) 

For proving (2.4) let z 1 E ôI fl Br(0), i.e. z1 = (y , f(y )). Then 

I	l Iz _zil2 = I y , — yil 2 + (f( y ')+ h_f(y))2 

- y - y I 1 2 + (f(y') - f(y )) 2 + 2'v,- h zr (f (y')- f(y)) + h2 

>(1_E)h2+Iy1_yI2{1_L2+L2}, 

and with e = j. fi the claim follows U 

Let us now consider u E WAI 	fl VVII 	We want to show that there exists a
sequence {um } in Cr(l) such that 

UUmIIW 1 (fl)_40	as m— oo. 

To this purpose we write u = 	Ul , u = Wiu E W(). Then it is sufficient to 
prove that for each j = 1,. . . , M there is a sequence {u} in C'°(fl) with the property 

IIUU ,JIw(cz)—*0	as 

In this case Urn = u, has the desired property. 
If supp u fl an = 0, we choose a sequence p,, 10 and define u' = (u' )m E C'°(Q) 

(at least for large enough rn) The desired convergence follows from Lemma 2.2. Assume 
now supp cpj fl Ol	0 and let us use the notation introduced before. We further let 

0 outside Q and define 

u(x) = u'(x - he n )	where en 	(0,. . . , 0, 1). 

For h > 0 sufficiently small we have uj E WAI 	flW'(l) and according to Lemma
2.3 we know u - uj in W(l) as h 1 0. Thus there exists a sequence hm 1 0 such
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that Iu	- U' 11	(f') < -. Let 0 < p <	Then (see (2.4)) (u) E Cc'°(fZ) 
and (compare Lemma 2.2) (u) —4	in W() as p 10. Hence we can select a 
sequence Pm 10 with the property

1 
II(uL)pm ULIIW.14(cl)	2m 

and we may therefore define ui,, = (u ),,. This proves the inclusion 

Wl) fl g'1'(cl) C 'iT). 

The opposite inclusion is a direct consequence of property (N2): first observe that 
H u m - UIIL A (n) -, 0 implies convergence in the sense that f1 A (I u m - u I) dx - 0 which 
follows from convexity of A together with the definition of II LA But property 
(N2) then shows that fn lum - u  dx - 0. So, if Urn e C'°() converges to u E WI) 
in the norm of this space, then the above argument shows hUm - u hJ wt(0) - 0, i.e. 

E	 WAI  

We finish this section with the following inequality of Poincaré type. 

Lemma 2.4. For u e iT () we have the inequality 

U IIL A (jl) < d VUIILA(n), 

d denoting the diameter of Q. 

Proof. We just consider the case u E C(l) and assume that Q is a subdomain 
of the cube [0,d] Th . Then 

Zn 
to 

u(x',x) 
J

—u(x ,t)dt, xn 
0 

Jensen's inequality implies

d 

hence hu(x)h 
< JhVu(x' t ) I dt (1>0). 

Id -
0 

d 

_____	 hIVul"A(It) <JA(—j—) dx 
Id	d 

0 

and therefore (choose I = hIVuIILA()) 

jA( 1J) dx<jA ( Vu 1) dx=1 

which can be seen by integrating the foregoing inequality over E0,d]'' with respect to 
the variable x' followed by an integration over [0, d] with respect to x. From the last 
inequality we get l U ll LA(Q)	id = dli VullLA(cl)
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As a consequence of Lemma 2.4 we see that II V ILVi ( ci ) = II Vv IJLA(n) is equivalent to 
the original norm on W(S2). 

Remark 2.1. For later purposes we note that for any function A satisfying (Ni) 
and (N2) there exists a complementary function A' satisfying (Ni) and (N2) too, such 
that

fn 
I uv l dx <2 II u IIL4(n)II v IIL 4 .(o)	 (2.5) 

for all u E LA(l) and v E LA . (cl ) (compare [1]). 
Remark 2.2. The embedding W2) - W1'(cl) is continuous. 
Remark 2.3. It is easy to see that all results of this section extend to vector 

functions u: 

3. An existence theorem for convex variational problems 
on Orlicz-Sobolev spaces 

Let G: RnN - R be a function with the following properties: 

C is convex on the whole space R n ".	 (3.1) 

There exist positive constants Ci , C2 and a function A satisfying (Ni) - (N3) such that, 
for all E E RnN,

C1(A(IEI) - 1) 5 G(E) 5 C2( A(I E I) + 1).	 (3.2) 
For a bounded Lipschitz domain Il C R'1 and a given function u0 E W(l, Rtv) we 
introduce the convex class

K = u 0 + 1V(cl, RN)	 (3.3) 
on which the functional

1(u) = fn 
G(Vu) dx 

is well defined. 
Theorem 3.1. Under the assumptions (3.1) - (3.3) there exists at least one solution 

to the problem
to find u E K such that 1(u) = InfKI.	 (3.4) 

If C is strictly convex, then the solution is unique. 

Proof. Consider a sequence {um} in K such that I(um) .. = inf K I 2 —C1 as 
m - oo. According to (3.2) we have 

fA(Vu)dx <,8 <00	 (3.5) 

for some constant 1 3 independent of m. Assuming 3 2 1 and using convexity of A we 
get

/1	\	i A	IVUml) <A(IVumI)
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which together with (3.5) implies II V tL rnIILA(1l)	P. Applying Lemma 2.4 to Urn — UO
we arrive at

IIUmIIW(0) < (diamQ + 1) [0 + II UOIIW I (fl)] .	 (3.6) 

Using compactness of the embedding W11 (Z, RN) ..., L'(cz, RN) together with Remark 
2.2 and (3.6) we find ü in L'(, RN) such that Urn —* ü in L 1 (cl, RN) (for a subsequence). 
On the other hand, property (N2) of the function A together with (3.5) gives the ex-
istence of V E L I (fZ , RTth') such that VUm — V in L 1 ( l , R tv ) (for a subsequence). 
Clearly, V = Vu, hence Urn — ü in the space RN). Since Urn — uO E 0/11 (ci, RN), 
we get ü — Uo E W?(ci,R N ). According to Maiur's lemma we can arrange 

N(m) 
Vrn = E C"Uj — ü	in W11(ci,R") 

for suitable sequences N(m) E N and c3rn 2 0 wit >j-rn
N(m) crn = 1, and for some subse- 

quence we may also assume VVrn —* Vu a.e. on Q. Let e > 0 and select in0 such that 
I(urn) <7 + e for all m 2 m0. This implies (in 2 mo) 

(N(m)	\	N(rn) 
I(Vrn)JG 	C'VU dx	crfG(VUi)dx<7+e

j=rn	)	jrn 

i.e. fG(Vvrn)dx<7+eform>mo. 
Applying Fatou's lemma (recall that according to (3.2) G is bounded from below) 

we deduce 1(u) < , which shows that Vu is of class LA(ci, R" N). Recalling (3.6) we 
have SUPm II U mIILA(fl) < 00. Passing to a further subsequence we may assume Urn . U 

a.e. on ci and by quoting Fatou's lemma one more time, we get fn A (I u I) dx < oo so 
that ü E W(1l , RN ) . Finally, we observe ü — u0 E WAI fl W,' (Q, RN) and Theorem 2.1 
implies ü — u0 E W(ci,R''), i.e. ü E K. Thus ü is a solution to (3.4). Uniqueness for 
strictly convex G is immediate U 

Next we introduce a suitable regularisation of problem (3.4). To this purpose we 
assume from now on u0 E W(ci,R") (see (3.3)) and define for 8> 0 

G 5 (E) = IEI 2 + G(E)	(E e R') 

In addition we require that C is subquadratic, i.e. there exists a constant C3 such that 

G(E) :S C3(1 E 1 2 +1)
	

for all E e R"'.	 (3.7)

We then discuss the variational problem 

	

Io(w) = 
j G

5 (Vw) dx - mm
	

in K' = tLo +	(ci, R!v).	(3.8)
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Lemma 3.1. Assume that C is strictly convex and let (3.2) and (3.7) hold. Let 
ub E K' denote the unique solution of problem (3.8). Then, as S 10, we have 

U 6	 ü in Wi (Q,R N ),	5 IvU52	—* 0,	Iö(u) --+ 1(ü),
in 

ü E K denoting the unique solution of problem (3.4). 

Proof. From (3.2) and (3.7) we get the growth estimates 

lEl 2 - Ci G6 (E) ( + c3) E l 2 + C3, 

hence (3.8) is well-posed and due to the strict convexity of G 6 has a unique solution u. 
From

	

I6 (u) Is(uo) Ii (uo)	together with	A (IE I)	-G(E) + 1 

we deduce
in A(lVu b 1) dx < M < oo	for all 6E(0,11, 

and as in the proof of Theorem 3.1 we find a sequence 8rn 0 and a function ü E W1l (fl , R N ) such that (urn u6_) 

	

rn -* ü in Ll(,RN),. Vu,,,	Vu in L'(,R'), U - u0 E w11 (ci RN) 

Moreover, 1(ü) liminfrn...I(um), i.e. VU E LA(cZ,R1N ), and by repeating the 
arguments from the proof of Theorem 3.1 we find that ü € K. We further have the 
chain of inequalities 

1(U) :^ liminfl(urn) <liminflö m (urn)	< Tj	72 = Jim sup l6 ,,(urn) :^ 1(w) 

	

M-010 rn-.00	 rn-.3 

being valid for any w E K'. Consider v € K. Then, by Theorem 2.1, there exists a 
sequence W m E C0°°(Cl, RN) such that rn v - u0 in W(l, RN). Let Wrn = UO + 
Then Wrn -* v in W(ci,R''). The functional I is convex and locally bounded from 
above on the space W(ci,R'), hence continuous, so that I(Wm) -* 1(v). Therefore, 
ü is I-minimizing in K which means ü = ü. Moreover, u -p ü in W?(ci,R v ) as S 1 0 
not only for a subsequence, and 1(U) = 71 = r2 , i.e. 1(U) = 1im 10 Io( u ö) . Using 
1(ü) 5 I(u 6 ) 5 Io(uö) we see I(u6) -* 1(U) and f1- lVu6 1 2 dx -* 0 as S 1 0, and the 
proof is complete I
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4. Higher integrability of the gradient 

Assume that (3.2) and (3.7) hold with A satisfying (Ni) - (N3). Let A* denote the 
N-function complementary to A. In this section we require the following structural 
conditions for the integrand G:

G is of class C 2 (RT1N ) .	 (4.1) 

There is a constant C4 > 0 such that 

	

Q1 2 ID2 G(Q)I C4 (G(Q) + 1)	for all Q E R N	(4.2)

With suitable constants A > 0 and z > 0 we have 

	

D2 G(Q)(E,E) ^! A(1 + IQI)IE I 2	for all E,Q E R'	(4.3) 

There is a constant C5 > 0 with property 

	

A*(IDG(Q)I) C5 (A(IQI) + 1)	for all Q E <	 (4.4)

Note that (4.2) together with (3.7) implies boundedness of D 2 G 

Lemma 4.1. Let the conditions (3.2), (3.7), (4.1), (4.2), (4.3) with z < 2 and (4.4) 
hold and consider the solution iz of problem (3.4) with u 0 e W(Q,R''). Then we have 
h = (1 + IVuI)'/ 2 E W2'10(cl). 

Proof. For l 1 consider the regularized problem (3.8) whose solution u 6 is of class 
W ,10 ( cl , R") which can be seen by applying the standard difference quotient technique 
(compare [9]). From the weak form of the Euler equation we infer after integration by 
parts

in 
D2 G6 (Vu 6 )(VOu,V)dx = 0 

being valid for a = 1,... ,n and any 4 E Wl,R") with compact support in ft We 
insert I = t7 25u (0 ij 5 1,77 E C(1l)), and get with standard calculations (from 
now on summation with respect to a) 

J
77 2 D2 G 6 (Vu 5 )(VO0 u 6 , Vôau 6 )dx = _2j 17D 2 GÔ(Vu 6 )(VaQ u, Vij 

Using
ID  G5 (X)(Y, Z)I (D2 G 6 (x)(Y, Y)) 112 (D2 G5 (x)(z, Z)) 

1/2 

and (4.2) we deduce 

f77 2 D2 G 6 (Vu 6 )(Vôau 6 , Va 6 )d < c i ()j ID2 G 5 (Vu 6 )IIVuoI 2 dx 

<c2( ri){j 61Vu6I2 dx + I( u 6) + 1}.
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By Lemma 3.1 this implies the bound 

j
D2 Go(Vuo)(VOus,Va0 u 5 )dx 5c3 (0*) < 

for any subdomain ci cc Q with c3(*) independent of 5. 
Using (4.3) we arrive at 

/ (1 + I Vu6I)IV2u 6I 2 dx <- C4(11*) 

Let h 5 = (1 + IVu 6 I) 1 '2 . Since p < 2 we have IVhoI	(1 - )(i + JVU6I)'2lV2ti6 I, 
hence

J Vh52dx < c5 (V).	 (4.5) 

By Lemma Lemma 3.1 the sequence {h 5 } is bounded in L 1 () which together with (4.5) implies 
local boundedness of {h6 } in W ,10 ()). Thus there exists h E W ,10 () such that 

- h in W ' i0 (cz) as 8 j 0 at least for sequence S j 0. We want to show that 
h = (1 + IVü1)/ 2 . To this purpose we write 

Iö(u) - 1(11) 

= 1 IVu6I2dx+I(u6)_I(u) 

= j Vu5 2 dx + in DG(Vü) (Vu 5 - Vü)dx 

+ J / D2 G((1 - i)Vü + tVuö)( Vu 5 - Vu, Vu 5 - V71)(1 - t)dtdx. 

From (4.4) we get IDG(Vu)I E LA' ( f2 ) and recalling Remark 2.1 we see that 

fn DG(Vü): Vw dx = 0	for all E W 1 (1 RN)	 (4.6)

Inserting (4.6) into the formula for Ió(u) - 1(ü) and using Lemma 3.1 we obtain 

f / D
2 G((1 - t)Vü + tVuö)( Vu 5 - Vu, Vu - Vü)(1 - i)didx - 0 

as S 10. But then (see (4.3)) 

	

j(i + Vusi + IVü I) -1iVu
6
 - Vü1 2 dx -i0	as S 10, 

and therefore

	

(1 + IVU61 + IVuI) — IVus - Vu1 2 - 0	a.e.	 (4.7) 
at least for a subsequence. We may assume that also h 5 - h a.e. on Q which means 
that Vuô(x) has a finite limit for almost all x in ft But then (4.7) implies Vu 5 -+ Vu 
a.e. and we get the desired claim h = (1 + IVuI) 1 ' 2 E W 0 () I
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The embedding theorem implies the following 
Lemma 4.2. Under the assumptions of Lemma 4.1 we have Vu e R) 

for any p < c, if n = 2, and for p 2, if n 3, z < 1 . In the case of n> 3 we can 
take p = (2 - 

5. Some inequalities of Caccioppoli type 
In this section we give appropriate versions of Caccioppoli type inequalities for our 
variational problem (3.4). 

Lemma 5.1. Let conditions (3.2), (3.7), (4.1), (4.2), (4.3) with j.i < I and (4.4) 
hold. Let ü denote the unique solution of problem (3.4) with u 0 E W(11 , R N ) . Suppose 
that the ball BR(xo) is compactly contained in ft Then, for any 0 < t < 1 and any 
Q E R"', we have the estimate 

f IV(, + IVuI) I2 I 2 dx < c(1 - t)2R2 J ID2 G(Vu)I IVf, - Q12 dx 

B,R(XO)	 BR(zo) 

with c independent oft and R. 

Proof. As before we make use of the 5-approximation introduced in (3.8) and 
observe the equation (summation with respect to a = 1,... , n) 

f D2G a( Vus)(V& uo, V (ii 2 [aauo - Qa])) dx = 0	 (5.1) 

BR ( z a) 

valid for 77 E Co'(BR(xo)), 0	1, 77 = 1 on BaR(xo), IV771 :5 c i (1 - t)'R 
Similarly to the proof of Lemma 4.1 we deduce from (5.1) the estimate 

J 712D2G6(Vu6)(V5au6, 
B(z0)

	

<c2IIViII	
1 1 6

 I Vu 6 - Q1 2 + ID2 G(Vu 6 )I Vu6 - Q12}dx. 
BR ( x a) 

Let h 6 and h denote the functions introduced in the proof of Lemma 4.1. Then the 
foregoing inequality implies 

J IVh 6 l 2 dx < c3IIVijlIoo f {svU6 - Q1 2 + D2 G(Vuo)I Vu6 - Q1 2 }dx 

B,(xo)	 BR(xo) 

so that (recall Lemma 3.1 and h 6 - h in W,10(l)) 

	

J  IVhI 2 dx	c3II V iiIIoo liminf J ID2 G(Vu 6 )I VU6 - Q1 2 dx. 

B R (z 0 )	 BR(xo)
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From (4.5) and the following considerations together with our assumptionwe find 
some p> 2 such that f. IVu 6 I' dx <c4 (ci) < oo for any subdomain ci CC Q. Hence 
we deduce JVU6 - Q1 2 EJ in L(Q) for some e > 0 and a function ® in this space. 
But Vu 6 —* Vu a.e. as 6 10 implies 0 = Vu — Q1 2. The sequence {I D2G ( Vuo)I} is 
bounded independently of 8 (combine (3.7) with (4.2)) and ID2 G(Vuô)I —* ID  G(Vu)I 
a.e. on ci as 8 10. From this it is now immediate that 

Em f I D 	JVu b — Q1 2 dx 
= J ID2 G(Vu)I j Vf, — Q1 2 dx 

610  
BR(xo)	 BR(ZO) 

and we arrive at

Vh 2 dx < C5 (
	

1)2 

J ID 	Vu — Q1 2 dx J  
B,R(zo)	 BR(xo) 

and the proof is finished I 
Lemma 5.2. Let n = 2. Assume that (3.2), (3.7), (4.1), (4.2), (4.3) with it < 1 are 

satisfied. Let u 6 denote the solution of problem (3.8) and define the functions 

h6 = ( 1 + IVu6I)112 

H6 = (D2G6(Vuo)(VOuo,Vauo))'2 

Then, for any 0 < (5 1 and any _disc _B2R (xo) compactly ontained in ci, we have the 
inequality (T2R(xo) = B2R(xo) — BR(xo))

1/2 

(12	
\J H dx <cR'	 f H dx) J 

H6 h6 dx. 
B(xo)	 R(XO)	 T2R(xo) 

Note, that Lemma 5.2 does not require condition (4.4). 

Proof. We use equation (5.1) with BR(xo) replaced by B2ft(xo) and with ii E 
C(B2ft (xo)), 0 —< ( 1, i = 1 on BR(xo) and IVii I	. Since V7 is supported on 
the closure of the ring T2R(xo), we obtain (Q6 denoting the mean value of Vu 6 with 
respect to T2R(xo)) 

J 77 2 D2 G6 (Vu 6 )(V0(,u 6 , Vu 6 ) dx 

B2R(zo)

\ 1/2 

<c2  

(T2R(ZO) 
f

D2 G 6 (Vu o )(Vaa u o Vauo )dx

 
\1/2 

x 
(\ J D2G6(Vuo)(V7l ® [u6 — (Q6).], V77 ®	— (Qo)a])dx) 
T2 it ( x o)
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hence

1/2	 1/2 

JHdx ' < C3 ( J H6 d, 
J ( J ID2 G 6 (Vuo)HVu 5 _QoIZdxJ . (5.2) 

BR(ZO)	 \T2R(zQ)	/	\T2R(zo)  

Using the boundedness of ID 2 G 6 (Vu 6 )I and Poincare's inequality (recall n = 2) we get 

1/2 

	

JID 2 G6 (Vu 6 ) IVuo - Q61 2 dx 
J	

C4 J IV2 u 6 I dx.	(5.3) 
\T2R(xo)	 /	T2R(xo) 

Finally, we observe (see (4.3)) h6H6 ^! /i(1 + I Vu 6I) 1 I V2u6I and p 1 shows that 
h6H6 ^! / I V2u 6I . Inserting this into (5.3) and using (5.2), the lemma is established I 

6. Proof of the regularity results 

We first give a precise version of the Main Theorem from Section 1. 

Theorem 6.1. Suppose that n > 2 and let ci denote a bounded Lipschitz domain 
in R. Let (3.2), (3.7), (4.1), (4.2), (4.3) with z < I and (4.4) hold. Let ü denote the 
unique solution of problem (3.4) with u0 E W2I (cl , RN ) . Then there is an open subset 
cio of ci such that I Q — ci = 0 and ft E C I t(cio, R N ) for any 0< a <1. 

Theorem 6.2. Under the same conditions as in Theorem 6.1 let  = 2 and suppose 
p 1 in (4.3). Then ü E C 1 '(cl,R') for any 0 <a < 1. 

Remark 6.1. In the two-dimensional case we have partial regularity for p < 2, 
whereas p < 1 implies full regularity. We would like to know if p < 2 is sufficient for 
ci = ci0. 

Remark 6.2. With minor changes (see [7]) all results extend to local Lminiinizers 
from the space W(ci, R''). 

We first consider the two-dimensional case, i.e we start with the 

Proof of Theorem 6.2. We follow [6]. As demonstrated there we can deduce from 
Lemma 5.2 that for any q ^! 1 and any compact subdomain c1 C ci there is a constant 
K = K(q,ci*) E (0,00) such that, for any 0 < 5 1, the inequality 

f Hdx<KIlnRI	 (6.1) 
HR(XO) 

is valid for all discs B(xo) C ci a . Clearly, IV{DG5 (Vu 6 )}1 2	c 1 H. If we choose 
q > 2 in (6.1), then the variant of Morrey's lemma given in [5] shows that DG 6 ( Vu 6 ) is
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continuous on	with modulus of continuity independent of S. Since Vu 5 —+ Vu a.e.
on ci we deduce continuity of DG(Vu). We have

11 DG(Q) : Q>	(G(Q) -	 G(Q) 
1Q1	 2 jT 

at least for sufficiently large Q which follows from (3.2) and (N2), hence	DG(Q)
Q —i , IQI — oo, and therefore DG is a homeomorphism. This proves continuity of 
Vu. The complete claim, i.e. Vfi E C°'(ci,R'), follows from the next lemma and 
Remark 6.3, a direct proof (not using partial regularity theory) is given in [6]I 

Lemma 6.1. Assume that the hypothesis of Theorem 6.1 are satisfied. Fix some 
L > 0 and define Co as before formula (6.3). Then, for all T E (0, 1), we find a number 

= e(r, L) > 0 such that 

(Vü) 10,ft I <L	and	IVfL - (Vü) 0,ft I 2 dx <E2 

BR(ZO) 

imply

Vu - (VÜ)z 0 ,r, 2 dx Cor2 J Vu - (Vü)0,RI2dx 

B,.R(xo)	 BR('o) 

for any ball BR(xo) C Q. Here and in what follows we write fBr(y) I dx or (f)y,r to 
denote the mean value of a function I with respect to a ball Br(y). 

Remark 6.3. It is standard to show (see [9]) that ü is of class C"° for any 0 < 
a < 1 in an open neighborhood of some point x 0 E ci if and only if 

SUP I(Vu) ro,r I <O and	IV - (V) zo,r I 2 dx - 0 (r 0).	(6.2)
r)O

B,.(xo 

Let cio denote the collection of points satisfying both conditions. Then ci 0 is open, 
ci - = 0 and ü E C l ci0, R N ) . In the case n = 2 together with 1 we already 

know ii E C l (ci , RN ) but then (6.2) holds everywhere and ii E C I (ci , RN ) follows 
which completes the proof of Theorem 6.2. 

Proof of Lemma 6.1. First note that Vu E L' (ci , R h') follows from Lemma 10
4.2. As usual we argue by contradiction assuming that there exists a sequence of balls 
BR-(X,,,) C ci such that 

IA m I L, Am = ( 2)xm,Rm	lVu—(Vu)XRI2dx = e,, —*0 
BR,,(Zm) 

and
lVu—(Vu),,,TRj2dX > Cor2e,,.
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Let am =	and 

vm(z) 
= 1	

+ RmZ) - am - Rm Am z)	(z E Ba). EmRm 

After passing to subsequences we can arrange (by writing our assumptions in terms of 
the scaled functions)

Am	A, Vm —* v strongly in L2(B1,RN) 

VVm — Vv in L2(B1,Rtth') 

eVvm —* 0 in L 2 (B 1 ,R") and a.e. on ft 

Here A denotes a suitable matrix in RnN and v is some function from the space 
W21 (B 1 , R 1 '). It is then easy to show that v is a solution of the following elliptic system 
with constant coefficients (see [7] for details): 

JB, 
D2 G(A)(Vv, VV) dz = 0	for all V E C01 (B1,R"), 

hence v is of class C00(Bi,R) and satisfies the Campanato estimate 

JB ^ 

IVy — (Vv)I 2 dz < K7- 2	IVvI 2 dz 

with K depending on n, N and on the modulus of ellipticity of D2 G(A). Let us set 
Co = 2K. Then the proof of the lemma will be complete as soon as we can show 

Vv,,, - Vv	strongly in L(Bi ,Rt3N ).	 (6.3) 

To this purpose we first observe the identity 

6fl3 JJ wD 	+ en Vv + SCm(VVm — Vv)) 
B4O

X (Vv,,, - Vv, Vv,,, - Vv)(1 — s) dsdz 

J {G(Am + mVVm) - G(Am + 

CmDG(Am + E., Vy ) : (Vv,. — Vu) dz,
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^: 0 denoting some function in Cd(B1). The right-hand side of (6.4) equals 

f I 

G(Am 

- lB1 { - )G(Am + CmVVm) + G(Am + mVV)} dz  

- J EmODG(A + e m Vv) (Vv,,, - Vv)dz 

< J G(Am + Cm mV[V + (v - vm))) 

	

_J G(Am + e m[ Vv + (1 -	m )Vv]) 

-4 EmDG(Am + e,,, Vv) (Vvm - Vv)dz. 

For the estimate in (6.5) we used the minimality of 12 together with convexity of C. Let 
Xm = Am + E m((1 - (p)VVm + Vv). Then we may write 

JB1 G(Am + C m V[vm + (v - vm)j) dz - 
1B  

= 'B1 

G(Xm + EmV (9(v - vm)) dz -
	

G(Xm)dz 

= Cm I DC(Xm): (V ® (v - vm)) dz 

+ E m jj(j - s)D2 G(Xm + SCmV ® (v - vm)) 
B 1 0 

x (V ® (v - Vm), V (9 (v - vm)) dsdz, 

the last integral being bounded by the quantity (recall D 2 G E L°°) 

c1e J II2
1
v - v .m1 2 dz. 

Inserting this into (6.5) and returning to (6.4) we deduce 

1.h.s. of (6.4) 

<CC fB IVI2 Iv - Vm1 2 dz +	DG(Xm) : (V ® (v 
-1	 fB1	 (6.6) 

- Cm 	DG(Am + CmVV) (Vvm - Vv)dz. 
JB1

(6.5)



412	M. Fuchs and V. Osmolovski 

Next we observe 

im 4 DG(Xm) (VW ®(v - 

- Em JIB I caDG(Am + em Vv) : (VVm - Vv)dz 

= EmJ [DG(Xm) - DG(Am + mVv)] : ( V ®(v - Vm))dZ 

_EmJ DG(Am +mVV) : V( m[ —v])dz 

- Em m - EM m 

with
' =L, [DG(Am +EmVV)DG(Am)J :V(ç[vm—v])dz 

= Cm ff D2 G(Am + CmVV)(Vv, V([vm - v])) dsdz B 0 

and

I'm = Em ff D2 G(Am + EmVV + SCm(1 - )(Vvm - Vv)) B 1 0 

X (Vv,,, Vv, V®(v_vm))(1 — p)dsdz 

<C2Cm 'B1 IVVm - VvI IVI I - VmIdz. 

We get from (6.6) 

if oD2 G(A + EmVV + SCm(VVm - Vv))(Vvm - Vv, VVm - Vv)(1 - s) dsdz B 1 0

<Cl J IVc0I 2 Iv - Vm1 2 dz + C2 JB I IVVm - VvI IV 4 I Iv - VmI dz 

- ff D2 G(Am + SmVv)(Vv, V([Vm - vJ)) dsdz. 
81 0 

The convergence properties of the sequence {Vm} imply that the first two integrals on 
the right-hand side vanish as m -* oo. For the third integral this follows from 

f D 2 G(Am + SEmVV)(Vv, .)ds -
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in L(Bi,lR') together with V( cp [vm — vj) -, 0 in L2(B1,RI3N). Finally, we make 
use of the ellipticity condition (4.3) and get 

o = urn f 'p(i + lAm i + E mI VV I + E m I VVm — VV I)IVvm — VvI2dz. , m—.00 B 

In order to prove (6.3) we fix a radius 0 < r < 1. Using the local boundedness of Vv 
we deduce after appropriate choice of 'p 

fVv — Vv 1 2 dz —+ 0	as m —* 00	 (6.7)

B, fl[e IVvm 1< MI 

for any number M> 0. We introduce the auxiliary function 

'pm(Z) = —
1 

1(1 + IEmVVm + AmI)' 2 — (1 + IAmI)1_2}. 
Em 

By Lemma 4.1'p,,, is of class W10(Bi), we further have I'pmI c3I VvmI and Lemma 
5.1 implies after scaling 

	

fB,	
—<c4(r)f ID2G(Am +EmVVm)IIVvmI2dZ 

< C5 (r) 
'B, 

IVVm I 2 dz 

= cs(r), 

	

hence II'pmII W,1 (B	C6 (r). For M sufficiently large (depending on L but not on m) we

have, for a.a. points in B,. fl [E mI VVmI > M],

_t ..L. 

	

2 2—	2—p 'pm ^	 hence	VVmI2 2Em 'pm 

	

The assumption j	implies j-- <	(= 00, if n = 2). The latter inequality
together with the uniform local W2 -bound for 'p,, then shows that 

JI VVm 2 dZ —* 0,	hence	J IVVm VvI2dz —*0 
B..fl[emIVv,,l>M]	 B,fl[e,,lVv,,l>MJ 

as m —+ 00. Combining this with (6.7) claim (6.3) is established U
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7. Some examples and applications to problems from 
fluid mechanics 

In this section we briefly discuss some examples to which Theorems 6.1 and 6.2 apply. 

Example 1. For 1 p < 2 let A(t) i i' ln(1 + t) (t > 0) and define 
IA(IEI) if El? 1 

G(E) 
= 90(I E I) if IEl 1	

(E e RnN) 

where go is a quadratic polynomial on R chosen in such a way that G is of class C2. 

Lemma 7.1. 
a) For s > 0 sufficiently large we have A(A'(s)) < 2A(s). 

b) Condition (4.3) is satisfied with j = 2 - p. 

Proof. Statement b) is immediate; for statement a) we just observe A*(A(s)) 
sA'(s) - A(s) I 

Corollary 7.1. Let u denote the minimizer to the iniegrand G defined above. Then 
we have full regularity for n = 2 and partial regularity if p > 2— 1 , in particular, partial 
regularity holds, if n = 3. 

Proof. Clearly, statement a) of Lemma 7.1 implies (4.4), all other conditions re-
quired in Theorems 6.1 and 6.2 are obvious  

Example 2. Fort > 0 let A(t) = tln(1 +ln(1 +t)) and consider G(E) = A(l E l) (E E 
R1N). 

Lemma 7.2. 
a) We have the inequality A(A'(s)) 2A(s) for large enough s. 

b) Condition (4.3) holds for any /2 > 1. 
Corollary 7.2. Let u denote the associated minimizer. Then Vu is partially Holder 

continuous in dimensions 2 and 3. 

Example 3. For 0 < a 1 and t ? 0 let 

A(t) = ]s'_ arsinhs ds = I510 1	
+	+ 1)ds. 

In the case ri = N the associated energy density G(E) = A(IEI) occurs as model for a 
certain generalized Newtonian fluid: let v denote the velocity field of an incompressible 
fluid and assume that v is time independent and also small. Then, in the case of the 
Sutterby fluid model (see [3]), v is the minimizer of ff, G(E(v))dx (+ potential terms) 
subject to the constraint divv = 0 and for appropriate boundary conditions. Here E(v) 
is the symmetric gradient (Vv+Vv T). For a = 1 we obtain the Prandtl-Eyring model 
discussed in [8], hence we assume a < 1.
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Lemma 7.3. 
a) We have A(A'(s)) 2A(s) provided s is large enough. 

b) Condition (4.3) is true for y = a. 

Corollary 7.3. Let u denote the minimizer from Theorem 6.1 or 6.2 with G defined 
above. Then we have regularity in the two-dimensional case and partial regularity if 
n = 3. Partial regularity holds for any n such that a < 

Remark 7.1. With minor changes the above result extends to the fluid model 
where u has to satisfy div u = 0 and is a minimizer of f	s1 ° ln(s + V's-2+ 1)ads. 
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