An Example of Blowup for a Degenerate Parabolic Equation with a Nonlinear Boundary Condition
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Abstract. In this paper, a nonlinear parabolic equation of the form \( u_t = (a(u_x))_x \) for \( x \in (0,1) \), \( t > 0 \), \( a(u_x) = |u_x|^{p-2}u_x \) if \( u_x \geq \eta > 0 \), \( 1 < p < 2 \), with nonlinear boundary condition \( a(u_x(1,t)) = |u|^{q-2}u(1,t) \) is considered. It is proved that if \( q(p-3p+2) > 0 \), then the solutions blow up in finite time. Moreover, estimates on the blowup profile (in \( x \)) and the blowup rate (in \( t \)) for \( x = 1 \) are derived.
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1. Introduction

In the recent years questions like blowup, global solvability and qualitative behaviour of solutions near blowup time for semilinear parabolic problems have attracted considerable interest. Should we restrict ourselves to problems with nonlinear boundary conditions, the heat equation has been discussed to a fair degree, however, nonlinear diffusion problems have not been studied in that extent (see [3] and references therein).

The purpose of this paper is to choose an interesting model problem to demonstrate how the diffusion coefficient, nonlinearly depending on the gradient of a solution, affects the value of critical exponent for global solvability and to describe the behaviour of solutions that blow up in a finite time as detailed as possible. Thus, consider the problem

\[
\begin{align*}
    u_t &= (|u_x|^{p-2}u_x)_x \quad \text{in } \Omega_T \equiv (0,1) \times (0,T) \\
    u_x(0,t) &= 0 \\
    |u_x(1,t)|^{p-2}u_x(1,t) &= |u(1,t)|^{q-2}u(1,t) \quad \text{for } t \in (0,T) \\
    u(\cdot,0) &= \varphi \in W^1_p(0,1)
\end{align*}
\]
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where $1 < p < 2$ and $q > 1$ are given. The elementary inequality

$$\max_{0 \leq x \leq 1} |v(x)|^{(3p-2)/p} \leq \frac{3p-2}{p} \left( \int_0^1 |v_x(x)|^p \, dx \right)^{1/p} \left( \int_0^1 |v(x)|^2 \, dx \right)^{(p-1)/p}$$

$$+ \int_0^1 |v(x)|^{(3p-2)/p} \, dx \quad \forall \ v \in W^1_p(0,1)$$

with the help of Young's inequality easily yields

$$|v(1)|^{(3p-2)/p} \leq \varepsilon \int_0^1 |v_x(x)|^p \, dx + C \varepsilon \int_0^1 |v(x)|^2 \, dx + C$$

(1.2)

for any $0 < \varepsilon < \infty$. Using (1.2) it is not difficult to show (see Remark 1) that Problem (1.1) is globally solvable, i.e. it has a weak solution for arbitrarily large $T$ whenever

$$q \leq \frac{3p-2}{p}.$$  

(1.3)

It is the aim of this note to show that the growth condition (1.3) for global solvability of problems like (1.1) is optimal.

To be more precise, let us take a function $a \in C^4(\mathbb{R})$,

$$a(\xi) = |\xi|^{p-2} \xi \quad \text{if} \quad |\xi| \geq \eta > 0$$

(1.4)

$$a'(\xi) > 0 \quad \text{and} \quad |a(\xi)| \leq |\xi|^{p-1} \quad \text{for all} \quad \xi \in \mathbb{R},$$

(1.5)

$0 < \eta \ll 1$ being arbitrary, but from now on fixed, and instead of (1.1) consider the problem

$$u_t = (a(u_x))_x \quad \text{in} \quad \Omega_T$$

$$u_x(0,t) = 0$$

$$a(u_x(1,t)) = |u(1,t)|^{q-2}u(1,t) \quad \text{for} \quad t \in [0,T)$$

$$u(x,0) = \varphi(x) > 0 \quad \text{for} \quad x \in [0,1].$$

(1.6)

We would like to show that Problem (1.6) has for smooth $\varphi$ a classical solution which becomes unbounded in a finite time if

$$q > \frac{3p-2}{p}.$$ 

(1.7)

Moreover, we will derive estimates on the profile (in $x$) and the rate (in $t$) for $x = 1$ of the solutions to problem (1.6) when they approach the blowup time. The methods, that we apply, borrow material from [3] and the references therein, nevertheless, their application to our problem seems to be not straightforward.

Before stating our main result, let us make precise some notion we use throughout the paper. By a classical solution or shortly by a solution of Problem (1.6) on $\Omega_T$
we mean a smooth function $u$, say $u \in C^{2,1}(\Omega_T)$, such that all identities in (1.6) are satisfied. Put

$$T_{\text{max}} \equiv \sup \{ T \mid \text{there exists a classical solution of Problem (1.6) on } \Omega_T \}.$$  

By a maximal solution of Problem (1.6) we shall understand a function $u : \Omega \times [0, T_{\text{max}}) \to \mathbb{R}$ such that $u$ is a solution of (1.6) on $\Omega_T$ for any $T, T < T_{\text{max}}$. If $T_{\text{max}} = \infty$, we say that Problem (1.6) is globally solvable. On the other hand, if $T_{\text{max}} < \infty$ and $\max_{x \in \Omega} |u(x, t)| \to \infty$ as $t \to T_{\text{max}}$, we say that the solution $u$ blows up in a finite time.

2. Main results

The following theorem summarizes our knowledge of the behaviour of the solutions to Problem (1.6).

**Theorem 1.** Let $1 < p < 2$, $pq - 3p + 2 > 0$, $\varphi'(1) > \eta$ and assume that $u$ is a maximal positive solution of Problem (1.6) such that

$$u_t, u_x, u_{xt} \text{ are continuous and non-negative}$$  

(2.1)

on $[0, 1] \times [0, T_{\text{max}})$. Then:

(i) The solution $u$ blows up in a finite time and the maximal time of existence, $T_{\text{max}}$, can be estimated from above as follows:

$$0 < T_{\text{max}} \leq \tau(\varphi(1))^{-(pq - 3p + 2)/(p - 1)},$$  

(2.2)

where $\tau \equiv p/(pq - 3p + 2)$.

(ii) Moreover, if $q < 2$, then there exist positive constants $m, C$ and for each $\varepsilon \in (0, 1)$ a constant $c_\varepsilon$ such that

$$\frac{c_\varepsilon}{(T_{\text{max}} - t)(p - 1)/(pq - 3p + 2 + \varepsilon)} \leq u(1, t) \leq \frac{C}{(T_{\text{max}} - t)(p - 1)/(pq - 3p + 2)}$$  

(2.3)

for all $t \in [0, T_{\text{max}})$, and

$$m(1 - x)^{(p - 1)/(q - p)} \leq u(x, t)$$  

(2.4)

for all $(x, t) \in [0, 1] \times [0, T_{\text{max}})$ such that

$$\zeta \leq x \leq 1 - \Lambda^\varepsilon(T_{\text{max}} - t)(q - p)/(pq - 3p + 2 + \varepsilon),$$  

(2.5)

where $\zeta \equiv (1 - (\sigma - 1)^{-1}(\varphi(1))^{2 - \sigma})_+ = \max \{0, 1 - (\sigma - 1)^{-1}(\varphi(1))^{2 - \sigma}\}$, $\Lambda^\varepsilon \equiv (\sigma - 1)^{-1}c_\varepsilon^{\sigma - \sigma}$ and

$$\sigma - 1 = \frac{q - 1}{p - 1}.$$  

(2.6)
(iii) On the other hand, if $q \geq 2$, then there exist positive constants $c, C, m, M$ such that
\[
\frac{c}{(T_{\text{max}} - t)(p-1)/(pq-3p+2)} \leq u(1, t) \leq \frac{C}{(T_{\text{max}} - t)(p-1)/(pq-3p+2)}
\] (2.7)
for all $t \in [0, T_{\text{max}})$ and
\[
\frac{m}{(1 - x)(p-1)/(q-p)} \leq u(x, t) \leq \frac{M}{(\min\{1 - \rho, 1 - x\})(p-1)/(q-p)}
\] (2.8)
for some $\rho, 0 < \rho < 1$, where the right-hand side inequality holds for all $(x, t) \in [0, 1] \times [0, T_{\text{max}})$ and the left-hand side inequality only for those $(x, t)$, that satisfy
\[
\zeta \leq x \leq 1 - \Lambda(T_{\text{max}} - t)(q-p)/(pq-3p+2)
\] (2.9)
with $\Lambda \equiv (\sigma - 1)^{-1}c^2 - \sigma$ and $\zeta$ as above.

The constants $c_x, c, C, m, M, \rho$ are specified in the proof below.

The next theorem says that it is possible to find initial functions such that (2.1) is satisfied for corresponding solutions of Problem (1.6).

**Theorem 2.** Assume that $\varphi$ is a positive smooth solution of the problem
\[
(a(v_x))_x = \lambda v^{(q-1)/(p-1)}(x) \quad (0 < x < 1)
\]
\[
v_x(0) = 0
\]
\[
a(v_x(1)) = v^{q-1}(1)
\] (2.10)
for some $\lambda > 0$ and such that $\varphi'(1) > \eta$. Then there exists a unique maximal classical solution of Problem (1.6) such that $u_t, u_x, u \in C^{2,1}([0, T_{\text{max}}])$ and $u_t, u_x, u_{xx}$ are positive on $(0, 1) \times [0, T_{\text{max}})$.

Finally, the following theorem guarantees the classical solvability of Problem (2.10).

**Theorem 3.** Let $\mathcal{L}^{q-1} > \eta^{p-1}$ be given. Then there exists a positive function $v \in C^\infty([0, 1])$, $v(1) = \mathcal{L}$ such that $v$ is a solution of Problem (2.10) with
\[
\lambda = \frac{\sigma A(\mathcal{L}^{\sigma-1})}{\mathcal{L}^\sigma - \mu^\sigma}
\] (2.11)
where $A(\xi) = \int_0^\xi a'(r)r\,dr$ and $\mu = v(0)$. 
3. Proof of Theorem 1

1. First of all note that our assumption \( \varphi'(1) > \eta \) yields \( a(u(1,t)) = u_x^{p-1}(1,t) \) for all \( t \in [0,T_{\text{max}}) \) and one can compute

\[
u^{p(\sigma-1)}(1,t) = u_x^p(1,t) = a(u(1,t)) u(1,t) = \int_0^1 ((a(u_x)) u_x + a(u_x)u_{xx}) dx.
\]

As \( (a(u_x))_x = u_t \), integrating the first term on the right-hand side of the above identity by parts we arrive at

\[
u^{p(\sigma-1)}(1,t) = u_t(1,t) u(1,t) - u_t(0,t) u(0,t) - \int_0^1 u_{xt} u dx + \int_0^1 a(u_x) u_{xx} dx.
\]

In view of \( 1.5 \) and \( 2.1 \) we have

\[
\int_0^1 a(u_x) u_{xx} dx \leq \int_0^1 u_x^{p-1} u_{xx} dx
\]

that with the previous inequality yield

\[
u^{p(\sigma-1)}(1,t) \leq u_t(1,t) u(1,t) + p^{-1} \int_0^1 (u_x^p) dx,
\]

i.e.

\[
u_t(1,t) \geq \alpha u^{1+\theta}(1,t), \tag{3.1}
\]

where \( \alpha \equiv \frac{p-1}{p} \) and \( \theta \equiv \frac{pq-3p+2}{p-1} \). Solving this differential inequality one can see that

\[
T_{\text{max}} \leq T_* \equiv \frac{1}{\alpha \theta(\varphi(1))^\theta} \quad \text{and} \quad \frac{\varphi(1)}{(1-T_*^{-1})^{1/\theta}} \leq u(1,t)
\]

for all \( t \in [0,T_{\text{max}}) \). Now it is not difficult to show that \( u(1,t) \rightarrow \infty \) if \( t \rightarrow T_{\text{max}} \) (see the proof of Theorem 2 below). Next, integrate \( 3.1 \) over \( (s,t), s < t \):

\[
-(u(1,t))^{-\theta} \leq (u(1,t))^{-\theta} - (u(1,s))^{-\theta} \leq -\alpha \theta(t-s). \tag{3.2}
\]

For \( t \) going to \( T_{\text{max}} \) \( 3.2 \) easily yields \( 2.3_2 \) and \( 2.7_2 \) with \( C \equiv (\alpha \theta)^{-1/\theta} \). Note that by the notation \( 2.3_2 \) we understand the second inequality in \( 2.3 \), i.e.

\[
u(1,t) \leq C \left( \frac{T_{\text{max}} - t}{(p-1)(pq-3p+2)} \right).
\]

2. Now choose \( 0 < \rho < 1 \), \( n \geq 2 \), define \( \chi(x) \equiv \left( \frac{t-x}{1-\rho} \right)^n \) and write

\[
\nu(x,t) = u_x(x,t) - \chi(x) u^{p-1}(x,t). \tag{3.3}
\]
We now claim that if \( \rho \) is close enough to 1 and \( n \) is sufficiently large, then
\[
J(x, t) \geq 0 \quad \text{on } [0, 1] \times [0, T_{\text{max}})
\]  
(3.4)

if \( q \geq 2 \). In fact, observe first that due to our assumptions \( u_x(1, 0) = \varphi'(1) > \eta, u_{xt} \geq 0 \), we have \( u_x(x, t) \geq \eta \) on \([\mu, 1] \times [0, T_{\text{max}})\) for some \( 0 < \mu < 1 \). Taking \( \rho \geq \mu \) it is not difficult to verify that \( J \) satisfies the following set of equations:

\[
\mathcal{P}J \equiv J_t - a'(u_x)J_{xx} + A(x,t)J_x + B(x,t)J = (p - 1)u_x^{p-3}u^{2(\sigma-1)}(\chi\chi'' - (2-p)(\chi')^2 + 2(q-1)u^{\sigma-2}_x\chi^2 + (\sigma-1)(q-2)u^{2\sigma-4}x^4) \quad \text{on } \Omega_T
\]

\[
J(0,t) = J(1,t) = 0 \quad \text{for } t \in [0, T]
\]

\[
J(x,0) = \varphi'(x) - \chi(x)^{1/\sigma}(x) = \text{for } x \in [0, 1]
\]

for some bounded and continuous functions \( A \) and \( B \), and for any \( T < T_{\text{max}} \). Now, if
\[
q \geq 2 \quad \text{and} \quad n \geq \max\{2, (p-1)^{-1}\},
\]
then it is easy to verify that \( \mathcal{P}J \geq 0 \) on \( \Omega_T \). We next claim if \( \rho \) is close enough to 1,
\[
J(x,0) \geq 0 \quad \text{for } x \in [0, 1].
\]

(3.7)

To see this, we note that due to (2.1), \( \varphi', \varphi'', \varphi''' \geq 0 \) on \([0, 1]\). Then
\[
\varphi'(x) \geq \ell(x) \equiv (\varphi''(1)(x-1) + (\varphi(1))^{\sigma-1})_+.
\]

This for \( x = 0 \) yields \( \varphi''(1) \geq (\varphi(1))^{\sigma-1} \) and one can conclude that \( \ell(x) \equiv 0 \) for all \( x \in [0, x_0], x_0 = 1 - (\varphi(1))^{\sigma-1}/\varphi'(1) \). Taking \( \rho \geq x_0 \) and making use the convexity of the function \( \chi(x)^{1/\sigma}(x) \) together with the fact that \( \varphi^{\sigma-1}(1) = \ell(1) \) and \( \chi(x_0)^{1/\sigma}(x_0) = \ell(x_0) = 0 \) we arrive at
\[
\chi(x)^{1/\sigma}(x) \leq \ell(x) \quad \text{for all } x \in [0, 1]
\]

and (3.7) follows. Thus, the maximum principle yields (3.4), and so the estimate (2.8) follows by integration. Indeed, integrating (3.4) over \( (x, 1) \) we find
\[
u^{\sigma-2}(x, t) \leq 1/(\sigma - 2)g(x), \quad g(x) \equiv \int_x^1 \chi(\tau) \, d\tau.
\]

Note \( g \in C^3, g(x) = \int_{\rho}^1 \chi(\tau) \, d\tau \) for all \( x \in [0, \rho], g(1) = 0 \) and \( g''(x) \leq 0 \). Thus
\[
g(x) \geq \int_{\rho}^1 \chi(\tau) \, d\tau \min\left\{ 1, \frac{x-1}{\rho-1} \right\}
\]
and

\[ u(x, t) \leq \left[ \frac{\sigma - 2}{1 - \rho} \int_{\rho}^{1} \chi(\tau) d\tau \right]^{1/(2 - \sigma)} \frac{1}{(\min\{1 - \rho, 1 - x\})^{(p - 1)/(q - p)}} \]

for all \( x \in [0, 1] \), i.e. (2.8).2.

3. In view of (3.4), i.e. \( J(x, t) \geq 0 \) and due to the fact that \( J(1, t) = 0 \) we find \( J_x(1, t) \leq 0 \), i.e.

\[ u_t(1, t) \leq (p - 1)\chi'(1)u^{(p - 1)}(1, t) + (q - 1)u^{(p - 1) - 1}(1, t), \quad (3.8) \]

where \( \chi'(1) = n/(1 - \rho) \). Note that \( p(\sigma - 1) - 1 - (p - 1)(\sigma - 1) = \sigma - 2 > 0 \). Therefore

\[ u_t(1, t) \leq ((p - 1)\chi'(1) + q - 1)u^{(p - 1) - 1}(1, t) \quad \forall t \in [\iota, T_{\text{max}}), \quad (3.9) \]

where \( \iota = \min\{s \mid s \in [0, T_{\text{max}}), u(1, s) \geq 1\} \). Consequently,

\[ (u(1, t))^{-\theta} - (u(1, s))^{-\theta} \geq -(q - 1 + (p - 1)\chi'(1))\theta(t - s) \quad \forall t, s \in [\iota, T_{\text{max}}). \]

Thus, after \( t \to T_{\text{max}} \) (\( \lim_{t \to T_{\text{max}}} u(1, t) = \infty \)), we arrive at

\[ u(1, t) \geq \left( \frac{1}{(q - 1 + (p - 1)\chi'(1))\theta(T_{\text{max}} - t)} \right)^{1/\theta} \]

for all \( t \in [\iota, T_{\text{max}}) \), and (2.7) follows.

4. To obtain the estimate for \( q < 2 \) we have to proceed differently. Put

\[ y(t) = u^\nu(1, t) \int_{1 - \xi(t)}^{1} u(x, t) dx, \quad \xi(t) = u^{-\omega}(1, t), \quad \omega = \frac{q - p}{p - 1} + \varepsilon, \quad \nu = \omega - 1 + \varepsilon. \]

Then

\[ y'(t) = -u^{\nu - 1}(1, t)u_t(1, t)I(t) + \omega(1, t) \int_{1 - \xi(t)}^{1} (a(u_x)_x) dx, \quad (3.10) \]

where

\[ I(t) = \omega u(1 - \xi(t), t) - \nu \int_{1 - \xi(t)}^{1} u(x, t) dx. \]

Let us first consider the more difficult case \( \nu > 0 \). Below we shall use the following estimate, which follows from the non-negativeness of \( u_x, u_{xx} \) and from the form of our boundary condition at \( x = 1 \):

\[ u(1, t)(1 - u^{-\varepsilon}(1, t)) \leq u(1 - \xi(t), t) \leq u(x, t) \leq u(1, t) \quad (3.11) \]

for all \( x \in [1 - \xi(t), 1], t \in [0, T_{\text{max}}) \), that by integration yields

\[ u^\varepsilon(1, t) - 1 \leq y(t) \leq u^\varepsilon(1, t). \quad (3.12) \]
Now we show that there exists $\tau \geq 0$ such that $I(t) \geq 0$ for $t \geq \tau$. As

$$I(t) = (1 - \varepsilon) \int_{1-\xi(t)}^{1} u(x,t) \, dx - \omega \int_{1-\xi(t)}^{1} (u(x,t) - u(1 - \xi(t),t)) \, dx$$

$$\geq (1 - \varepsilon) \int_{1-\xi(t)}^{1} u(x,t) \, dx - \omega (u(1,t) - u(1 - \xi(t),t)) \xi(t),$$

applying (3.11) we arrive at

$$I(t) \geq u^{1-\varepsilon}(1,t) \xi(t)(1 - \varepsilon) \left[ u^{\varepsilon}(1,t) - \frac{1 - \frac{1}{\varepsilon}}{1 - \varepsilon} \right],$$

which is positive if $t$ is sufficiently large. Note that $\sigma - 1 > 1 - \varepsilon$. Thus, (3.10) yields

$$y'(t) \leq u^{\theta+2\varepsilon}(1,t), \quad \theta = (qp - 3p + 2)/(p - 1)$$

which with the assistance of (3.12) gives

$$z'(t) \leq z^{1+(\theta+\varepsilon)/\varepsilon}(t), \quad z(t) = y(t) + 1. \quad (3.13)$$

Now, if we take $t, s \in [\tau, T)$ such that $s < t$, by integrating of (3.13) we get

$$z^{-\delta}(s) - z^{-\delta}(t) \leq \delta(t - s), \quad \delta = \frac{\theta + \varepsilon}{\varepsilon} = \frac{pq - 3p + 2 + \varepsilon(p - 1)}{\varepsilon(p - 1)}.

Next, (3.13) and (3.12) yield

$$\frac{1}{2^\delta u^{\varepsilon\delta}(1,s)} \leq \frac{1}{u^{\varepsilon\delta}(1,t)} + \delta(t - s),$$

that by letting $t \to T_{\text{max}}$ gives

$$\frac{1}{(2^\delta(T_{\text{max}} - s))^{(p-1)/(pq-3p+\varepsilon(p-1))}} \leq u(1,s).$$

Hence, (2.3) follows. In the case of $\nu \leq 0$, $I(t) \geq 0$ and the rest of the proof is the same as above.

5. Now, at last, we show the validity of (2.4) and (2.8)$_1$. We know from (2.1) that

$$u(x,t) \geq u(x,s) \geq u_x(1,s)(x - 1) + u(1,s) = u^{\sigma-1}(1,s)(x - 1) + u(1,s) \quad (3.14)$$

for any $s \in [0,t]$. Consequently,

$$u(x,t) \geq \max_{\varphi(1) \leq a \leq u(1,t)} (\alpha^{\sigma-1}(x - 1) + a) \geq \max_{\varphi(1) \leq a \leq \theta(t)} (\alpha^{\sigma-1}(x - 1) + a), \quad (3.15)$$
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where \( \varrho(t) \equiv d(T_{\text{max}} - t)^{-\beta} \) and

\[
d \equiv \begin{cases} 
  c & \text{if } q < 2 \\
  c & \text{if } q \geq 2 
\end{cases}
\quad \text{and} \quad \beta \equiv \begin{cases} 
  \frac{p-1}{pq-3p+2+\varepsilon} & \text{if } q < 2 \\
  \frac{p-1}{pq-3p+2} & \text{if } q \geq 2.
\end{cases}
\]

Note that for fixed \( 0 < x < 1 \)

\[
\max_{0 \leq \alpha < \infty} \left( \alpha^\sigma^{-1}(x-1) + c \right) = (\alpha^\sigma^{-1}(x-1) + \alpha) \bigg|_{\alpha = \alpha_0} = \frac{m}{(1-x)^{(p-1)/(q-p)}},
\]

where

\[
\alpha_0 = \left[ (\sigma - 1)(1-x) \right]^{1/(2-\sigma)} \quad \text{and} \quad m = (\sigma - 2) (\sigma - 1)^{(1-\sigma)/(\sigma - 2)}.
\]

Observe next that \( \varphi(1) \leq \alpha_0 \leq \varrho(t) \) whenever

\[
1 - \frac{p-1}{q-1} (\varphi(1))^{-(q-p)/(p-1)} \leq x \leq 1 - \frac{p-1}{q-1} (\varrho(t))^{-(q-p)/(p-1)}.
\]

(3.16)

Hence, \( u(x,t) \geq m(1-x)^{(1-p)/(q-p)} \) if (3.16) holds.

4. Proof of Theorem 2

Let \( u_0 \) be a positive smooth solution of Problem (2.10) and denote \( \mu = u_0(0), \mathcal{L} = u_0(1) \).

Let \( \phi \in C^3(\mathbb{R}), \phi(0) = 0, \phi_x \leq 0, |\phi, \phi_u, \phi_{uu}| \leq C \) on \( \mathbb{R} \) for some positive constant \( C \) and

\[
\phi(u) = -|u|^{q-2}u \quad \text{if } 0 < \mu \leq M (= 2\mathcal{L}).
\]

Moreover, let \( a_1 \in C^4(\mathbb{R}), 0 < \rho \leq a_1'(\xi) \leq \rho^{-1} \) on \( \mathbb{R} \) for some \( 0 < \rho < 1 \) and

\[
a_1(\xi) = a(\xi) \quad \text{if } |\xi| \leq K (= M^{s-1}),
\]

and consider the following problem:

\[
\begin{align*}
  u_t - (a_1(u_x))_x &= 0 & \text{in } \Omega_T \\
  a_1(u_x(1,t)) + \phi(u(1,t)) &= 0, \quad u_x(0,t) = 0 & \text{on } [0,T] \\
  u(x,0) &= u_0(x) & \text{on } [0,1].
\end{align*}
\]

(4.1)

Now, the results of [10: Chapter V/p. 429] guarantees the existence of a unique solution to Problem (4.1) in the class \( H^{2+\beta,1+\beta/2}(\Omega_T) \) for any \( 0 < \beta < 1 \). However, to show that \( u_t, u_x, u_{xx}, u_{xt} \) are non-negative we first show that \( u \) is indeed more regular. To do this we rewrite Problem (4.1) into the following form:

\[
\begin{align*}
  u_t - \alpha(x,t)u_{xx} &= 0 & \text{in } \Omega_T \\
  u_x(1,t) + b(t)u(1,t) &= 0, \quad u_x(0,t) = 0 & \text{on } [0,T] \\
  u(x,0) &= u_0(x) & \text{on } [0,1].
\end{align*}
\]

(4.2)
where 
\[ \alpha(x, t) = a_1'(u_x(x, t)) \quad \text{and} \quad b(t) = -\frac{a^{-1}_1(-\phi(u(1, t)))}{u(1)} \]

As \( D^m \alpha \) \((m = 0, 1)\) are Hölder continuous in \( \Omega_T \), by [7: Chapter 3, Section 5/Theorem 10] we obtain that \( D^m u_1, D^k u_0 \) \((0 \leq m \leq 3, 0 \leq k \leq 1)\) exist and are Hölder continuous in \( \Omega_T \). Hence, the equation in (4.1) can be differentiated with respect to \( x \) and for \( w = u_x \) we obtain

\[
\begin{align*}
\frac{\partial w}{\partial t} - a_1'(u_x)w_{xx} - a_1''(u_x)u_{xx}w_x &= 0 \quad \text{in } \Omega_T \\
w(1, t) &= a_1^{-1}(-\phi(u(1, t))), \quad w(0, t) = 0 \quad \text{on } [0, T] \\
w(x, 0) &= u_0'(x) \quad \text{on } [0, 1].
\end{align*}
\]

By [10: Chapter IV/Theorem 5.2] it has a unique solution \( w \in H^{2+\beta, 1+\beta/2}(\Omega_T) \). Thus, \( D^m D^k \alpha \) \((0 \leq m + 2k \leq 2, k \leq 1)\) exist and are Hölder continuous in \( \Omega_T \) and by [7: Chapter 3, Section 5/Theorem 11] for (4.2) we arrive at \( D^m D^k u \) \((0 \leq m + 2k \leq 4, k \leq 2)\) to be Hölder continuous in \( \Omega_T \). As, moreover, \( u_{xt} \in C(\overline{\Omega_T}) \), we can differentiate the equation in (4.1) with respect to \( t \), and the boundary condition too. Putting \( U = u_t \) one can check that

\[
\begin{align*}
U_t - a_1'(u_x)U_{xx} - a_1''(u_x)u_{xx}U_x &= 0 \quad \text{in } \Omega_T \\
a_1'(u_x)U_x(1, t) + \phi'(u)U(1, t) &= 0, \quad a_1'(u_x)U_x(0, t) = 0 \quad \text{on } [0, T] \\
U(x, 0) &= (a_1(u_0))'(x) \quad \text{on } [0, 1].
\end{align*}
\]

Here, the hypotheses of [10: Chapter IV/Theorem 5.2] are fulfilled and we obtain \( U \in H^{2+\beta, 1+\beta/2}(\Omega_T) \). Thus, similar as above, one can conclude that \( D^m D^k u \) exist and are Hölder continuous in \( \Omega_T \) for \( 0 \leq m + 2k \leq 6, k \leq 3 \). Hence, \( W = u_{xt} \) satisfies

\[
\begin{align*}
W_t &= a_1'(u_x)W_{xx} + (a_1''(u_x)u_{xx} + a_1'''(u_x)u^2_{xx})W + 2a_1''(u_x)u_{xx}W_x \quad \text{in } \Omega_T \\
a_1'(u_x)W(1, t) + \phi'(u)U(1, t) &= 0, \quad a_1'(u_x)W(0, t) = 0 \quad \text{on } [0, T] \\
W(x, 0) &= (a_1(u_0))''(x) \quad \text{on } [0, 1].
\end{align*}
\]

After these preliminaries it is not difficult to prove Theorem 2. Indeed, as \( u_t(x, 0) = \lambda u_0^{\sigma-1}(x) \geq \lambda \mu^{\sigma-1} > 0 \), the maximum principle yields that \( u_t(x, t) > 0 \) on \( \overline{\Omega_T} \). Thus, \( u(x, t) \geq \mu \) on \( \overline{\Omega_T} \) and the equation in (4.2) gives \( u_{xx} > 0 \) on \( \overline{\Omega_T} \). Now, as \( u_{xt}(x, 0) = \lambda(\sigma - 1)u_0^{\sigma-2}(x)u_0'(x) > 0 \) on \( (0, 1] \), taking into account (4.5) one can conclude that \( u_{xt}(x, t) > 0 \) on \( (0, 1] \times [0, T] \).

Next, because of the smoothness of \( u \) and due to the fact that \( u_0(x) \leq L = M/2 \) there exists a time \( s > 0 \) such that \( u(x, t) \leq M \) on \( \overline{\Omega_s} \), i.e. \( u \) is also the unique solution of our original problem (1.6) such that

\[
u, u_t, u_{xx} > 0 \quad \text{on } \overline{\Omega_s} \quad \text{and} \quad u_{x}, u_{xt} > 0 \quad \text{on } (0, 1] \times [0, s].
\]

Put

\[
T_{\text{max}} = \sup \{ s \mid \text{there is a solution of Problem (1.6) on } \overline{\Omega_s} \}.
\]
If \( T_{\text{max}} < \infty \), it is not difficult to show that \( u(1,t) \to \infty \) if \( t \to T_{\text{max}} \). Indeed, let us suppose that \( u(1,t) \leq \text{const} \) for all \( t \in [0,T_{\text{max}}] \). Then from (4.1), (4.3) and (4.4) one can get
\[
u_x(x,t) + u_t(x,t) + u_{xx}(x,t) \leq C < \infty \tag{4.6}
\]
for all \((x,t) \in [0,1] \times [0,T_{\text{max}}] \). Note that each term on the left-hand side of (4.6) is non-negative. Applying now [10: Chapter IV/Theorem 5.3] for Problem (4.2) and then [10: Chapter IV/Theorem 5.2] for (4.3) we obtain the uniform bound of \( u, u_x \) in the norm of \( H^{2+\beta,1+\beta/2}(\overline{\Omega}_T) \) with respect to \( T, T < T_{\text{max}} \). Denote
\[
u(x) \equiv \lim_{t \to T_{\text{max}}} u(x,t).
\]
Then \( \nu \in H^{2+\nu}([0,1]) \) \((0 < \nu < 1)\), \( u_x(0) = 0 \) and \( a(u_x(1)) = v^{\sigma-1}(1) \), i.e. the solution \( u \) can be extended beyond \( T_{\text{max}} \), which is a contradiction.

5. Proof of Theorem 3

We shall first deal with the problem
\[
\begin{align*}
(a_2(v_x))_x &= \lambda v^{\sigma-1} \quad (0 < x < 1) \\
v_x(0) &= 0 \\
a_2(v_x(1)) &= v^{\sigma-1}(1)
\end{align*} \tag{5.1}
\]
for some \( \lambda > 0 \), where \( a_2 \in C^3(\mathbb{R}), 0 < \kappa \leq a_2'(\xi) \leq \kappa^{-1} \) \((\xi \in \mathbb{R})\) for some \( 0 < \kappa < 1 \) and \( a_2(\xi) = a(\xi) \) if \( |\xi| \leq 2\mathcal{L}^{\sigma-1} \). Put \( A(\xi) = \int_0^\xi a_2'(\tau) d\tau \) and denote by \( A^{-1} \) its inverse (on \([0,\infty)\)). Then we have \( \kappa \xi^2 \leq 2A(\xi) \leq \kappa^{-1} \xi^2 \) and
\[
(2\kappa)^{1/2} \sqrt{\xi} \leq A^{-1}(\xi) \leq \left(\frac{2}{\kappa}\right)^{1/2} \sqrt{\xi} \tag{5.2}
\]
for any \( \xi \in \mathbb{R}^+ \). If \( \nu \) is a positive classical solution of Problem (5.1), then \( v_x > 0 \) on \((0,1)\) and multiplying the equation in (5.1) by \( v_x \) we obtain easily
\[
v_x(x) = A^{-1} \left( \frac{\lambda}{\sigma} (v^{\sigma}(x) - \mu^{\sigma}) \right) \tag{5.3}
\]
where \( \mu = v(0) \). Denoting \( \ell = v(1), \hat{\ell} = \ell^{\sigma-1} \) and assuming that \( \hat{\ell} \geq \eta \), (5.3) for \( x = 1 \) gives
\[
\lambda = \frac{\sigma A(\hat{\ell})}{\hat{\ell}^{\sigma} - \mu^{\sigma}}. \tag{5.4}
\]
After integration of (5.3) we arrive at
\[
\int_{\mu}^{v(x)} \frac{dz}{A^{-1} \left( \frac{\lambda}{\sigma}(z^{\sigma} - \mu^{\sigma}) \right)} = x \quad \forall \ x \in [0,1]. \tag{5.5}
\]
Putting
\[
\mathcal{F}(\ell, \mu) = \int_{\mu}^{\ell} \frac{dz}{A^{-1} \left( \frac{\lambda}{\sigma}(z^{\sigma} - \mu^{\sigma}) \right)}
\]
(5.5) for \( x = 1 \) especially yields
\[
\mathcal{F}(\ell, \mu) = 1. \tag{5.6}
\]
Now we are ready to formulate the following two statements.
Proposition 1. Assume that \( \ell \geq \eta \), let constants \( 0 < \mu < \ell \) be related by equation (5.6) and a function \( v \) be given implicitly by (5.5). Then \( v \in C^\infty([0,1]) \) and \( v \) is a positive solution of Problem (5.1) with \( v(0) = \mu, v(1) = \ell \) and \( \lambda \) being given by (5.4).

Proposition 2. Let \( \ell \geq \eta \) be given. Then there exist a positive \( \lambda \) and \( \mu \in (0, \ell) \) such that (5.6) is satisfied.

**Proof of Proposition 1.** Let \( 0 < \mu < \ell \) be given such that (5.6) is satisfied with \( \lambda \) being given by (5.4). Put

\[
  h(y) = \int_{\mu}^{y} \frac{dz}{A^{-1}(A(\ell)\left(\frac{z^\sigma - \mu^\sigma}{\ell^\sigma - \mu^\sigma}\right))} \quad \text{for } y \in (\mu, \infty).
\]

With the assistance of (5.2) one can now obtain for the function \( h \) the estimate

\[
  \left(\frac{\kappa}{2}\right)^{1/2} F(y) \leq h(y) \leq (2\kappa)^{-1/2} F(y),
\]

where

\[
  F(y) = \frac{\mu}{\sqrt{A(\ell)}} \int f\left(\frac{y}{\mu}\right) \sqrt{\left(\frac{\ell}{\mu}\right)^\sigma - 1}
\]

and

\[
  f(x) = \int_{1}^{x} \frac{dz}{\sqrt{z^\sigma - 1}} \quad \text{for } x \in (1, \infty).
\]

The above integral converges since \( \sqrt{z^\sigma - 1} \sim \sqrt{\sigma(z - 1)} \) near \( z = 1 \), hence, \( h \) is well defined on \([\mu, \infty), h \in C([\mu, \infty)) \cap C^\infty(\mu, \infty)\), \( \lambda(h) = 0 \) and \( h(\ell) = 1 \). As \( h'(y) > 0 \) on \((\mu, \infty)\), for each \( x \in [0, 1] \) there exists a unique \( y \in [\mu, \ell] \) which we shall denote \( y = v(x) \) such that \( v = h^{-1} \in C([0,1]) \). As \( v(x) = 1/h'(v(x)) \), i.e. (5.3), it is not difficult to see that \( v \) satisfies (5.1) with \( \lambda \) given by (5.4). Thus \( \alpha'(v_\mu)v_\mu = \lambda v^\sigma - 1(x) \) and the smoothness of \( v \) follows.

**Proof of Proposition 2.** Assume that \( \ell \), satisfying \( \ell \geq \eta \), is given and put \( z = \ell/\mu \). As we consider \( 0 < \mu < \ell \), \( z \in (1, \infty) \), and take

\[
  W(z) = \frac{\ell z^\sigma - 1}{\sqrt{A(\ell)}} f(z) \sqrt{1 - \frac{1}{z^\sigma}},
\]

where \( f \) is defined by (5.8). With the assistance of (5.7) one can see that

\[
  \left(\frac{\kappa}{2}\right)^{1/2} W(z) \leq F(\ell, \ell/z) \leq (2\kappa)^{-1/2} W(z) \quad \text{for } z \in (1, \infty).
\]

We know already that \( W(z) \to 0 \) as \( z \to 1 \) and it is enough to show that \( W(z) \to \infty \) as \( z \to \infty \), because then (5.10) yields the existence of at least one \( z_0 \in (1, \infty) \) such that \( F(\ell, \ell/z_0) = 1 \), and the assertion of Proposition 2 would follow. The fact that \( W(z) \to \infty \) as \( z \to \infty \) follows from (5.9) taking into account the fact that \( \sigma > 2 \).

**Proof of Theorem 3.** Put \( \ell = L \). As \( v_{xx} > 0 \) on \([0,1]\) it follows that \( 0 \leq v_x(x) \leq L^{\sigma - 1} \) for all \( x \in [0, 1] \). Since \( \alpha_2(\xi) = a(\xi) \) for \( |\xi| \leq 2L^{\sigma - 1} \) (see (5.1) above), the proof of Theorem 3 is completed.
6. Concluding remarks

Let us finish the paper with some remarks concerning Problem (1.6) for those values of the parameters $p$ and $q$ that we do not concern here.

**Remark 1.** Let $q$ satisfy (1.3), i.e. the inequality

$$|v(1)|^q \leq \epsilon \int_0^1 |v_x(x)|^p dx + C \epsilon \int_0^1 |v(x)|^2 dx + C$$  \hspace{1cm} (6.1)

holds for any $v \in W^1_p(0,1)$. Multiplying the equation in (1.6) by $u$ and taking into account (6.1) and the fact that $c|\xi|^p - C \leq a(\xi)\xi \leq |\xi|^p$ ($\xi \in \mathbb{R}$) for some positive constants $c$ and $C$, one can easily arrive at

$$\max_{0 \leq t \leq T} \int_0^1 |u(x,t)|^2 dx \leq \left( \int_0^1 |u_0(x)|^2 dx + L \right) e^{Kt} - L,$$

where $K, L > 0$ do not depend on $u$. Now, from the energy inequality

$$\int_0^T \int_0^1 u_t^2(x,t) dx dt + J(u(t)) \leq J(u_0), \quad J(v) = \int_0^1 \int_0^1 a(\tau) d\tau dx - q^{-1}|v(1)|^q$$  \hspace{1cm} (6.2)

we obtain

$$\int_0^T \int_0^1 u_t^2(x,t) dx dt + \max_{0 \leq t \leq T} \|u(t)\|_{W^1_p(0,1)} \leq \text{const},$$

which does not depend on $u$. Therefore, one can conclude that $u$ exists globally.

**Remark 2.** If $p \geq 2$ and $q \leq 2$, it is shown in [6] by the same way as outlined in Remark 1 that all solutions of Problems (1.1) and (1.6) exist globally. In the case $q > 2$ all non-decreasing (in $x$) positive solutions of Problem (1.6) (Problem (1.1)) blow up in a finite time. Indeed, note that

$$\frac{d}{dt} \int_0^1 u(x,t) dx = u^q(1,t) \geq \left( \int_0^1 u(x,t) dx \right)^{q-1}.$$

As $q - 1 > 1$, $u$ can not exists globally, i.e. $T_{\text{max}} < \infty$. To show that $u$ blows up in a finite time we need to show that $u(1,t) \to \infty$ if $t \to T_{\text{max}}$. For smooth solutions of Problem (1.6) satisfying (2.1) it is demonstrated in the proof of Theorem 2 above (for weak solutions of (1.1) see, e.g., [4]).

**Remark 3.** The regularity of solutions of problems like (1.1) has been intensively studied in [2] (see also the references therein).
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