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1. Introduction

In this paper we want to prove existence of a weak solution to the parabolic initial boundary value problem

\[
\begin{align*}
D_t u + A(t, u) u &= f(x, t, u) \quad \text{in } QT \\
u(x, t) &= 0 \quad \text{on } \Gamma \\
u(x, 0) &= U_0(x) \quad \text{inenskip } G
\end{align*}
\]

(1.1) (1.2) (1.3)

where

\[
A(t, v)u = - \sum_{i, k=1}^{N} \frac{\partial}{\partial x_k} \left( a_{i k}(x, t, v) \frac{\partial u}{\partial x_i} \right) + \sum_{i=1}^{N} a_i(x, t, v) \frac{\partial u}{\partial x_i}
\]

\[
D_t u = \frac{\partial u}{\partial t}
\]

(1.4)

by means of approximation by the Rothe method. Here we denote by \( G \subset \mathbb{R}^N \) \((N \geq 2)\) a simply connected, bounded domain with boundary \( \partial G \in C^1 \), \( I = [0, T] \), \( QT = G \times I \) and \( \Gamma = \partial G \times I \).
We point out that the coefficients of the operator $A$ depend on the unknown function $u$. The Rothe method was applied to rather general nonlinear differential equations especially in the papers of Kaëur (see [2 - 5]). In these papers convergence of the approximations usually is obtained by means of compactness arguments. In the present case we will estimate the convergence order and error of the Rothe approximations. In some papers (see, e.g., [3]) the Cauchy sequences of Rothe approximations were estimated for a monotone operator $A$. We will do this without assuming monotonicity of $A$. Our proof of convergence is based on an a priori estimate of the time derivative derived by means of some nonlinear Gronwall lemma.

Furthermore, we present $L_{\infty}$-estimates for the approximations to the quasilinear problem (1.1) - (1.4). This allows to omit any growth restriction of the coefficients and the right-hand side with respect to $u$. In addition, assumptions like Lipschitz condition need only be supposed on a bounded set. For the proof of the $L_{\infty}$-estimates we use the technique of Moser [7] and Alikakos [1], where estimates in $L_{\infty}$-norms are obtained by a limit process $p \to \infty$. This technique was used by the author to deal with the Rothe method for semilinear parabolic problems in [9] and problems with degenerating coefficient in [10].

2. Preliminaries

In the following $\| \cdot \|_p$ denotes the norm in $L_p(G)$ and $\langle \cdot , \cdot \rangle$ the duality between $L_p(G)$ and $L_p'(G)$ ($\frac{1}{p} + \frac{1}{p'} = 1$). $W^{1,p}(G)$ and $W_0^{1,p}(G)$ are the usual Sobolev spaces, the last one being normed by $\|u\|_{1,p} = \|\nabla u\|_p$. For $t \in I$ and $v \in C(\overline{G})$ the operator $A(t,v)$ from (1.4) generates a bilinear form on $W_0^{1,p}(G) \times W_0^{1,p}(G)$ denoted by $A(t,v)(\cdot , \cdot )$. Moreover, we use $C(I,V), C^{0,1}(I,V)$ and $L_p(I,V)$ for the sets of continuous, Lipschitz continuous, and $L_p$-integrable mappings $I \to V$, respectively. By $c$ we denote generic constants which may be different on different places but are independent of the subdivision and of $p$ if it is variable. Furthermore, by $\mathbb{N}$ and $\mathbb{N}_0$ we denote the sets of natural numbers beginning with 1 and 0, respectively, i.e. $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$.

In order to solve problem (1.1) - (1.4) by semidiscretization in time (Rothe method) we subdivide the time interval $I$ by points $t_j = jh$ ($h > 0; j = 0, \ldots , n$) and replace (1.1) - (1.3) by the time discretized problem (in weak formulation; $j = 1, \ldots , n$)

\begin{align}
(\delta u_j, v) + A_j(u_j, v) &= (f_j, v) \quad \text{for all } v \in W_0^{1,p}(G) & (2.1)_j \\
u_j &= 0 \quad \text{on } \partial G & (2.2)_j \\
u_0 &= U_0 & (2.3)_0
\end{align}

where

$$\delta u_j = \frac{u_j - u_{j-1}}{h}, \quad f_j = f(x, t_j, u_{j-1}), \quad A_j(\cdot , \cdot ) = A(t_j, u_{j-1})(\cdot , \cdot ).$$

Starting from (2.3)\textsubscript{0} thus we have to solve a set of linear elliptic boundary value problems (2.1)\textsubscript{j}, (2.2)\textsubscript{j} to obtain the approximations $u_j$. By interpolation with respect to time this yields the Rothe functions

$$\tilde{u}^n(x,t) = \frac{t_j - t}{h}u_{j-1}(x) + \frac{t - t_{j-1}}{h}u_j(x) \quad (t \in [t_{j-1}, t_j]) \quad (2.4)$$
and
\[
\tilde{u}^n(x,t) = \begin{cases} 
  u_j(x) & \text{if } t \in (t_{j-1}, t_j] \\
  U_0(x) & \text{if } t \leq 0.
\end{cases}
\] (2.5)

For given \( U_0 \in C(\overline{G}) \) and \( R > 0 \) we define the set
\[
\mathcal{M}_R(U_0) = \left\{ (x,t,u) \in \mathbb{R}^{N+2} : x \in G, t \in I, |u - U_0(x)| \leq R \right\}
\]
and the ball
\[
B_R(U_0) = \left\{ u \in C(\overline{G}) : \|u - U_0\|_{C(\overline{G})} \leq R \right\}.
\]

We will show that the approximations \( \tilde{u}^n \) and \( \tilde{u}^n \) and hence the solution \( u \) of our problem belong to \( B_R(U_0) \) for sufficiently small \( t \). Therefore, we suppose the following local conditions.

**Assumptions.** For given \( R > 0 \) let \( a_{i k}, a_i \) and \( f \) be Carathéodory functions defined on \( \mathcal{M}_R(U_0) \). Then if \( r > N \) and \( \mu_1 \leq \nu < \frac{rN}{r-2}(i = 1, 2, 3) \) with \( \frac{Nr}{r-2} < \mu_1 \), \( \frac{Nr}{r-2} < \mu_2 \) and \( \frac{Nr}{2r+N-2} < \mu_3 \), we suppose the following:

(i) \( U_0 \in W_0^{1,r}(G) \) and \( A(0,U_0)U_0 \in L_r(G) \).

(ii) \( a_{ik}(:,t,u) : I \times B_R(U_0) \to C(\overline{G}) \) and \( a_i(:,t,u) : I \times B_R(U_0) \to L_r(G) \) are bounded mappings which fulfill the Lipschitz conditions
\[
\|a_{ik}(:,t,u) - a_{ik}(:,t',u')\|_{\mu_1} \leq l_1(|t - t'| + \|u - u'\|_{\nu}),
\]
\[
\|a_i(:,t,u) - a_i(:,t',u')\|_{\mu_2} \leq l_2(|t - t'| + \|u - u'\|_{\nu})
\]
for all \( t, t' \in I \) and \( u, u' \in B_R(U_0) \) as well as the ellipticity condition
\[
\sum_{i,k} a_{ik}(x,t,u) \xi_i \xi_k \geq a \xi^2
\]
for all \( (x,t,u) \in \mathcal{M}_R(U_0) \) and \( \xi \in \mathbb{R}^N \), \( a > 0 \) being some constant.

(iii) \( f(:,t,u) : I \times B_R(U_0) \to L_r(G) \) is bounded and fulfills the Lipschitz condition
\[
\|f(:,t,u) - f(:,t',u')\|_{\mu_3} \leq l_3(|t - t'| + \|u - u'\|_{\nu})
\]
for all \( t, t' \in I \) and \( u, u' \in B_R(U_0) \).

**Example.** We consider the equation
\[
u_t - \nabla \left( \frac{1 - u^2}{|x| + u} \nabla u \right) + b(x,t)(\tan u)_{x_1} = \frac{1}{|x|^\alpha} e^u
\]
in \( G = \{ x \in \mathbb{R}^N : |x| < 1 \} \) with homogeneous boundary condition (1.2) and initial function \( U_0 = \frac{1 - |x|^2}{2} \). The coefficient \( b = b(x,t) \) will be defined by
\[
b(x,t) = \begin{cases} 
  \phi(\frac{|x|^2}{t}) & \text{for } t > 0 \\
  0 & \text{for } t = 0
\end{cases}
\]
where \( \phi : \mathbb{R}^+ \rightarrow \mathbb{R} \) is a Lipschitz function with \( \text{supp} \phi \subset [0,1] \). If \( \alpha < 1 \) and \( 0 < \beta \leq \frac{2(N-\alpha)}{N} \), one can choose \( N < r < \frac{N}{\alpha} \) and \( \frac{Nr}{2r-2} < \mu_2 < \frac{N}{\beta} \). Then for \( R < \frac{1}{2} \) this problem fulfils the above Assumptions (i)-(iii) if \( \nu \) and \( \mu_3 \) are chosen in such way that \( \frac{r}{\mu_3} \geq \frac{r N - 1}{N - 2} \).

Note that the coefficient \( b = b(x,t) \) in the example does not fulfil any Lipschitz condition with respect to \( t \) uniformly in \( x \in G \). Moreover, for \( \phi(s) = \max\{1-s,0\} \) the smallest pointwise Lipschitz constant \( L = L(x) = \frac{1}{|x|^2} \) does not belong to \( L_N(G) \), however the second Lipschitz condition in Assumption (ii) is fulfilled for \( \mu_2 = \frac{N}{\beta} \).

For a given function \( \psi : \mathcal{M}_R(U_0) \rightarrow \mathbb{R} \) we define the cut function \( \psi^R \) by

\[
\psi^R(x,t,u) = \begin{cases} 
\psi(x,t,u) & \text{for } (x,t,u) \in \mathcal{M}_R(U_0) \\
\psi(x,t,u_0(x) + R \text{ sign}(u - u_0(x)) & \text{otherwise.}
\end{cases}
\]

For the following calculations we replace the coefficients \( a_{ik} \) and \( a_i \) in \( A \) (see (1.4)) by \( a_{ik}^R \) and \( a_i^R \), respectively, and the right-hand side \( f \) in (1.1) by \( f^R \). Obviously, these functions fulfil Assumptions (ii) and (iii) globally for all \( u \in C(G) \) instead of \( u \in B_R(U_0) \). In Theorem 3.1 we will prove that the argument \( u = u_{j-1} \) belongs to \( B_R(U_0) \) for sufficiently small \( t \in I \), therefore we may identify \( a_{ik}^R \) and \( a_i^R \) with \( a_{ik} \) and \( a_i \), respectively, and \( f^R \) with \( f \). For simplicity we drop the superscript \( R \) from the beginning.

Starting from the given \( U_0 \) in (2.3) there exist unique solutions \( u_j \in W_0^1,G) \) of the truncated equations (2.1) for all \( h < h_0 \) \( (j = 1, 2, \ldots, n) \) (see [11: Corollary 7.4]). Since \( r > N \) this implies \( u_j \in C^\lambda(G) \) \( (\lambda = 1 - \frac{N}{r}) \) and \( \|u_j\|_C = \|u_j\|_{C(G)} \).

We list some auxiliary assertions which we need for the estimates.

**Lemma 2.1.** Let \( u, v \in W_0^1,G) \) \( (r > N) \) and \( u', u'' \in C(G) \). Moreover, define \( w = \frac{1}{2} u^{p-2} \) for \( p \geq 2 \), and suppose Assumption (ii). Then

\[ |u|^{p-2} u \in W_0^1,G) \] with \( \nabla(|u|^{p-2} u) = (p-1)|u|^{p-2} \nabla u \)

and it holds:

\[
\|u|^{p-2} u \|_p' = \|u\|_p^{p-1} \quad \text{and} \quad \|w\|_2^2 = \|u\|_p^p \quad \left( \frac{1}{p} + \frac{1}{p'} = 1 \right) \] (2.6)

and

\[
A(t,u)(u,|u|^{p-2} u) \geq k_1 \|w\|_{1,2}^2 - k_2 \|u\|_p^p \] (2.7)

\[
|A(t,u')(v,|u|^{p-2} u)| \leq c \|v\|_{1,r} \|w\|_{1,2} \|w\|_s^{(p-2)/p} \] (2.8)

\[
|(A(t',u') - A(t'',u''))(v,|u|^{p-2} u)| \leq c \left( |t' - t''| + \|u' - u''\|_v \right) \times \|v\|_{1,r} \|w\|_{1,2} \|w\|_s^{(p-2)/p} \] (2.9)

with \( p \leq r \) in (2.9), \( k_1 = \frac{(2p-2)}{p^2} \geq \frac{\text{const}}{p} \), \( k_2 = \frac{\text{const}}{p} \) and \( s < \frac{2N}{N-2} \).
Proof. The proof that $|u|^p-2u$ belongs to $W_0^{1,r}(G)$ and that of relations (2.6) and (2.7) is given in [8: Lemmas 2 and 3]. In order to prove relations (2.8) and (2.9) we estimate a bilinear form generated by an elliptic operator $A$ with coefficients $\tilde{a}_{ik} \in L_{\lambda_1}(G)$ and $\tilde{a}_i \in L_{\lambda_2}(G)$, where $1 \leq \lambda_1, \lambda_2 \leq +\infty$. By means of
\[
\nabla(|u|^{p-2}u) = (p-1)|u|^{(p-2)/2}(u|^{(p-2)/2}U)
= 2^{p-1}p^{-1}x_{(p-2)/2}U
= 2^{p-1}p^{-1}x_{(p-2)/p}U
\]
we obtain
\[
|\tilde{A}(v,|u|^{p-2}u)|
\leq c \max |\tilde{a}_{ik}| \nabla v|^{(p-2)/p}U^{(p-2)/p} + c \max |\tilde{a}_i| \nabla v|^{(p-2)/p}U^{(p-2)/p}
\leq c \max |\tilde{a}_{ik}| \nabla v|^{(p-2)/p}U^{(p-2)/p} + c \max |\tilde{a}_i| \nabla v|^{(p-2)/p}U^{(p-2)/p}
\]
First let $p > 2$. We now apply the H"older inequality with exponents $a_i$ and $b_i$ to the integrals with factors $A_i$ and $B_i$, respectively. Especially we choose
\[
a_1 = \lambda_1, \quad a_2 = r, \quad a_3 = 2, \quad a_4 = \frac{ps}{p-2}
\]
\[
b_1 = \lambda_2, \quad b_2 = r, \quad b_3 = \frac{ps}{2(p-1)} \quad \text{with} \quad s < \frac{2N}{N-2}
\]
Hence
\[
|\tilde{A}(v,|u|^{p-2}u)| \leq c \max |\tilde{a}_{ik}| \nabla v|_r \nabla U|_s \nabla U|_s^{(p-2)/p} + c \max |\tilde{a}_i| \nabla v|_r \nabla U|_s^{(2p-2)/p} \quad (2.10)
\]
In the last estimate the continuous embedding $W_0^{1,2}(G) \subset L_s(G)$ was used. In order to ensure $\sum_{i=1}^4 a_i^{-1} = 1$ and $\sum_{i=1}^3 b_i^{-1} = 1$ the Lebesgue exponents $\lambda_1$ and $\lambda_2$ in (2.10) have to fulfill the conditions
\[
\lambda_1 > \frac{prN}{p(r-N)+r(N-2)} \quad \text{and} \quad \lambda_2 > \frac{prN}{p(2r-N)+r(N-2)} \quad (2.11)
\]
Since the right-hand sides in (2.11) are bounded from above for all $p \geq 2$ and $\tilde{a}_{ik} = a_{ik}(-,t,u') \in L_{\infty}(G)$, $\tilde{a}_i = a_i(-,t,u') \in L_{\infty}(G)$ this yields relation (2.8).
To prove relation (2.9) we choose $\tilde{a}_{ik} = a_{ik}(-,t,u') - a_{ik}(-,t'',u'')$, $\tilde{a}_i$ analogously, and $\lambda_1 = \mu_1$, $\lambda_2 = \mu_2$. Then (2.11) is fulfilled for $2 < p \leq r$ in view of the restrictions on $\mu_i$. Estimation of (2.10) by means of the Lipschitz conditions (ii) yields (2.9).
Finally, if $p = 2$, then the term $A_4$ disappears. Hence we set $\alpha_4 = 0$ and have $\alpha_1 = \frac{2r}{r-2} < \mu_1$, $\alpha_2 = r$ and $\alpha_3 = 2$. Obviously, the assertion holds, too.
An essential tool in our investigations is the Nirenberg-Gagliardo interpolation inequality (see [6: pp. 80 - 84]). Let \( 1 \leq q \leq p \leq s \) and \( \frac{1}{p} < \frac{1}{s} + \frac{1}{N} \). Then for all \( u \in W^{1,p}_0(G) \) we have

\[
\|u\|_s \leq c_1 \|u\|_{1,p}^{\theta} \|u\|_q^{1-\theta} \quad \text{with} \quad \bar{\theta} = \frac{\frac{1}{q} - \frac{1}{p}}{\frac{1}{q} - \frac{1}{p} + \frac{1}{N}} \leq \theta \leq 1. \tag{2.12}
\]

If \( q = 1 \), then \( \bar{\theta} < \theta \leq 1 \). As a corollary of this inequality we get

**Lemma 2.2.** Let \( 2 \leq s < \frac{2N}{N-2} \) and \( u \in W^{1,2}_0(G) \). Then for \( \varepsilon > 0, \alpha > 0 \) and \( 1 \leq q \leq 2 \) there holds

\[
\|u\|_s^{2\alpha} \leq \varepsilon \|u\|_{1,2}^2 + c_\varepsilon \|u\|_q^{2\beta} \tag{2.13}
\]

where we distinguish the following cases:

a) If \( 0 < \alpha < 1 \), then \( 0 < \beta < \bar{\beta} < \alpha \) and \( c_\varepsilon \sim \varepsilon^{-\frac{\alpha-\beta}{1-\alpha}} \).

b) If \( \alpha = 1 \), then \( \beta = 1 \) and \( c_\varepsilon \sim \varepsilon^{-\sigma} \) with \( \sigma \leq \sigma < +\infty \).

c) If \( 1 < \alpha < \bar{\alpha} \), then \( \alpha < \bar{\beta} < \beta < +\infty \) and \( c_\varepsilon \sim \varepsilon^{-\frac{\sigma-\alpha}{1-\sigma}} \)

with

\[
\bar{\alpha} = \frac{1}{\sigma}, \quad \bar{\beta} = \frac{\alpha}{1 + (1 - \alpha)\sigma}, \quad \sigma = \frac{2N(s-q)}{q[2N - (N - 2)s]}
\]

If \( q = 1 \), then the choice \( \beta = \bar{\beta} \) and \( \sigma = \sigma \) is excluded.

**Proof.** We start with (2.12) for \( p = 2 \) and obtain for \( \alpha \neq 1 \) by means of the Young inequality

\[
\|u\|_s^{2\alpha} \leq c_1^{2\alpha}\|u\|_{1,2}^{2\theta\alpha} \|u\|_q^{2(1-\theta)} \leq \varepsilon \|u\|_{1,2}^2 + c_\varepsilon \|u\|_q^{2\frac{\sigma-\alpha}{1-\sigma}}
\]

provided that \( \alpha \theta < 1 \). This yields the condition

\[
\alpha < \bar{\alpha} := \frac{1}{\bar{\theta}} \quad \text{with} \quad \bar{\theta} = \frac{2N(s-q)}{s[2N - (N - 2)q]}
\]

from (2.12), which is restrictive only in case c). Moreover, \( c_\varepsilon \sim \varepsilon^{-\alpha\theta/(1-\alpha\theta)} \). Defining \( \beta = \beta(\theta) := \frac{\sigma - \alpha}{\sigma} \), we obtain \( \frac{\alpha\theta}{1-\alpha\theta} = \frac{\sigma - \beta}{1-\beta} \). Since \( \theta \) may be chosen within the interval \( [\bar{\theta}, 1) \) we investigate the range of \( \beta \) on \( [\bar{\theta}, 1) \) using the derivative \( \beta'(\theta) = \frac{\alpha(1-\theta)}{(1-\beta)^2} \). In case a) the function \( \beta = \beta(\theta) \) is monotonically decreasing on \( [0, 1] \) with \( \beta(0) = \alpha \) and \( \beta(1) = 0 \). Hence, \( 0 < \beta \leq \bar{\beta} \), with \( \bar{\beta} = \beta(\bar{\theta}) \) and \( \bar{\beta} < \alpha \). In case c) the function \( \beta = \beta(\theta) \) is monotonically increasing on \( [0, \frac{1}{2}] \) with \( \beta(0) = \alpha \) and a pole in \( \theta = \frac{1}{2} \). Hence, \( \beta \leq \beta < +\infty \) with \( \beta = \beta(\bar{\theta}) \) and now \( \beta > \alpha \).

It remains to regard the case \( \alpha = 1 \). Applying the Young inequality to (2.12) it follows that \( \beta = 1 \) and \( c_\varepsilon \sim \varepsilon^{-\theta/(1-\theta)} = \varepsilon^{-\sigma} \). Varying \( \theta \) in \( [\bar{\theta}, 1) \) we get \( \sigma \leq \sigma < +\infty \) with \( \sigma = \frac{\beta}{1-\beta} \).

If \( s = q = 2 \), then \( \bar{\theta} = 0 \). However, the validity of formula (2.13) is obvious in that case even for the choice \( \beta = \bar{\beta} = \alpha \) and \( \sigma = \sigma = 0 \).
Remark. If we choose \( \beta = \bar{\beta} \), then the exponent \( \frac{\alpha - \beta}{1 - \alpha} = \frac{\alpha - \beta}{1 + (1 - \alpha) \sigma} \) in \( c_\varepsilon \) tends to \( \sigma \) for \( \alpha \to 1 \).

For estimation of the discrete time derivative to the discretized quasilinear problem we need a nonlinear Gronwall inequality (see Willett and Wong [12]) instead of the well-known linear one, which is used in the linear case. We use the following discrete version.

**Lemma 2.3.** Let \( d_i \ (i = 0, 1, 2, \ldots, n) \) be non-negative real numbers, \( K_0 > 0 \) and \( c_1, c_2, h, \beta \geq 0 \) constants with \( \beta \neq 1 \). Then the inequality

\[
d_i \leq K_0 + c_1 \sum_{j=0}^{i-1} h d_j + c_2 \sum_{j=0}^{i-1} h d_j^\beta \quad (i = 0, 1, \ldots, n)
\]

implies that

\[
ed_i d_i \leq \left( K_0^{1-\beta} + (1 - \beta)c_2 \sum_{j=1}^{i} h e_j^{1-\beta} \right)^{1/(1-\beta)} \quad (i = 0, 1, \ldots, n^*)
\]

with \( e_i = (1 + c_1 h)^{-i} \). Here one has to choose \( n^* \leq n \) in such way that the condition \( (1 - \beta)c_2 \sum_{j=1}^{i} h e_j^{1-\beta} < K_0^{1-\beta} \) is not violated.

**Proof.** The assertion of the lemma is a specialization of Theorem 4 in [12] with \( u(i + 1) = d_i \ (i = 0, \ldots, n), v(i) = c_1 h \) and \( w(i) = c_2 h \ (i = 1, \ldots, n) \).

Remark. If \( h \leq h_0 < \frac{1}{c_1} \), then the sum \( \sum_{j=1}^{i} h e_j^{1-\beta} \) may be replaced by \( \sum_{j=0}^{i} h d_j \) where the assertion holds with \( \frac{K_0}{1 - c_1 h_0} \) and \( \frac{c_k}{1 - c_1 h_0} \) instead of \( K_0 \) and \( c_k \ (k = 1, 2) \), respectively.

Since \( ih = t_i \) and \( 1 \geq (1 + c_1 h)^{-i} \geq e^{-c_1 t_i} = e^{-c_1 t_i} \), we have the following corollary.

**Corollary.** Suppose the assumptions of Lemma 2.3 with \( \beta > 1 \). Then

\[
d_i \leq \left( K_0^{-(\beta-1)} - (\beta - 1)c_2 t_i e^{c_1 (\beta-1)t_i} \right)^{-1/(\beta-1)} e^{c_1 t_i}
\]

holds for all \( t_i \) with \( 0 \leq t_i < t^* \) where \( t^* > 0 \) is determined as the solution of the equation \( (\beta - 1)c_2 t e^{c_1 (\beta-1)t} = K_0^{-(\beta-1)} \).
3. A priori estimates for the discretized problem

We start with $L_\infty$-estimates for the solutions $u_j$ of the discretized problem (2.1) - (2.3) based on $L_p$-estimates followed by a limit process $p \to +\infty$. For positive constants $\gamma_1$ and $\gamma_2$ we define

$$Q_{\gamma_1, \gamma_2}(\tau) = \begin{cases} \tau^{\gamma_1} & \text{if } 0 \leq \tau \leq 1 \\ \tau^{\gamma_2} & \text{if } \tau \geq 1. \end{cases}$$

The first lemma yields some tool for performing the limit process.

**Lemma 3.1.** Let $\{m_\nu\}_{\nu \in \mathbb{N}_0}$, $\{\beta_\nu\}_{\nu \in \mathbb{N}}$ and $\{p_\nu\}_{\nu \in \mathbb{N}_0}$ be sequences of non-negative real numbers with

$$0 < \beta_\nu \leq 1, \quad \prod_{\nu=1}^{\infty} \beta_\nu = \beta > 0, \quad p_\nu = p_0 \lambda^\nu \quad (\lambda > 1)$$

satisfying the recurrence

$$m_\nu \leq \left( c_1 p_\nu^{c_2} \tau \left( m_{\nu-1}^{p_\nu} + m_{\nu-1}^{p_\nu} \beta_\nu \right) \right)^{1/p_\nu} \quad (\nu \in \mathbb{N})$$

for $0 \leq \tau \leq T$ where $c_1$ and $c_2$ are some positive constants. Then

$$m_\infty := \limsup_{\nu \to \infty} m_\nu \leq c Q_{\gamma_1, \gamma_2}(\tau) m_0^{\tilde{\beta}}$$

where

$$\tilde{\beta} = \prod_{\nu=1}^{\infty} \tilde{\beta}_\nu \text{ with } \tilde{\beta}_\nu = \begin{cases} \beta_\nu & \text{if } m_\nu < 1 \\ 1 & \text{if } m_\nu \geq 1 \end{cases}, \quad \gamma_2 = \frac{1}{p_0 (\lambda - 1)}, \quad \gamma_1 = \beta \gamma_2.$$

**Proof.** Applying the definition of $\tilde{\beta}_\nu$ we estimate

$$m_\nu \leq \left( c_1 p_\nu^{c_2} \tau \left( m_{\nu-1}^{p_\nu} + m_{\nu-1}^{p_\nu} \beta_\nu \right) \right)^{1/p_\nu} \cdot m_{\nu-1}^{\tilde{\beta}_\nu}$$

$$\leq \prod_{i=1}^{\nu} (c_1 p_i^{c_2} \tau)^{\tilde{\beta}_\nu} \cdot \beta_{\nu+1/p_i} \cdot m_0^{\tilde{\beta}_\nu} \cdot \tilde{\beta}_1$$

$$\leq \prod_{i=1}^{\nu} (c_1 p_i^{c_2})^{1/p_i} \cdot \tau^{\tilde{\beta} \sum_{i=1}^{\nu} \tilde{\beta}_i} \cdot m_0^{\tilde{\beta} \tilde{\beta}_1}$$

The first product converges since

$$\prod_{i=1}^{\nu} p_i^{c_2/p_i} = \prod_{i=1}^{\nu} p_0^{c_2/(p_0 \lambda^i)} = p_0 \left( c_2/p_0 \sum_{i=1}^{\nu} 1/\lambda^i \right) \lambda \left( c_2/p_0 \sum_{i=1}^{\nu} 1/\lambda^i \right)$$

is bounded. The exponent of $\tau$ may be estimated by

$$\beta \sum_{i=1}^{\nu} \frac{1}{p_i} \leq \sum_{i=1}^{\nu} \frac{1}{p_i} \prod_{j=i+1}^{\nu} \tilde{\beta}_j \leq \sum_{i=1}^{\infty} \frac{1}{p_i} =: \gamma_2.$$

Finally, $\prod_{\nu=1}^{\infty} \tilde{\beta}_j = \tilde{\beta} > 0$ is convergent because of $\beta_j \leq \tilde{\beta}_j \leq 1$. Passing to the limit $\nu \to +\infty$ in (3.1) this yields the assertion.
For doing estimations in the next lemma remember that $a_{ik}$, $a$, and $f$ at the moment mean the truncated functions which fulfil Assumptions (ii) and (iii) globally.

**Lemma 3.2.** Let $k \in \{0, 1, \ldots, n\}$ be fixed and suppose $\|u_k\|_{1,r} \leq C$ independent of the subdivision for this solution $u_k$ of problem $(2.1)_k, (2.2)_k$. Then there are numbers $\lambda_1 > 0$ and $\lambda_2 > 0$ such that the estimate

$$
\|u_j - u_k\|_{C(\overline{\Omega})} \leq c Q_{\lambda_1, \lambda_2}(t_j - t_k) \quad \text{for all} \ t_j \in [t_k, T]
$$

holds.

**Proof.** We define $z_j = u_j - u_k$ for $k \leq j \leq n$. Then $z_j \in W_0^{1,r'}(G)$ fulfils

$$
\langle \delta z_j, v \rangle + A_j(z_j, v) = \langle f_j, v \rangle - A_j(u_k, v) \quad \text{for all} \ v \in W_0^{1,r'}(G)
$$

for $j = k + 1, \ldots, n$ with $z_k = 0$. We insert the test function $v = |z_j|^{2-2z_j}$ for $p \geq r$, use the abbreviation $w_j = |z_j|^{(p-2)/2}z_j$ and obtain by means of Lemma 2.1

$$
\|z_j\|_p^p - \|z_{j-1}\|_p^p \leq k_2 h \|w_j\|_{1,r}^{p-1} + h \|f_j\|_r \|z_j\|_r^{p-1} + h |A_j(u_k, z_j|^{p-2})|
$$

which yields with the Young inequality applied to the second term, with $k_1, k_2 = O(\frac{1}{p})$, $\|z_j\|_p^p = \|w_j\|_2^2$ and $\|f_j\|_r \leq c$ the estimate

$$
\|w_j\|_2^2 - \|w_{j-1}\|_2^2 + c h \|w_j\|_{1,2}^2
\leq c h \|w_j\|_2^2 + c p h \|w_j\|_{2r(p-1)/p}^{2(p-1)/p} + p h |A_j(u_k, z_j|^{p-2})|.
$$

(3.2)

We estimate the last term on the right-hand side of (3.2). Application of the Young inequality to formula (2.8) of Lemma 2.1 yields because of the assumption $\|u_k\|_{1,r} \leq C$

$$
|A_j(u_k, z_j|^{p-2})| \leq \varepsilon \|w_j\|_{1,2}^2 + \frac{c}{\varepsilon} \|w_j\|_q^{2(p-2)/p}.
$$

(3.3)

Let now

$$
\beta(p) = \overline{\beta} = \frac{\alpha}{1 + (1 - \alpha)\overline{\sigma}} = \frac{p - 2}{p + 2\overline{\sigma}}
$$

(3.4)

be the exponent $\overline{\beta}$ corresponding to $\alpha = \frac{p-2}{p}$ defined in Lemma 2.2. Applying case a) of this lemma with $\varepsilon = \frac{c}{\overline{\sigma}}$ to the last term of (3.3) we obtain

$$
|A_j(u_k, z_j|^{p-2})| \leq \varepsilon \|w_j\|_{1,2}^2 + c_\varepsilon \|w_j\|_q^{2\beta(p)} \quad (c_\varepsilon \sim \varepsilon^{-\overline{\sigma}})
$$

with $1 < q \leq 2$. Observe that

$$
\sigma = \sigma(p) = 2 \frac{\alpha - \beta}{1 - \alpha} + 1 = \frac{p(2\overline{\sigma} + 1) - 2\overline{\sigma}}{p + 2\overline{\sigma}} \leq \sigma_M
$$
remains bounded as \( p \to +\infty \).

Since the first term on the right-hand side of (3.2) can be estimated in the same way by Lemma 2.2/b) and the second one with the help of the continuous embedding \( W^{1,2}_0(G) \subset L^{2r/(r-2)}(G) \) by

\[
\|w_j\|^{2(p-1)/p}_{2r/(p-1)/p} \leq c \|w_j\|^{2(p-1)/p}_{2r/(r-2)} \leq c \|w_j\|_{1,2} \|w_j\|^{(p-2)/p}_{2r/(r-2)}
\]

leading to the same term as in (2.8), we may continue to estimate (3.2) by

\[
\|w_j\|^2 - \|w_{j-1}\|^2 \leq c h \|w_j\|^2 + c h p^{\sigma M+1} \|w_j\|^{2\beta(p)}_q
\]

where \( \varepsilon = \frac{\delta}{p} \) with small \( \delta > 0 \) was fixed. Summing up these inequalities for \( k+1 \leq j \leq i \) and rewriting into terms of \( z_j = u_j - u_k \ (k \leq j \leq n) \) we obtain

\[
\|z_i\|^p \leq c h p^c \sum_{j=k+1}^i \left( \|z_j\|^p_{pq/2} + \|z_j\|^{p\beta(p)}_{pq/2} \right)
\]

\[
\leq c p^c (t_i - t_k) \left( \max_{k \leq j \leq i} \|z_j\|^p_{pq/2} + \max_{k \leq j \leq i} \|z_j\|^{p\beta(p)}_{pq/2} \right),
\]

hence

\[
\max_{k \leq j \leq i} \|z_j\|^p_p \leq c p^c (t_i - t_k) \left( \max_{k \leq j \leq i} \|z_j\|^p_{pq/2} + \max_{k \leq j \leq i} \|z_j\|^{p\beta(p)}_{pq/2} \right)
\]

for every \( p \geq r \). In order to estimate the limit \( \lim_{p \to \infty} \|z_j\|_p = \|z_j\|_\infty \) we fix \( q \in (1,2) \) and choose the special sequence \( p_\nu = r \left( \frac{2}{q} \right)^\nu \ (\nu \in \mathbb{N}_0) \). Defining

\[
m_\nu = \max_{k \leq j \leq i} \|z_j\|_{p_\nu} \quad \text{and} \quad \beta_\nu = \beta(p_\nu)
\]

we get the recurrence

\[
m_\nu \leq \left( c p_\nu^c (t_i - t_k) \left( m_{\nu-1}^{p_\nu} + m_{\nu-1}^{p_\nu \beta_\nu} \right) \right)^{1/p_\nu} \ (\nu \in \mathbb{N}).
\]

In order to apply Lemma 3.1 we state by means of (3.4) that

\[
\prod_{i=1}^\infty \beta_i = \prod_{i=1}^\infty \left( 1 - \frac{2(\bar{\sigma} + 1)}{p_i + 2\bar{\sigma}} \right)
\]

is convergent since

\[
\sum_{i=1}^\infty \frac{2(\bar{\sigma} + 1)}{p_i + 2\bar{\sigma}} \leq 2(\bar{\sigma} + 1) \sum_{i=1}^\infty \frac{1}{p_i}
\]

converges. Hence, by Lemma 3.1,

\[
m_\infty \leq c Q_{\gamma_1,\gamma_2}(t_i - t_k) m_0^{\bar{\beta}} \quad \text{with} \ 0 < \beta \leq \bar{\beta} \leq 1.
\]
It remains to estimate $m_0 = \max_{k \leq j \leq i} \|z_j\|_r$. To do this we start from (3.5) with $p = r$ and $q = 2$, and obtain due to $a^\beta \leq 1 + a$

$$\|z_i\|_r \leq ch(i-k) + ch \sum_{j=k+1}^i \|z_j\|_r.$$  

The discrete linear Gronwall lemma (Lemma 2.3 with $c_2 = 0$) yields for $h \leq h_0$

$$\|z_j\|_r \leq ch(j-k) e^{ch(j-k)} = c(t_j - t_k) e^{c(t_j-t_k)}$$

hence $m_0 \leq c(t_i - t_k)^{1/r} e^{c(t_i-t_k)}$. Finally, inserting this into (3.6) we get

$$\max_{k \leq j \leq i} \|z_j\|_\infty \leq c Q_{\gamma_1,\gamma_2}(t_i - t_k) (t_i - t_k)^{\tilde{\beta}/r} e^{c(t_i-t_k)}.$$  

Since $\tilde{\beta}$ depends on the subdivision we replace it by $\beta$ if $(t_i - t_k) < 1$, and by 1 else. This completes the proof with $\lambda_1 = \gamma_1 + \frac{\beta}{r} = \frac{2\beta}{r(2-q)}$ and $\lambda_2 = \gamma_2 + \frac{1}{r} = \frac{2}{r(2-q)}$.

A simple conclusion of Lemma 3.2 is the local boundedness of the approximations.

**Theorem 3.1.** Suppose Assumptions (i) – (iii) with some $R > 0$. Then there is a time $\hat{T}$ with $0 < \hat{T} \leq T$, independent of the subdivision such that the solutions $u_j$ of problems (2.1)$_j$, (2.2)$_j$ belong to $B_R(U_0)$ for all $t_j \in \hat{I} = [0, \hat{T}]$.

**Proof.** We choose $k = 0$ in Lemma 3.2 and obtain due to $\|U_0\|_1, r = C$

$$\|u_j - U_0\|_{C(\bar{G})} \leq c Q_{\lambda_1,\lambda_2}(t_j).$$

Since $Q_{\lambda_1,\lambda_2}(0) = 0$ there is a $\hat{t} > 0$ such that $c Q_{\lambda_1,\lambda_2}(t) \leq R$ for all $t \leq \hat{t}$. Then $\hat{T} = \min\{\hat{t}, T\}$.

The assertion of Theorem 3.1 means that the solutions $u_j \in W^{1,r}_0(G)$ of the truncated problem are solutions of the non-truncated original equations (2.1)$_j$ for all $t_j \leq \hat{T}$. From now we only regard this interval $\hat{I} = [0, \hat{T}]$.

Theorem 3.1 especially implies

$$\|u_j\|_\infty \leq C_1 \quad \text{and} \quad \|f_j\|_r \leq c \quad \text{for all} \quad t_j \in \hat{I}. \quad (3.7)$$

Since $u_j \in W^{1,r}_0(G)$ fulfills the elliptic equation $A_j u_j = F_j$ with $F_j = f_j - \delta u_j$ we can use an a priori estimate for weak solutions of elliptic Dirichlet problems (see Simader [11: Theorem 6.3]) and obtain by means of (3.7)

$$\|u_j\|_{1, r} \leq c_1 \|F_j\|_r + c_2 \|u_j\|_r \leq c (1 + \|\delta u_j\|_r) \quad \text{for all} \quad t_j \in \hat{I}. \quad (3.8)$$

This inequality is applied in the next lemma that yields boundedness of the discrete time derivative.
Lemma 3.3. Suppose Assumptions (i) – (iii). Then for \( h \leq h_0 \) there is a time interval \([0,T^*]\) such that the estimate
\[
\|\delta u_j\|_r \leq C_2 \quad \text{for all} \quad t_j \in [0,T^*]
\] (3.9)
holds independently of the subdivision.

Proof. We take the difference \((2.1)_j - (2.1)_{j-1}\) \((j = 2, \ldots, n)\) and testing it with \(v = |\delta u_j|^{r-2}\delta u_j\) we get
\[
\langle \delta u_j - \delta u_{j-1}, |\delta u_j|^{r-2}\delta u_j \rangle + h A_j(\delta u_j, |\delta u_j|^{r-2}\delta u_j)
= -(A_j - A_{j-1})(u_{j-1}, |\delta u_j|^{r-2}\delta u_j) + \langle f_{j} - f_{j-1}, |\delta u_j|^{r-2}\delta u_j \rangle.
\]
This relation may be estimated by means of Lemma 2.1 and Assumption (iii), where \(\omega_j = |\delta u_j|^{(r-2)/2}\delta u_j\). Hence
\[
\|\delta u_j\|_r - \|\delta u_{j-1}\|_r \leq k_1 h \|\omega_j\|^2_{1,2}
\leq k_2 h \|\delta u_j\|^r_{1,2} + c h (1 + \|\delta u_{j-1}\|_1) \|u_{j-1}\|_r \|\omega_j\|_{1,2} \|\omega_j\|_s^{(r-2)/r}
+ l_3 h (1 + \|\delta u_{j-1}\|_1) \|\omega_j\|_{p_3}^{(r-1)}
\]
From (3.8) and the Hölder inequality there follows
\[
\|\delta u_j\|_r - \|\delta u_{j-1}\|_r \leq k_1 h r \|\omega_j\|^2_{1,2}
\leq c h \left( 1 + \|\delta u_j\|_r + \|\delta u_j\|_{p_3}^{(r-1)} + \|\delta u_{j-1}\|_r \\
+ (1 + \|\delta u_{j-1}\|_1) (1 + \|\delta u_{j-1}\|_r) \|\omega_j\|_{1,2} \|\omega_j\|_s^{(r-2)/r} \right).
\] (3.10)

We estimate the last line (*) of (3.10) separately and get
\[
(*) \leq (1 + \|\delta u_{j-1}\|_r) \|\omega_j\|_{1,2} \|\omega_j\|_s^{(r-2)/r}
+ \|\delta u_{j-1}\|_1 \|\omega_j\|_{1,2} \|\omega_j\|_s^{(r-2)/r}
+ \|\delta u_{j-1}\|_1 \|\delta u_{j-1}\|_r \|\omega_j\|_{1,2} \|\omega_j\|_s^{(r-2)/r}.
\]
Further, applying the Young inequality with exponents \(p_1 = r, p_2 = 2\) and \(p_3 = \frac{2r}{r-2}\) to the first two items and with exponents \(p_1 > r, p_2 > r, p_3 = 2\) and \(p_4 = \frac{2r}{r-2} \left( \sum \frac{1}{p_i} = 1 \right)\) to the last one we get
\[
(*) \leq \varepsilon \|\omega_j\|^2_{1,2}
+ c \left( 1 + \|\omega_j\|^2_s + \|\delta u_{j-1}\|_r + \|\delta u_{j-1}\|_1 + \|\delta u_{j-1}\|_{p_1} + \|\delta u_{j-1}\|_{p_2} \right).
\]
Now if we rewrite $|\delta u_j| = |\omega_j|^{2/\nu}$, then

$$
\|\delta u_{j-1}\|_r^r = \|\omega_{j-1}\|_{2^{\nu}/r}^2, \quad \|\delta u_j\|_{\mu_3'(r-1)}^r = \|\omega_j\|_{2\mu_3'(r-1)/r}^2, \quad \|\delta u_j\|_r^r = \|\omega_j\|_2^2
$$

where $2\nu = s_1$ and $2\mu_3'(r-1)/r = s_2$ are less than $\frac{2N}{r-2}$ because of the conditions on $\nu$ and $\mu_3$, respectively. Thus we obtain from (3.10) for small fixed $\varepsilon > 0$

$$
\|\omega_j\|_2^2 - \|\omega_{j-1}\|_2^2 + c_1 \|\omega_j\|_{1,2}^2 \leq c_1 \left(1 + \|\omega_j\|_2^2 + \|\omega_j\|_2^2 + \|\omega_{j-1}\|_2^2 + \|\omega_{j-1}\|_2^{2\beta/r} + \|\omega_{j-1}\|_2^{2p_1/r}ight).
$$

Depending on $s < \frac{2N}{r-2}$ we fix now $\alpha_1 = \frac{p_1}{r}$ such that the conditions of Lemma 2.2/(c) are fulfilled with $q = 2$. Then $\alpha_2 = \frac{p_2}{r} > 1$ is also fixed. Application of this lemma with $q = 2$ to the items $\|\omega_j\|_2^2$, $\|\omega_{j-1}\|_2^2$ and $\|\omega_{j-1}\|_2^{2p_1/r}$ yields

$$
\|\omega_j\|_2^2 - \|\omega_{j-1}\|_2^2 + c \|\omega_j\|_{1,2}^2 \leq \varepsilon \left(\|\omega_j\|_{1,2}^2 + \|\omega_{j-1}\|_{1,2}^2\right) + \varepsilon c \left(1 + \|\omega_j\|_2^2 + \|\omega_{j-1}\|_2^2 + \|\omega_{j-1}\|_2^{2\beta}ight)
$$

with $\beta = \max\{\beta_1, \alpha_2\} > 1$. Summing up these inequalities for $j = 2, \ldots, i$ we obtain for sufficiently small $\varepsilon$

$$
\|\omega_i\|_2^2 + c \sum_{j=2}^{i} \|\omega_j\|_{1,2}^2 \leq \|\omega_i\|_2^2 + c \left(\varepsilon \sum_{j=1}^{i} \|\omega_j\|_2^2 + \sum_{j=1}^{i-1} h \|\omega_j\|_2^2\right),
$$

(3.11)

for $i = 2, \ldots, n$.

In order to apply Lemma 2.3 it remains to estimate $\|\omega_i\|_2^2 + h \|\omega_i\|_{1,2}^2$. To do this we insert $v = |\delta u_1|^{r-2} \delta u_1$ into relation (2.1) getting

$$
\|\delta u_1\|_r^r + h A_1(\delta u_1, |\delta u_1|^{r-2} \delta u_1) = \langle f_1, |\delta u_1|^{r-2} \delta u_1 \rangle - A_1(U_0, |\delta u_1|^{r-2} \delta u_1)
$$

and obtain by means of (2.7), Assumptions (i) and (ii), and (2.9)

$$
\|\delta u_1\|_r^r + k_1 h \|\omega_1\|_{1,2}^2 \leq \|f_0 - A(0, U_0)U_0\|_r \|\delta u_1\|_r^{r-1} + \|f_1 - f_0\|_{\mu_3} \|\delta u_1\|_{\mu_3'(r-1)}^{r-1} \leq \frac{1}{r} \|f_0 - A(0, U_0)U_0\|_r^r + \left(1 - \frac{1}{r}\right) \|\delta u_1\|_r^r + c h \left(1 + \|\delta u_1\|_{\mu_3'(r-1)}^{r-1} + \|u_0\|_{1, r} \|\omega_1\|_{1,2} \|\omega_1\|_{s(r-2)/r}^2\right).
$$
From this in the same way as above using the Young inequality and Lemma 2.2/b) the boundedness
\[ \|\omega_i\|_{1,2}^2 + c h \|\omega_i\|_{1,2}^2 \leq \left\| f_0 - A(0)U_0 \right\|_r^r + c h \frac{1}{1 - c h_0} \leq K \] (3.12)
for all \( h \leq h_0 \) follows. Therefore, (3.11) provides
\[ \|\omega_i\|_{1,2}^2 \leq \left\| f_0 - A(0)U_0 \right\|_r^r + c t_i + c \sum_{j=1}^{i} h \|\omega_j\|_{1,2}^2 + c \sum_{j=1}^{i-1} h \|\omega_j\|_{1,2}^{2\beta} \]
for \( i = 1, \ldots, n \) and \( h \leq h_0 \). Hence, Lemma 2.3 applied to this nonlinear Gronwall inequality with \( d_i = \|\omega_i\|_{1,2}^2 \) yields (cf. also remark and corollary added to this lemma)
\[ \|\omega_i\|_{1,2}^2 = \|\delta u_i\|_r^r \leq M(t_i) \]
where \( M(t_i) \) is defined as the right-hand side of (2.14). Since \( \beta > 1 \) the bound \( M(t) \) has a singularity at \( t = t^* \), therefore assertion (3.9) follows for every fixed interval \([0, T^*] \subset [0, t^*) \cap [0, \tilde{T}] \).}

By the above lemma the time interval \( \hat{I} \) may be reduced once more. For simplicity, however, we write \( \hat{I} = [0, \tilde{T}] \cap [0, T^*] \) again.

Concluding this section we present two estimates (3.13) and (3.14) which are an immediate consequence of Lemma 3.3. First applying Lemma 2.2 to \( \omega_j = |\delta u_j|^{(r-2)/2} \delta u_j \) we get
\[ \|\delta u_j\|_r^r = \|\omega_j\|_{1,2}^2 \leq c \|\omega_j\|_{1,2}^2 + c \|\delta u_j\|_r^r \]
and obtain from this estimate by means of (3.11), (3.12) and (3.9)
\[ \sum_{j=1}^{n} h \|\delta u_j\|_r^r \leq c \quad \text{with} \quad \nu < \frac{rN}{N-2}. \] (3.13)

Finally, in view of the a priori estimate (3.8) Lemma 3.3 yields the boundedness
\[ \|u_j\|_{1,r} \leq C_3 \quad \text{for all} \quad t_j \in \hat{I} \] (3.14)
of space-like derivatives.
4. Convergence and existence result

In this section we deal with approximations of the solution \( u \) of problem (1.1) – (1.3) defined on the cylinder \( \bar{Q}_T \). Therefore we interpolate the solutions \( u_j \) of the discretized problem (2.1) – (2.3) with respect to \( t \) in the way given by (2.4) and (2.5), respectively, and obtain the piecewise linear and piecewise constant functions \( \tilde{u}^n(x,t) \) and \( \bar{u}^n(x,t) \), respectively. These interpolations turn out to be approximations of the weak solution \( u \) of the problem (1.1) – (1.3). Moreover, using the notation

\[
\tau_h u(x,t) = u(x,t - h)
\]

we write

\[
\tilde{f}^n = f(\cdot, t^n, \tau_h \tilde{u}^n) \quad \text{and} \quad \tilde{A}^n(\cdot, \cdot) = A(\tilde{u}^n, \tau_h \tilde{u}^n)(\cdot, \cdot)
\]

with \( t^n = t^n_j \) if \( t_{j-1} < t \leq t^n_j \). Now piecewise constant interpolation of (2.1); over \( \bar{I} \) yields

\[
\int_I (D_t \tilde{u}^n, v) \, dt + \int_I \tilde{A}^n(\tilde{u}^n, v) \, dt = \int_I (\tilde{f}^n, v) \, dt \quad (4.1)^n
\]

for all \( v \in L^1(I, W^{1, r}(G)) \). The results of Section 3 may be rewritten in the following form:

\[
\tilde{u}^n(\cdot, t), \bar{u}^n(\cdot, t) \in B_R(U_0) \quad (4.2)
\]

\[
\|D_t \tilde{u}^n(\cdot, t)\|_r \leq C_2 \quad \text{and} \quad \|\tilde{u}^n(\cdot, t) - \bar{u}^n(\cdot, t)\|_r \leq C_2 h_n \quad (4.3)
\]

\[
\int_I \|\tilde{u}^n(\cdot, t) - \tau_h \tilde{u}^n(\cdot, t)\|_r^r \, dt \leq c h_n^r \quad (4.4)
\]

\[
\|\tilde{u}^n(\cdot, t)\|_{1, r} \leq C_3 \quad \text{and} \quad \|\tilde{u}^n(\cdot, t)\|_{1, r} \leq C_3 \quad (4.5)
\]

for all \( t \in \bar{I} \). Next we prove convergence of the Rothe approximations.

**Lemma 4.1.** The interpolations \( \tilde{u}^n \) of the solutions \( u_j \) of the discretized problem (2.1) – (2.3) converge in \( C(I, L_r(G)) \) to a limit function \( u \) and the error estimate

\[
\|\tilde{u}^n - u\|_{C(I, L_r(G))} \leq C_4 h_n^{1/2} \quad (4.6)
\]

holds with some positive constant \( C_4 \).

**Proof.** We follow the proof of Lemma 6 in [8], therefore we only give an outline of the corresponding estimates. We want to show that \( \{\tilde{u}^n\} \) is a Cauchy sequence in \( C(I, L_r(G)) \). Therefore we estimate the difference \( \bar{u}^{m,n} = \bar{u}^m - \tilde{u}^n \). Analogously, we define \( \bar{u}^{m,n} = \bar{u}_m - \tilde{u}^n \) and \( \omega^{m,n} = |\bar{u}^{m,n}|^{(r-2)/2} \bar{u}^{m,n} \).

First of all we state that

\[
D_t \|\bar{u}^{m,n}(\cdot, t)\|_r^r = r \langle D_t \bar{u}^{m,n}, |\bar{u}^{m,n}|^{r-2} \bar{u}^{m,n} \rangle \\
\leq r \langle D_t \bar{u}^{m,n}, |\bar{u}^{m,n}|^{r-2} \bar{u}^{m,n} \rangle + c \|\bar{u}^{m,n}(\cdot, t)\|_r^r \\
+ c(h_m + h_n)^r + c(h_m + h_n)^{r/2} \quad (4.7)
\]
because of the inequality

\[ \| \bar{u}^{m,n} |^{r-2} \hat{u}^{m,n} - |\bar{u}^{m,n} |^{r-2} \bar{u}^{m,n} \| \leq (r-1) \left( \| \bar{u}^{m,n} \|_r + \| \hat{u}^{m,n} \|_r \right)^{r-2} \| \bar{u}^{m,n} - \bar{u}^{m,n} \|_r \]

\[ \leq (r-1) \left( 2 \| \bar{u}^{m,n} \|_r + C_2(h_m + h_n) \right)^{r-2} C_2(h_m + h_n), \]

the Young inequality and the second inequality (4.3). Now we take the difference of the relations \((4.1)^m\) and \((4.1)^n\) for two different subdivisions into \(m\) and \(n\) subintervals, respectively, and insert the test function

\[ v(\cdot, t) = \begin{cases} |\bar{u}^{m,n}|^{r-2} \hat{u}^{m,n} & \text{if } 0 \leq t \leq t_0 \\ 0 & \text{if } t > t_0 \end{cases} \]

into this difference \((4.1)^m - (4.1)^n\). The resulting equation is used to replace the first term on the right of (4.7) after an integration of (4.7) over \(t \in [0, t_0]\). Then we obtain

\[ \| \bar{u}^{m,n}(\cdot, t_0) \|_r + r \int_0^{t_0} \hat{\mathcal{A}}^n \left( \hat{u}^{m,n}, |\bar{u}^{m,n}|^{r-2} \bar{u}^{m,n} \right) dt \]

\[ \leq r \int_0^{t_0} (\hat{\mathcal{A}}^n - \hat{\mathcal{A}}^m) \left( \hat{u}^{m,n}, |\bar{u}^{m,n}|^{r-2} \bar{u}^{m,n} \right) dt \]

\[ + r \int_0^{t_0} \| \hat{f}^m - \hat{f}^n \|_{\mu_3} \| \bar{u}^{m,n} \|_r^{r-1} dt \]

\[ + c \int_0^{t_0} \| \bar{u}^{m,n} \|_r^r dt + c(h_m + h_n)^{r/2}. \]

In view of (2.9) and the boundedness (4.5) we have

\[ \left| (\hat{\mathcal{A}}^n - \hat{\mathcal{A}}^m)(\hat{u}^{m,n}, |\bar{u}^{m,n}|^{r-2} \bar{u}^{m,n}) \right| \]

\[ \leq c \left( (h_m + h_n) + \| \tau_{h_n} \hat{u}^{m,n} - \tau_{h_m} \bar{u}^{m,n} \| \right) \| \bar{u}^{m,n} \|_1, \| \bar{\omega}^{m,n} \|_{1,2} \| \bar{\omega}^{m,n} \|_s^{(r-2)/r} \]

\[ \leq \varepsilon \| \bar{\omega}^{m,n} \|_{1,2}^2 + c \left( (h_m + h_n)^r + \| \tau_{h_n} \hat{u}^{m,n} - \tau_{h_m} \bar{u}^{m,n} \| \right) + \| \bar{\omega}^{m,n} \|_s^2. \]

Now regarding the estimates (2.7), Assumption (iii), inequality (4.4) and the Young
inequality we continue the above estimation by

\[
\|\bar{u}^{m,n}(\cdot, t_0)\|_r + r k_1 \int_0^{t_0} \| \bar{w}^{m,n}(\cdot, t) \|_{1,r}^2 \, dt \\
\leq \varepsilon \int_0^{t_0} \| \bar{w}^{m,n}(\cdot, t) \|_{1,r}^2 \, dt \\
+ c \int_0^{t_0} \left( \| \bar{u}^{m,n} \|_r + \| \bar{w}^{m,n} \|_{s}^2 \right) dt + c (h_m + h_n)^{r/2}.
\]

Since \( s = \max \{ \frac{2(r-1)N}{r}, \frac{2N}{N-2} \} < \frac{2N}{N-2} \) we can apply Lemma 2.2/b) with \( q = 2 \) and then (4.3). Hence, for small \( \varepsilon > 0 \) there follows

\[
\|\bar{u}^{m,n}(\cdot, t_0)\|_r \leq c (h_m + h_n)^{r/2} + c \int_0^{t_0} \| \bar{u}^{m,n}(\cdot, t) \|_r \, dt
\]

which yields by means of the usual Gronwall lemma

\[
\|\bar{u}^{m}(\cdot, t) - \bar{u}^{n}(\cdot, t)\|_r \leq c (h_m + h_n)^{r/2} e^{ct} \quad \text{for all } t \in \check{I}.
\]

This implies that \( \{\bar{u}^n\} \) is a Cauchy sequence in the Banach space \( C(\check{I}, L_r(G)) \) which converges to \( u \). Passing to the limit \( m \to +\infty \) in (4.8) this yields the error estimate (4.6) \( \blacksquare \)

Actually, the approximations have stronger convergence than in \( C(\check{I}, L_r(G)) \). We may derive convergence even in Hölder spaces.

**Lemma 4.2.** Let \( \bar{u}^n \) be the interpolations introduced at the beginning of this section. Then there is an \( \alpha \in \mathbb{R} \) with \( 0 < \alpha < 1 - \frac{N}{r} \) such that

\[
\bar{u}^n \to u \quad \text{in } C^\alpha(\overline{Q}_T) \quad \text{for } n \to +\infty.
\]

Moreover, for every \( \lambda \in \mathbb{R} \) with \( 0 < \lambda < 1 - \frac{N}{r} \) it holds

\[
\bar{u}^n \to u \quad \text{in } C(\check{I}, C^\lambda(\overline{G})) \quad \text{for } n \to +\infty
\]

with convergence order \( O(h_n^{(1-N/r-\lambda)/2}) \).

**Proof.** a) We start with the proof of (4.10). Therefore we apply the Nirenberg–Gagliardo interpolation inequality

\[
\|v\|_{C^\lambda(\overline{G})} \leq c \|v\|_{1,r}^\theta \|v\|_{r}^{1-\theta} \quad \text{for } v \in W_0^{1,r}(G) \quad (\lambda + \frac{N}{r} \leq \theta < 1)
\]
to the difference \( v = \bar{u}^m - \bar{u}^n \). Because of the boundedness (4.5) and estimate (4.8) we get
\[
\sup_{t \in I} \| \bar{u}^m(\cdot,t) - \bar{u}^n(\cdot,t) \|_{\mathcal{C}(\overline{G})} \leq c(h_m + h_n)^{(1-N/r-\lambda)/2}.
\]
This yields property (4.10). Then the sequence \( \{ \bar{u}^n \} \) is also bounded in \( \mathcal{C}(\bar{I}, \mathcal{C}(\overline{G})) \):
\[
\sup_{t \in I} \| \bar{u}^n(\cdot,t) \|_{\mathcal{C}(\overline{G})} \leq c, \tag{4.11}
\]
which will be used in the next step.

b) The assertion of Lemma 3.2 implies
\[
\| \bar{u}^n(\cdot,t_j) - \bar{u}^n(\cdot,t_k) \|_{\mathcal{C}(\overline{G})} \leq c_1 |t_j - t_k|^{\lambda_1}
\]
if \( t_j \) and \( t_k \) are subdivision points. Then
\[
\| \bar{u}^n(\cdot,t') - \bar{u}^n(\cdot,t'') \|_{\mathcal{C}(\overline{G})} \leq 3^{1-\lambda_1} c_1 |t' - t''|^{\lambda_1} \tag{4.12}
\]
for arbitrary points \( t', t'' \in \bar{I} \) and arbitrary natural \( n \). In fact, let first \( t' \) and \( t'' \) belong to the same subinterval \([t_{j-1}, t_j]\). Then
\[
\bar{u}^n(\cdot,t') - \bar{u}^n(\cdot,t'') = \left( t'' - t' \right) \frac{\bar{u}^n(\cdot,t_{j-1}) - \bar{u}^n(\cdot,t_j)}{h_n},
\]
hence
\[
\| \bar{u}^n(\cdot,t') - \bar{u}^n(\cdot,t'') \|_{\mathcal{C}(\overline{G})} \leq \frac{|t' - t''|}{h_n} c_1 h_n^{\lambda_1} \leq c_1 |t'' - t'|^{\lambda_1}
\]
because of \( |t'' - t'| \leq h_n \). If now \( t_{k-1} < t' \leq t_k \leq t_{j-1} < t'' \leq t_j \), then formula (4.12) follows from the triangle axiom
\[
\| \bar{u}^n(\cdot,t') - \bar{u}^n(\cdot,t'') \|_{\mathcal{C}(\overline{G})} \\
\leq \| \bar{u}^n(\cdot,t') - \bar{u}^n(\cdot,t_k) \|_{\mathcal{C}(\overline{G})} \\
+ \| \bar{u}^n(\cdot,t_k) - \bar{u}^n(\cdot,t_{j-1}) \|_{\mathcal{C}(\overline{G})} + \| \bar{u}^n(\cdot,t_{j-1}) - \bar{u}^n(\cdot,t'') \|_{\mathcal{C}(\overline{G})}.
\]
Thus in view of (4.11) and (4.12) the approximations are Hölder continuous with respect to the space variable \( x \) for fixed \( t \in \bar{I} \), and with respect to the time variable \( t \) for fixed \( x \in \overline{G} \), with uniformly bounded Hölder constants. Then also \( \| \bar{u}^n \|_{\mathcal{C}^{\alpha_1}(\overline{Q}_T)} \leq c \) for all \( n \) with \( \alpha_1 = \min\{\lambda_1, \lambda\} \). By the compact embedding \( \mathcal{C}^{\alpha_1}(\overline{Q}_T) \subset \mathcal{C}^\alpha(\overline{Q}_T) \) for \( \alpha < \alpha_1 \) there is a subsequence \( \{ \bar{u}^{n_k} \} \) that converges in \( \mathcal{C}^\alpha(\overline{Q}_T) \). Since this means in particular uniform convergence on \( \overline{Q}_T \) the limit of each convergent subsequence coincides with the limit function \( u \) from (4.10) and (4.6), hence the whole sequence \( \{ \bar{u}^n \} \) converges to \( u \in \mathcal{C}^\alpha(\overline{Q}_T) \).
Note that Lemma 3.2 also implies
\[ \| \bar{u}^n(\cdot, t) - \tau_h \bar{u}^n(\cdot, t) \|_{C(G)} \leq \| u_j - u_{j-1} \|_{C(G)} \leq c h_{n}^{1/2}, \]
hence besides
\[ \tau_h \bar{u}^n \rightarrow u \quad \text{uniformly for all } (x, t) \in \bar{Q}_{\bar{T}} \quad (4.13) \]
holds, too.

The limit function \( u \) of the Rothe approximations \( \bar{u}^n \) turns out to be a weak solution of the initial boundary value problem (1.1) – (1.3). We summarize the results in the following statement.

**Theorem 4.1.** Suppose Assumptions (i) – (iii). Then there is an interval \( \hat{I} = [0, \hat{T}] \) and a number \( \alpha > 0 \) such that problem (1.1) – (1.3) has a unique weak solution \( u \in L_\infty(\hat{I}, W_{0}^{1,r}(G)) \cap C^\alpha(\bar{Q}_{\bar{T}}) \), with \( D_t u \in L_\infty(\hat{I}, L_r(G)) \) fulfilling the relation
\[ \int_I \langle D_t u, v \rangle \, dt + \int_I A_{t}(u, v) \, dt = \int_I \langle f, v \rangle \, dt \quad \text{for all } v \in L_1(\hat{I}, W_0^{1,r}(G)). \]
The Rothe approximations \( \bar{u}^n \) and \( \bar{u}^n \) have the convergence properties
\[ \bar{u}^n \rightarrow u \quad \text{in } C^\alpha(\bar{Q}_{\bar{T}}) \cap C(\hat{I}, C^\lambda(G)) \quad (4.15) \]
\[ \bar{u}^n \rightarrow u \quad \text{in } L_\infty(\hat{I}, C^\lambda(G)) \quad (\lambda < 1 - \frac{N}{r}) \quad (4.16) \]
\[ \bar{u}^n, \bar{u}^n \rightarrow u \quad \text{in } L_\infty(\hat{I}, W_0^{1,p}(G)) \quad (p < r) \quad (4.17) \]
\[ \bar{u}^n, \bar{u}^n \rightarrow u \quad \text{in } L_\infty(\hat{I}, W_0^{1,r}(G)) \quad (4.18) \]
\[ D_t \bar{u}^n \rightarrow D_t u \quad \text{in } L_\infty(\hat{I}, L_r(G)) \quad (4.19) \]
as \( n \) tends to infinity.

**Proof.** a) We start with the proof of the convergence properties. Formula (4.15) is the assertion of Lemma 4.2. Because of (4.3) and (4.6), for the approximations \( \bar{u}^n \) being non-continuous and piecewise constant with respect to \( t \), an estimate as (4.6),
\[ \sup_{t \in I} \| \bar{u}^n(\cdot, t) - u(\cdot, t) \|_r \leq c h_{n}^{1/2} \]
holds. By the same computations as in the proof of (4.10) that yields (4.16).

In order to prove (4.17) we take the difference of the relations (4.1)_m – (4.1)_n (without integration over \( t \)) applied to the test function \( v = \bar{u}^m - \bar{u}^n \), which gives
\[ \langle D_t(\bar{u}^m - \bar{u}^n), \bar{u}^m - \bar{u}^n \rangle + \bar{A}_m(\bar{u}^m - \bar{u}^n, \bar{u}^m - \bar{u}^n) = \langle \bar{f}^m - \bar{f}^n, \bar{u}^m - \bar{u}^n \rangle + (\bar{A}_n - \bar{A}_m)(\bar{u}^n, \bar{u}^m - \bar{u}^n), \]
and estimate it applying (2.7) and (2.9) with \( p = 2 \) and then (4.3), (3.7) and (4.5) as well as the Young inequality. This leads to

\[
\begin{align*}
&k_1 \| \tilde{u}^m - \bar{u}^n \|_{1,2}^2 \\
&\leq k_2 \| \tilde{u}^m - \bar{u}^n \|_2^2 \\
&\quad + \left( \| D_t \tilde{u}^m \|_r + \| D_t \tilde{u}^n \|_r + \| \tilde{f}^m \|_r + \| \tilde{f}^n \|_r \right) \| \tilde{u}^m - \bar{u}^n \|_r \\
&\quad + c \left( (h_m + h_n) + \| \tau_{h_m} \tilde{u}^m - \tau_{h_n} \tilde{u}^n \|_r \right) \| \tilde{u}^m - \bar{u}^n \|_1 \| \tilde{u}^m - \bar{u}^n \|_{1,2} \\
&\leq \varepsilon \| \tilde{u}^m - \bar{u}^n \|_{1,2}^2 \\
&\quad + c \left( \| \tilde{u}^m - \bar{u}^n \|_{C(\Omega)} + (h_m + h_n)^2 + \| \tau_{h_m} \tilde{u}^m - \tau_{h_n} \tilde{u}^n \|_{C(\Omega)}^2 \right)
\end{align*}
\]

for all \( t \in \tilde{I} \). Then the uniform convergences (4.16) and (4.13) yield

\[
\sup_{t \in \tilde{I}} \| \tilde{u}^m(\cdot, t) - \bar{u}^n(\cdot, t) \|_{1,2} \longrightarrow 0 \quad \text{as} \quad m, n \to +\infty.
\]

Assertion (4.17) for the sequence \( \{ \bar{u}^n \} \) then follows from the interpolation inequality

\[
\| v \|_p \leq c \| v \|_r \| v \|_{1,2}^{1-\theta} \quad (2 \leq p < r, \quad \frac{1}{p} = \frac{\theta}{r} + \frac{1-\theta}{2})
\]

between Lebesgue spaces applied to \( v = \nabla (\tilde{u}^m - \bar{u}^n) \) using the boundedness (4.5). In order to prove (4.17) for the sequence \( \{ \bar{u}^n \} \) piecewise linear interpolation of the relations (2.1) instead of (4.1) has to be used to obtain its convergence in \( L_\infty(\tilde{I}, W^{1,2}_0(G)) \). Then interpolation as above yields the assertion. We omit detailed calculations.

Property (4.18) follows from (4.5) because of the weak* compactness of bounded sequences in \( L_\infty(\tilde{I}, X) \). This yields weak* convergence for a subsequence, however since the limit must be the same function \( u \) for every weak* convergent subsequence the whole sequence converges. By the same argument, the first estimate in (4.3) implies the convergence (4.19).

b) A limit process \( n \to +\infty \) in relation (4.1) by means of the convergence properties (4.19), (4.18) and (4.13) and the Lipschitz conditions in Assumptions (ii) and (iii) immediately yields relation (4.14), i.e. the limit function \( u \) is a weak solution of the differential equation (1.1). The solution fulfills the boundary condition (1.2) since it belongs to \( L_\infty(\tilde{I}, W^{1,1}_0(G)) \), and it fulfills the initial condition (1.3) due to the construction of the approximations \( \bar{u}^n \) and their uniform convergence.

Uniqueness is proved in a similar way as convergence in Lemma 4.1. Let \( u^* \) and \( u^{**} \) be two weak solutions of (1.1) - (1.3), take the difference of the corresponding two relations (4.14) and insert the test function

\[
v(\cdot, t) = \begin{cases} 
| u^*(\cdot, t) - u^{**}(\cdot, t) |^{r-2} (u^*(\cdot, t) - u^{**}(\cdot, t)) & \text{if} \ 0 \leq t \leq t_0 \\
0 & \text{otherwise}
\end{cases}
\]

for \( t \in \tilde{I} \). Then the uniform convergences (4.16) and (4.13) yield

\[
\sup_{t \in \tilde{I}} \| u^*(\cdot, t) - u^{**}(\cdot, t) \|_{1,2} \longrightarrow 0 \quad \text{as} \quad m, n \to +\infty.
\]

Assertion (4.17) for the sequence \( \{ \bar{u}^n \} \) then follows from the interpolation inequality

\[
\| v \|_p \leq c \| v \|_r \| v \|_{1,2}^{1-\theta} \quad (2 \leq p < r, \quad \frac{1}{p} = \frac{\theta}{r} + \frac{1-\theta}{2})
\]

between Lebesgue spaces applied to \( v = \nabla (\tilde{u}^m - \bar{u}^n) \) using the boundedness (4.5). In order to prove (4.17) for the sequence \( \{ \bar{u}^n \} \) piecewise linear interpolation of the relations (2.1) instead of (4.1) has to be used to obtain its convergence in \( L_\infty(\tilde{I}, W^{1,2}_0(G)) \). Then interpolation as above yields the assertion. We omit detailed calculations.

Property (4.18) follows from (4.5) because of the weak* compactness of bounded sequences in \( L_\infty(\tilde{I}, X) \). This yields weak* convergence for a subsequence, however since the limit must be the same function \( u \) for every weak* convergent subsequence the whole sequence converges. By the same argument, the first estimate in (4.3) implies the convergence (4.19).

b) A limit process \( n \to +\infty \) in relation (4.1) by means of the convergence properties (4.19), (4.18) and (4.13) and the Lipschitz conditions in Assumptions (ii) and (iii) immediately yields relation (4.14), i.e. the limit function \( u \) is a weak solution of the differential equation (1.1). The solution fulfills the boundary condition (1.2) since it belongs to \( L_\infty(\tilde{I}, W^{1,1}_0(G)) \), and it fulfills the initial condition (1.3) due to the construction of the approximations \( \bar{u}^n \) and their uniform convergence.

Uniqueness is proved in a similar way as convergence in Lemma 4.1. Let \( u^* \) and \( u^{**} \) be two weak solutions of (1.1) - (1.3), take the difference of the corresponding two relations (4.14) and insert the test function

\[
v(\cdot, t) = \begin{cases} 
| u^*(\cdot, t) - u^{**}(\cdot, t) |^{r-2} (u^*(\cdot, t) - u^{**}(\cdot, t)) & \text{if} \ 0 \leq t \leq t_0 \\
0 & \text{otherwise}
\end{cases}
\]

for \( t \in \tilde{I} \). Then the uniform convergences (4.16) and (4.13) yield

\[
\sup_{t \in \tilde{I}} \| u^*(\cdot, t) - u^{**}(\cdot, t) \|_{1,2} \longrightarrow 0 \quad \text{as} \quad m, n \to +\infty.
\]

Assertion (4.17) for the sequence \( \{ \bar{u}^n \} \) then follows from the interpolation inequality

\[
\| v \|_p \leq c \| v \|_r \| v \|_{1,2}^{1-\theta} \quad (2 \leq p < r, \quad \frac{1}{p} = \frac{\theta}{r} + \frac{1-\theta}{2})
\]

between Lebesgue spaces applied to \( v = \nabla (\tilde{u}^m - \bar{u}^n) \) using the boundedness (4.5). In order to prove (4.17) for the sequence \( \{ \bar{u}^n \} \) piecewise linear interpolation of the relations (2.1) instead of (4.1) has to be used to obtain its convergence in \( L_\infty(\tilde{I}, W^{1,2}_0(G)) \). Then interpolation as above yields the assertion. We omit detailed calculations.

Property (4.18) follows from (4.5) because of the weak* compactness of bounded sequences in \( L_\infty(\tilde{I}, X) \). This yields weak* convergence for a subsequence, however since the limit must be the same function \( u \) for every weak* convergent subsequence the whole sequence converges. By the same argument, the first estimate in (4.3) implies the convergence (4.19).
Local Solutions to Quasilinear Parabolic Equations

into the resulting relation. Using the abbreviation \( u = u^* - u^{**} \) we obtain

\[
\int_0^{t_0} \langle u, |u|^{r-2}u \rangle \, dt + \int_0^{t_0} A(t, u^*) (u, |u|^{r-2}u) \, dt
\]

\[
= \int_0^{t_0} \langle f(\cdot, t, u^*) - f(\cdot, t, u^{**}), |u|^{r-2}u \rangle \, dt
\]

\[
+ \int_0^{t_0} \left( A(t, u^{**}) - A(t, u^*) \right) (u^{**}, |u|^{r-2}u) \, dt.
\]

We denote \( w = |u|^{(r-2)/2}u \) and estimate the above equation with the aid of (2.7) and (2.9), and with Assumptions (ii) and (iii). This leads to

\[
\|u(\cdot, t_0)\|_r + k_1 r \int_0^{t_0} \|w\|_{1,2}^2 \, dt
\]

\[
\leq k_2 r \int_0^{t_0} \|u\|_r^r \, dt + l_3 r \int_0^{t_0} \|u\|_r \|w\|_r^{r-1} \, dt
\]

\[
+ c \int_0^{t_0} \|u\|_r \|u^{**}\|_{1,r} \|w\|_{1,2} \|w\|_s^{(r-2)/r} \, dt
\]

\[
\leq \varepsilon \int_0^{t_0} \|w\|_{1,2}^2 \, dt + c \int_0^{t_0} \left( \|u\|_r^r + \|w\|_{2^*}^2 + \|w\|_s^2 \right) \, dt
\]

\[
\leq 2\varepsilon \int_0^{t_0} \|w\|_{1,2}^2 \, dt + c\varepsilon \int_0^{t_0} \|u(\cdot, t)\|_r^r \, dt.
\]

In this estimation Lemma 2.2 with \( \alpha = 1 \) and \( q = 2 \) was used. For small \( \varepsilon > 0 \) the Gronwall lemma yields \( \|u(\cdot, t)\|_r = 0 \) for all \( t \in \hat{I} \), which means \( u^* = u^{**} \), i.e. uniqueness of the solution of our problem in the sense of (4.14) \( \square \)
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