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On Fundamental Solutions 
of the 

Heat Conduction Difference Operator 
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Abstract. It is the aim of the paper to investigate fundamental solutions for the difference 
operator of heat conduction in the explicit and also in the implicit case. The existence of 
fundamental solutions will be shown in a constructive way. In both cases the convergence of 
the discrete fundamental solutions to the continuous fundamental solution will be investigated 
in the discrete 1 1 -space. 
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1. Introduction 
The method to solve problems of mathematical physics using potential theory is well 
known. For constructive analytical considerations and also in the case of numerical 
applications it is necessary to have an explicit expression of the fundamental solution 
or of the Green function. In the most cases there will be a projection of the obtained 
operator equation into a finite-dimensional space to get an equation which can be solved 
explicitly. After the discretization one has to accept a loss of information concerning for 
instance algebraic properties of the operators which are very useful in potential theory. 

Another method consists in the direct discretization of the partial differential equa-
tion for instance by a finite difference approximation. There are many connections 
between the differential equation and the finite difference equation. For a long time 
there was also the question if it is possible to develop a potential theory for difference 
operators. Of course even in the discrete case a potential theoretic approach makes 
sense only if it is possible to obtain explicit expressions for fundamental solutions of the 
partial difference operators. First answers were given already in [2], some special elliptic 
operators were discussed in [3] and [4]. In the fundamental paper [9] the case of more 
general elliptic difference operators is treated and a lot of tools for further investigations 
and for the representation of fundamental solutions in standard situations were given. 
A detailed discussion of a discrete potential theory basing on the concept of a discrete 
Green function is given in [7]. Further results in this direction are contained in the 
papers [1] and [10]. 
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Parabolic operators has not yet received so much attention. In the paper [ 6] we 
can find a discussion of fundamental solutions of difference operators in the distribution 
space 1Y. This space is not adapted to the discussion of a finite difference scheme where 
the operators and functions are connected with a fixed lattice. Other approaches to the 
topic use algebraic tools [121 or the authors work on networks and graphs [5]. In these 
cases there are some difficulties to prove convergence results. 

In our paper we will prove the existence and the uniqueness of a fundamental solution 
for the explicit and for the implicit difference operator of heat conduction. We show that 
these fundamental solutions belong to the space x Rh,) . At the end we shall 
prove the convergence of the discrete fundamental solutions to the known fundamental 
solution of the differential operator with respect to the 1 1 -norm if time step and mesh 
width tend to zero. 

2. Explicit difference equation 

2.1 Fundamental solution. Let 1R = {x = (x 1 ,x2 ) : = kh and x2 = jh 
(k,j e Z)} and 1Rh = {t =lh :1 E .1V)}. In the following we consider functions defined 
on the lattices 1R, 1R,,, and 1R x lRh,, respectively. We define discrete 1 1 -spaces in 
the usual way:

I E l(1R)	If IIi,ji	=
rE JR 

I E l I (lRh,)	IIfIIli(1Ra)	:ii: If( t ) I 1it < 00. 
tE1R 

Further, we use the notations 

i if
	 i .ft= 

Sh(x) = {
	if	

and öh(t) = {
	if t eJR \ {0} 

for the discrete Delta function. The Heaviside function will be denoted by 0 = 0(t). 
We study the explicit difference equation 

	

((a2 i	+ Dt )Eh) (x, i)	'5h , h, (x, t) = 5h(X)8h (i) 
(1 

	

y- if(x,t)=(0,0,0)	 (1) 
1.0	if(x,t)(0,0,0) 

where	 - 

1 
(hEh )(x,t) =	[-4Eh(X1,X2,t) + Eh(x l + h,x2,t) 

+ Eh( x l - h,x2 ,i) + Eh( x l, x2 + h, t) +Eh (x I ,x2 - h, t)] 

and
(D+

E4)(x,i) = _[Eh(x,t+ht)_Eh(x,t)I.
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If equation (1) has a solution Eh it is called fundamental solution of the explicit heat 
conduction difference operator. We will omit here a general discussion in discrete spaces 
of distributions (see, e.g., [12)) because on the one hand we want to underline the analogy 
to the continuous case where the fundamental solution is a L0cfunction. On the other 
hand we are interested in convergence results in norms as strong as possible. Therefore 
we investigate if Eh belongs to the space l 0C (1R x .1R,1 ). If we assume for the moment 
that Eh(., t) E 1 1 (1R) for all t e lilh g we can apply the discrete Fourier transform (see, 
e.g., (9) for 12(JJ?)) with respect to x: 

{	

E,(x,t)e	in Qh 
(FhEh)(e,t) =	xEIR 

	

0	 in 1R2\Qh 
where

Qh = {e = (I,.2) E JR2 - <	< 
Introducing the abbreviation 

d2__(sin2h1	. n 

	

- h2	
---+si2--) 

we get the equation

(a2 d2 FhEh + D+, FhEh) (C, t ) = 
which has the solution 

(Fh Eh )(e,t) = .-O(i) (1 - a2d2h,)t xh()• (2) 

The above used notation xh stands for the characteristic function of Qh. In all what 
follows we denote by Rhf the restriction of a function f defined on JR2 to the lattice 
JR. We write Sh19 to designate the restriction of g defined on JR.' to 1Rh . Then, using 
the inverse Fourier transform (see [9)) 

F,' = Rh F	where (Fu)(x) 
= u(e)ede 

we obtain
Eh(x,t) = 0(t) ((1 + a2 hth ) u / l_1 Sh ) (x). (3) 

Obviously the support of Eh(x, t) is contained only in a cone and therefore the obtained 
solution belongs to the above mentioned space. 

2.2 Convergence. We shall study now the behaviour of the fundamental solution (3) 
if h and h i tend to zero. For this purpose we rewrite equation (1) for t > 0 in the form 

Eh(x,,x2,t + h) = (i - 4a
2
h Eh(xl,x2,t) 

a2 h 
• --- [i(x i + h,x2 ,t) + Eh(x l - h, x2', 	•(4) 

+Eh(xl,x2+h,t)+Eh(xl,x2—h,t)]
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and we assume that h1h2 < 1/4a2 . Because Eh (x, I) is supported in a cone we can use 
the maximum principle (see [8]) to show that Eh (X, I) ^! 0 for each x and t. Then from 
(3) and (4) it follows 

IIEh(', t + ht ) IIl,(, 2 ) = II Eh(, t) I, 	= II Eh(, h j)IIj,( 2 )	1. 

Let G C JR2 be a bounded domain. Then G h = (C fl JR) C 1R will be called bounded 
discrete domain. Further, let T0 = 10 h, with lo E JTV. By addition with respect to I we 
get the estimation

10 

	

EhIIz,(G h .(0,T.])	II EhIII,(	x[0,To1) =	= T0 .	 (5) 
1=1 

Now we consider the continuous fundamental solution 

E(x, I) - 0(1) _I2/4a2t 
- 4a27rt 

We get

IIRhE(., i )IIz,(Gh)	0(t) 1: 4a2j 
k ,j E Z

2 

= 0(1) 
(

2ae_2/402th) 

	

(h	00 __ 1	—k2h2/4a2t 
=0(t)2a+22ae	h) 

00	 2 

<0(1) 
(2a	2a 

+2 / 1 c_Y2/4a2tdY) 

v 

	

h	2 
0(1) (2a
	

+ i) 

and furthermore, under the assumption h2 /h <C1, 

	

T0	 T0 
h/	h J1	h2	h2	i 

II Sh Rh E IIII(Ghx[o,TO)) <To +	+ -=	dt +	 I - di -	a/F	a	 4a2ir + 4a2 7rJ t 
h1 

To+	's/ 
2h	

+	+ 
h2	h2	T0	 (6)

In	<—------ 

	

4a2 7r	4a2 7r h1 

<T0 + 
2h

 -/+ C, T(,.

From (5) and (6) we conclude 

1 Eh — Sh Rh EII	 <2To+---sJT+ 
Cl 

IIi 1 (G x[0,To])	 a/	 (7)
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The inequality (7) describes the approximation error of the fundamental solution (3) 
for small values of the time variable. 

In the following we study

- Sh1RhE(,t)
1I(Gh) 

for t > T0 . Let
A(Gh) =	h2. 

XEGh 

Then we have 

Eh(,t)—ShRhE(.,t)
1l(Gh) 

< A(Gh) max Eh(x,t) - ShRhE(x,t) 

	

ZEGh	 1	 (8) 

	

= A(Gh) max I 	- (ShRaFF'E)(x,t) 
zEG 

_A(Gh)(FhEh)(•, t) - ( Sh, F'E)( . , t) . 

In JR2 \ Qh it follows from inequality (8) 

( Fh Eh )( . , t) - (Sh, F 1 E)( . , t)	 =l(1R2\Qh)	Il( 5h F'E)(., t)ML(,,2\Q) L 

-	
11	11

(9) 
- 27r II	IILI(1R2\Qh) 

0(t) 
2a2t 

In Qh we use the estimation 

(Fft Eh )(•, t) - (Sh F 1 E)( . , t) 11 
Ll(Qh) 

= 2(1 - a2d2ht)"t'	
_aI 

—e 
2ir Ll(Qh)	

(10) 
0(t) 

(iki	
a2 d2 h t ) t hl — 1	_a2d2t 

-	 —e <	
L, (Q,,) - 2ir 

+ e_a2d2t -	
) 

First we consider the expression

- e_a22t 
IILI(Qh) 

From

/ 2 h 1	hC2\ < 2 (C +C)	
h2 

IC1 4 <— e1 2 - d2 = id 2 -	(\	+ 51fl2 
—i-- ) - -	- 12
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and & > (4/ .2 ) I 2 we obtain 

- e2I2t < a 2 (II 2 - d2 ) e_a2d2t < a2th2  1IeI4e_4a22u1h7T2 

and

v/2-/h lr/2 

_a2d2t - e_a22t	 a2ili2 f f -,
re_402r2Z dpdr < C2 .	( 11) 

	

IILI(Qh) -	3
r=O =O 

Now we deal with the expression 

(1 - a2 d2 h 1 )'t —I - e_a2d2i
Ll(Qh) 

in inequality (10). From the inequality (1 +	< e < ( 1 + f) 1 for real numbers
x > 0 we come to 

(1 - a2 d2 h ) t Th <e_a2d2l < (1 -a 2  d2 
h1) i/he —a2d2i < ( 1 - a2 d2 

ht) i/he _o2II2i (12) 

provided that h < h 2 /8a2 . We mention that 

h 2	h2 4 ' 2 h1	2 he2\sin a2d2h1 <a2d2— =	 T2 8 h2	
1. 

First we restrict our consideration to the case II 2 < 1/a2 i. Then the inequality 

	

(1 - a2d2ht)	a22t < ( 1 -a 2 d 2 h, ) t1h, —i a2d2hi)uhh?_1 

is valid. From (12) it follows 

	

(1 - a2 d2 h i ) Fhht_1 - e z2d2t = ( 1 - a2 d2 h t )	 — e —a2d2t 

= e/_ i )	 -	< e'1' —I)a2d2h - e_a2d2i 

(a2 &ht )'	a2&ht	—a2dt =	 e e a2d2i	
n!	- 1—a2d2h1 

n= 1 

For
E QI,h = 1(1,6) E Qh : e1 2	1/a 2t} 

we use the estimations

d2 < 1C12
	and	d2 > (4/7r2)1e12
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If we suppose h, < h2 /3a2 ir2 < h2 /8a2 , then we can show 

a2 d2 h j <a 2 d2	= 
h 2	h24f.2h6,	•2	2 )	8	3 sin	+sin	<—<— 

3a2 .2	3it2 h 2	2	2	3R2	it2 

and
1 

1 - a2&hj 
< 2 - <2 

such that

(13) 

f (i —a 2 d2 h t ) t/_1 — e_02d2tdC < 2a ht 

Q1,h

<8a2ht

I e_402llat/7r2IeI2d'e 

Q1,h 

1/as/i ir/2 

I I e_4a2127T2r3dç,dr 

r0	O

(14) 

<C3 ht 

Now we pass on to the case 1e12 
> 1/a2 t. Then the inequality 

(1 — a2d2hj)ttF < (1 -a 2 d 2 ht)  t1h
1 
—1< ( i — a2d2ht)t/_a22t 

is valid. From (12) we obtain 

(1 - a2 d2 ht)t —I	_02d2t1 —e 

(1 — a2d2h t ) 'IZt_022t 	a2d2 ht) t/t4t 

= (1
 

—a 2d2hg)t	a2t (i — ( i - a2d2ht)022t) 

- (i - a 2 d 2 ht) t	a2F2t in ((1 - a2d2ht)a22t) 

= a2 1C 12t(i - 2	o2II2t	(a2&ht )n 

TI 
n1 

< a22t 
a2&hj (1 - a2 d2

 h) ha22 
1 - a2d2h1  

Using the inequalities &	C1 2 and & > (4/7r 2)1C12 in Qh and (13) for h < h2/3ir2a2
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we get

f (i - a2 d2 h g ) u/ht_l - e_a2d2t 

Qh\QI,h

	

<2a4tht	J	e/ _a 2 II 2 i) In(1—a2d2ht)114 d 

	

< 2ath1	J	e_(u/zt_a222d2 ie d 

Qh\Ql,h
(15)

	

< 2a4tht f	 d 

Qh\Ql,h 

.Jir/h r/2 

	

< 8ath	f	f e_a2r2u/2r5ddr 

r=11ov1i =0 

<c4. 

The inequalities (14) and (15) prove 

(1 - a2 d2 ht) i/he—i - e_ 02d21 II	 (16) 

	

IIL,(Qh)	0 

and from (10), (11) and (16) we get the result

It 2	 ht 
(Fh Eh )( . , t) - (F1E)(., t)ll	< 

LI(Qh)	27r  (C2+c5). 

Finally, by the help of (8) and (9) we conclude

7	2 
- (Rh E)( . ,t)"	< 

0(t) 
—A(G,,) (	

a2t
c2 +C5 - + _e_a r2i/h2) 

IIll(Gh) - 4.2 

A summing-up with respect to the time variable leads to the estimation 

Eh — Sh,RhE
I Ii(G,x(To,00)) 

	

A(Gh) ((c^ch12	
+	

00 

—j--	
e1tt) 

4.2	 hi) 
1=10+1	

0 

A(G,)((

	
210 h

2	1	—a2ir2To/h2	(e_a21T2h1/h12)h1)	

(17) 
Cs+C2——+-----e 42	h1J 1	a 

h 2	ir	h 2	—a27r2 TO/h2 

41r2 

A(Gh) 

(C
, hi 

T0 + C
2 + T0 a 2Oa22he )  

A(Gh) 
4ir2T0 

= c7 
ht

+ c8 .	. 
T0	T0
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Using the inequalities (7) and (17) we obtain the general estimation 

11

Eh—Sh 1 RhE	 <2To+ +Ci--To+C7+Cs--. (18) 

	

I I(Gh x 1Rh)	 4a 7r T0	T0 
For the purpose of our convergence theorem we require h < h 0 , where h 0 is an arbitrary 
constant. Now we can formulate the following convergence theorem. 

Theorem 1: Let 11C 1 < h 1 /h2 < 1/37r 2 a2 ; Then there i3 valid the convergence 

	

Eh - ShRhE	
____4 

0	for h - 0, h - 0. 
l,(Gh X[0,—)) 

Proof: We prove that for arbitrary £ > 0 there exists a constant h > 0 such that 
for all h < min {h,ho} and for all h t < h2 /3ir 2 a2 it follows 

M Eh - ShRhEll	< E. 
ll(Gh x[Ooo)) 

We choose
ho 

T0=(
(2+)2 

4. 

and	 ___________

 ^37,2.2ie	T0 Toh =min ,- 
V4	+c8	 2 

T0 is not necessary a point of the lattice Rh , - We define 
T = T0 + ah i	and	T = T0 - (1 - a)h	with a E [0, 1) 

such that T E Rh, and T E lRh 1 . Obviously, we have 

11 

Eh - Sh 1 Rh E

	

	 <	- ShRh E	 + 
i(Gh x[0, —) ) ll(Gh x[O,T0 I) 

+M Eh — ShRhE i,(G,, x(T0- ,00)) 

Now a simple estimation using (7) and (17) shows that the right-hand side of the last 
inequality is bounded by e I 

Remark 1: Let h < h 2 /3ir 2 a2 . In addition to the above considerations we get 

Eh — ShRhEM.	
<Co 

1(1R x[O,T,]) 
for each fixed T1 e 'Rh, - 

Proof: Using (5) we have II EhIII, ( R I x[o,r1 ]) = Ti . Repeating the considerations 
which lead to (6) we receive 

II Rh E(, t )II, 1( 2 )	®(t)	4a2t e_ 
+JTh/4a2t h 2 <e(t) 

(2a	
+ 

1)2 
kjEZ 

hence
IIShRhEII:,(px(o,T1J)	T1 +	 C1avi

Combining these results we can finish the proof 0
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3. Implicit difference equation 

In this section we consider the implicit difference equation 

(-a2 LhEh)(x, t + h) + (D, -, Eh)(x, t) = 5h(X)Sh(t). 

Using the discrete Fourier transform again we find the solution 

( Fh Eh )(e,t)	1e(t) (1 + a2d2ht)_t xh(e) 
2ir 

in analogy to (2). Finally, we get the following system of equations to calculate Eh(x,t): 

Eh( x , 0) = 0	for x e 1R 

	

((1 - a2 h t Lh) Eh) (x,h) = 6h (X ) for x E 1R	 (19) 
((1 - a2 h i Lh) Eh) (x,i + h) = Eh(x , t ) for x E .lR,t E Rh, ,t > h. 

We note that it is also possible to describe the fundamental solution by application of 
RhF:

Eh(x,t) = Rh F (e(t) (1 + a2 d2ht)_11h, X" (o) (X, t) 

Of course, this is only a formal description of Eh and we shall now investigate existence 
and regularity more precisely. 

3.1 Existence of the fundamental solution. First we have the following three 
lemmas. 

Lemma 1: Let fh be an arbitrary bounded function. Then the equation 

(1 - a2 h t 	vh(x) = fh(x)	for all x .lR	 (20) 

has a unique solution vh. 

Proof: By the help of discrete Fourier transform we get the fundamental solution 
C h of the operator (1 - a2 h4h ) in the form 

eh(x) = ' I	l e'de. (27r) 2	 l+a2d2ht 
[-7r/h,+ir/h]2 

Because 1 + a2 &h j 54 0 for all C e JR2 we can deduce from the corresponding result in 
[1] that

Ieh(x)I < Ke' (21) 
where the constants K > 0 and c> 0 may depend on h. Furthermore, for bounded fh 
we get the unique bounded solution of equation (20) in the form vh(x) = eh(x)*fh(x) 

e h(y )fh( x - y ) h2 I 
yE li
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Lemma 2: If fh E 1 1 (1R), then Vh E 11(1R). 

Proof: Let IIfhIIz ( 1R ) < K1 . Then we can estimate 

k(x )I h2 =e,(y)f,(x - y)h2 h2 
z E lR l	 zEll1 yEiR 

(ieyi	Ifh(x—y)1h2 
yEJR \	zE1R 

	

= E (Ieh(y)1h2	Ifh(Z)1h2 
yE1R \	zEIR 

<K1 E Ieh(y)1h2. 
yE IR 

From (21) it follows 

K1	Ieh(y)1h2 < KK > e_ch2 
y E IR l	 yEli1 

0000= K2 (4	> e_cMh2 +4 E e_cY1h2 + h2) 
y I =l Y2 =1	 Y1' 

00K2 (4 j I edy2 dyi + 4h f e_C dy 1 + h2) 

Y1	Y2 	 Y1=0 

<K3 

and the statement is proved U 

We remark that (1 —a2 h t Lh) is a Toeplitz operator and that we proved the inclusion 
(1 - a2 h t /. h )	E £(l (1R), l (lR)). 

	

Lemma 3: If fh(x)I < Ki e_dhI x l and Ieh(x)I	K2 e_ c 21 z 1 with 0 < ci < c2 , then 
Vh(X)I < K5 e_1_I x I for all e > 0. 

Proof: We start with 

ed1Ivh(x)I = eChhhl	eh(y)fh(X - y)h2 
yE IR 

e" 
(Y:IYI!51rl 

e(y)I fh(x - y )1 h2 +	Ieh(y)I Ifh(x - y)Ih2 
 y:IyI>lxI
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In case lvi	lxl it follows from the assumption that 

C/(J) Ifh(x - y)Jh2 
y:IyI<IzI

< K1 :: le h (y)le c	IzYDh2 < K1 E leh(y)ied1Ih2 
vI y I:^I z I	 y;IyI:5Izi 

<K1 K2	e(_c21)h2 <K1K2 >i: h2 
y:IyI:sIxI 
2,r fri 

K, K2 f f rdrd = K3 1x12. 
O r=O 

In case lvi > lxi we have 

eC1fi	leh(y)l lfh(x - y)lh2 
yiyi>ixi

< K2 :i: eC kle_c?iyi lfh(x - y)lh2 
y:iyi>izi 

< K2

	

	ec2(_M)lfh(x - y)lh2
y:iyi>iri 

K2 E Ifh(x - y)Jh2 K2llfhll1,() = K4 
y:iyi>ixi 

such that
lvh(x)l < K3ix

1
2e ''	+ K4e_chini. 

Finally, we are looking for constants a 1 and a2 such that	< aie2111. Let us 
take a2 = c 1 - e with E > 0. Then we have only to fulfil the inequality lx1 2 ekI < a1 
with a suitably chosen a 1 . This is easy to prove and we get the desired estimation 
IVh(X)l < Ke_(d1_e)1z1 • 

Theorem 2: The system (19) has a unique solution Eh and for arbitrary T < 00 
it holds Eh E 11 (R2 x [0, TI). 

Proof: The assertion follows from Lemmas 1 - 3. We remark that the considera-
tions in Lemma 3 can be repeated as long as necessary. An estimation of the 11 -norm 
with respect to t is possible because the number of time steps is bounded U 

3.2 Convergence. For t = 0 we can write the difference equation in the form 

 (1+ 4aht)	 ( Eh(XI X2	
a2h 

hg)=öh(x)+	
j 
Eh(X l +h,x2 ,hg)+Eh (x l —h,x2,ht)

+ E(x i ,x2 + h, h t ) + Eh( X I, X2 - h, h,))
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Using Lemma 2 we get 

4a2 h __ + 
h2 i)
	IEh(x,hi)1h2	1 + 

4a2h1	
IEh(x,ht)1h2 

	

xEff?2	
h2 

	

h	 xEiR 

which implies
IIEh(, h l)II,1(, 2 )	1. 

In the same way we prove the inequality 

	

II Eh(x , t + h l)II,1( 2 )	II E,(x , ) II,, (iR) 

for each t h t starting with the corresponding equations in (19). We obtain 

10 

	

II EhIIl,(ch x[O,ToJ)	II EhIIl,(I, x(OT(,))	 = T0. 

From (6), under the assumption h'/h t < C 1 , there follows 

11 Eh - Sh Rh EI	 <2T0 + --/+ C 1 J- . T0 .	(22) 
IIL(Gh x[O,Ta]) 

Now we study

Eh(, t) - Rh E(., t)D 1,(Gh) 

for t > T0 . In order to estimate the right-hand side of (8) we consider 

FhEh( • , i) — F 1 E(., )M LI(Qh) 

We get
(FhE4)(., t) - (F'E)( . , i)'1 

IILI(Qh) 
t) 

	

< '(0
	(1 + a2 d2 h1) -t/h - e02d21 L,(Qh)

	
(23) - 2ir 

+ e_ 0 2 d 2 t -	
L1 (Qh)) 

in analogy to (10). We now estimate 

+ a2d2ht)' - e2d2tII 
IILj(Q) 

From
(1 + a2d2hi) /h1 = e_ /h 1 ) (1	2 1I)
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it follows 

(1 + a2 d2 h t )" - c_02d2i 

= (1 + a2d2h t ) u/h - _a2d2t 

-a 2 d 	(-t ln(1 + a2 d2 h t ) + a2d2t)' 
n! 

nr1 

e 2d2i (-in (1 + a2 d2 h 1 ) + a2 d2 t) e(_(u/h1+a2ht)2d2t) 

= 	in (l +a2 d2 h t ) +a2d2t) (1 +a2d2 ht) _tt 

/ t a2&ht
+ -	hj1+a2dh	

a2d2t) (1+a2d2hg)1 

= a4 d4 ht (1 + a2d2ht)_t/ht_I. 

Using the inequalities &	II 2 and d2 > (4/7r 2)1C12 in Qh we get for t > 2h 

1(1 + a2 d2 h i ) t -	dC 
Qh

-i/h1 —I 

<a ht f 614 (i + a2 -ICl 2 h t)	dC 
Qh

V'ir/h n/2 — 
<4a4h1t J f (1+a2-ir2hi 

i/h1—! 
)	r5dpdr 

r=O =O

ht 

<9 (t - h 1 )(t - 2hz) 

and by the help of (8), (9), (11) and (23) we find 

Eh(, t) - ( Sh, Rh E)(•, t) 
(Gb) 

2	 h1
4ir

<9A(G4) (C2h + 
C9(t - h)(t - 2h t) + a2 t -  

Furthermore, we can estimate in the same way as in (17) 

11 Eh - Sh,RhEII 
III 1 ( G h x[To,00)) 

< A ( Gh)( C6 h2 c	 i	

) 
47.2	T0 (1 - 1)(1 -2)

(24) 
A(Gh)(Yo—C6h2c 1 \ 
42  

h2 
= C10 — + Ci' T0	T0-hi
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From (22) and (24) we obtain 

	

Eh - ShRhE	
(25) 

2T0 + -	 + Cio h2 - +Ci	
hg 

	

aVi	 7, - hI 4a2ir 

If we require h < h0 and h'/h t <C 1 , then we can prove 

Theorem 3: For h -+ 0, h -i 0 we have the convergence 

	

V Eh - ShRhEM	—o. 
l,(Gh x(O,00)) 

Proof: We have to show that for arbitrary e > 0 there exist h > 0 and h*, > 0 
such that for all h < min(h,ho) and h < h it follows 

	

Eh_ShIRhEO	 <6. 
tj(Gh x(O,)) 

We take T0 as in the proof of Theorem 1, and 

	

(e	To	T0	 Ic T0 and 

Using (22) for T = T0 + ah t and (24) for T = T0 - ( 1 - a)ht with a E [0,1) such 
that T, TC E Rh, we obtain the desired result I 

4. Final remarks 

The difference between the convergence results in Theorem 1 and Theorem 3 is based 
on the condition

h <h2/3ir2a2. 

This condition is stronger than the known stability condition (see, e.g., [81) for the 
explicit difference scheme. In our case one has to take into consideration that we solved 
an initial value problem in an unbounded domain. The condition h < h2 /37r 2 a2 can be 
improved. Therefore we have to use the restriction ie1 2 < 1/4a 2t in the proof of (13). 
For the sake of brevity we omitted this consideration. 

The technical condition h2 /h t < C does not restrict numerical calculations. 
Using the above norms it is difficult to describe the order of convergence near the 

point t = 0. Nevertheless, the global result can be improved. We choose T0 = jo/K 
with a sufficiently large jo E IJ and take into consideration h 2 /h i 5 C1 . Then we follow 
the same way as in the proofs of Theorem 1 and Theorem 3 and we obtain 

11 Eh - Sh,RhEII 
IIl,(Qx) = 

0 (h+	).
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If we return to the idea of a fixed T, then from (17) and (24) it follows for an arbitrary 
T>O

11 Eh - Sh1R4E 
Il(Gh x(T,= 

0 (h2 + he). 
c.o)) 

Furthermore, using uniform norms we can prove by the help of (8), (9), (11) and (16) 
that

	

_____	 ) 
Max	Eh(x,t) - E(x,i) < 1 (C22 + C5 h + h2 –i--- 

(r,i)E1Rx([T,00)fliR h )	 - 47r2T2 

= 0 (h2 + he). 

First numerical tests underline the theoretical results. 
If we apply discrete potential theory to the solution of a boundary value or an 

initial value problem the result will be a discrete potential with known density defined 
on the lattice. At the end we have to compare the approximate solution with the exact 
solution iii continuous spaces. In the language of projection methods an extension (by 
interpolation) of lattice functions to functions defined in C x [0, oo) is necessary. The 
main problem in our case is to find an appropriate extension of the discrete fundamental 
solution. Therefore we use the interpolation operator 'h = FFh investigated in [9] and 
the above mentioned property RhF = (Fh) 1 . We obtain that FFhEh is an (entire 
analytic) extension of Eh. Then, using A(G) = Jdx we get similar as in (8) 

G 

FFhEh(, t) - E( . , t) 11	< A(G) max' FFhEh(x, t) - FF 1 E(x, t) 
IIL 1 (G) -	zEGI I 

<—A(G)M(FhEh)(.,t) - (FE)(.,t)I - 27r	 IIL,(Jr2) 

Starting from (8) we can repeat the considerations which prove (16) and we arrive at 
the inequality

	

/ T2	j2	
. ) FFhEh( . ,t) - E( . , t)	< 21A(G) C2 h2 + c5 + Le_121r2t112 
a2 t I L, (G) - 4.2 

A simple integration with respect to t leads to the estimate 

IIL1(Gx(To,	
l 

)) 
FFh Eh — E I I	 C7 TO

	TO 

Hence, the rate of convergence in the continuous L 1 -norm coincides with the rate of 
convergence in the discrete 11-norm. 

It is also possible to consider the convergence in l, and L, respectively. In this case 
we can replace the domain Gh by R but one has to accept a loss of convergence rate.
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