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Schur Algorithm for the Integral Representations 

of Lacunary Hankel Forms 
P. ALEGRLA 

A Schur type algorithm for the lacunary Nehari problem making use of the extensions of certain 
isometrics is shown. A parametrization of the solution set is also obtained. A constructive method 
that provides the solutions by a sequence of Schur type parameters is developed. In the case of the 
classical Nehari problem, this algorithm gives the classical Schur parameters for the Carathéodory-
Fejér interpolation problem. Here we propose another way to solve this problem, namely as an 
application of the Nehaii problem via the problem of the extension of isometrics associated to it. 
This point of view will lead in a forthcoming paper to the generalization of the results to the matricial 
case. 
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Introduction 

The Carathéodory-Fejér interpolation problem, also called the Schur problem, consists 
in characterizing the complex sequences {ao,. . . , av} for which there exists a func-
tion analytic in the unit disc 0 such that 11VIl o.1, and whose first non-negative 
Fourier coefficients are given by that sequence, i.e., (n) = a0 , for 0 n N. The 
Schur algorithm solves this problem and gives necessary and sufficient conditions for 
the existence of solutions by means of a family of parameters (called Schur parame-
ters). These parameters give a complete description of the Taylor coefficients of each 
solution, and also provide a parametrization of all the solutions. 

The Carathéo dory- Fejér problem has derived a wide investigation (see, e.g., [3]) 
and matricial generalizations. We can mention the works of Dym [9], Dubovoj, 
Fritzsche and Kirstein [8]. 

The N-reduced Nehari problem, which is equivalent to the Carathéodory-Fejér 
problem, consists in characterizing the complex sequences {s_N,. . . ,s_ 1 } for which 
there exists a function f E L°°(T) such that If II < 1 and f(n) = s 0 , for —N 
n <0,1(n) = 0, for n < — N. 

The next statement, equivalent to Paley lacunary inequality, provides another 
interpolation problem, namely the problem to find the set of all functions in L°°(T) 
whose non-negative Fourier coefficients are given by a lacunary sequence: 

If {nk}O is a strictly increasing sequence of non-negative integers with the 
property nk+1 > \ni (\ > 1) for all k, then for each square summable sequence 
V = {vk}r_0 there exists a bounded function g such that III	C(A)11v112, and 

= vk, for all k, while (n) = 0, for all other n	0. 
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Nehari [12] discussed all explicit procedure in order to obtain the function g, given 
ink) and {v k }, via the Schur algorithm. This same algorithm is used by Fournier 
[10], who obtains bounds for C(.\) in some cases. 

Here we are going to state the next Schur type problem for lacunary sequences 
related with the previous statement. 

The problem. Let f an ln>o E £ be a sequence such that a n = 0, if n 54 n,; we 
define the set E(a) = {I E L — (T):	1,(n) a,,Vn > 01. The goal is to 

(i)find necessary and sufficient conditions for E(a) 54 0; 
(ii) furnish a description of all functions	E E(a), when E(a) 54 0. 

In order to get a parametrization of all solutions, there are formulas as the ones 
obtained in [1] and [2], but here we are going to use a Schur algorithm that allows us 
to solve the reduced problem (with only a finite number of coefficients non-zero) and 
give the general solution, by a limit process. Here we make a wide use of the theory 
of generalized resolvents and the theory of generalized spectral functions of isometric 
operators. With this purpose, in Section 1, a description of the generalized resolvents 
of an isometric operator and its expansion in Taylor series is given. In Section 2 a 
constructive parametrization formula for the generalized resolvent of the class of 
associated isometries is obtained. This formula is applied in order to parametrize the 
solution set of the generalized Bochner theorem and as a particular case, the Nehari 
theorem. At the end of this paper, we will develop an algorithm for constructing 
all the solutions. The results of this paper can be generalized to the matricial and 
two-parametric cases; we will study these questions in a forthcoming work. 

Basic notations used throughout the text follow: Z = In E Z : n > 01,Z 2 = 
1 \ Z; 1) = {z E C : Izl < 1-1, T = O, dt is the normalized Lebesgue measure on T; 

2	 ..	2 1(n) =	e, f(t)dt (respectively (n) =	e d) denotes the Fourier transform 
of the function f (resp. of the measure ii). For 1 p	, HP(T) = If E LP(T) 
f(n) = 0, for n < 0}. For M, A( two Hilbert spaces, M VAI is the minimal closed 
space spanned by M and A1 , L(M,Al) stands for the space of all bounded linear 
operators from M to Al. 

1. Description of the Generalized Resolvents of an Isometric Operator 

Let 7- be a Hilbert space and U : N -* N a closed isometric operator with domain V 
and range A. The orthogonal complements M = N e V and Al = N e A are called 
the defect subspaces of U, and the numbers in = dim M,n = dim A( are called the 
defect indices of U. 

DEFINITION 1.1: A unitary operator U : N -* N is a unitary extension of U 
if R. is a closed subspace of N and UIv = U. Moreover, if N = VTIEZ U'2 (N), U is 
called a minimal unitary extension of U. 

We identify two unitary extensions U 1 N1 -  'H 1 and U2 : N2 N2 if there 
exists a unitary isomorphism p : N 1 -* N2 which leaves invariant the elements of 7-1 
and U1 = U2. 

DEFINITION 1.2: If {E1 : 0 <t <2ir} is a spectral function of U, a generalized
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spectral function of U is the family of operators {E : 0 < t 27r} in fl defined by 
E1 h = P,E1 h, for all h E N, where PH is the orthogonal projection from N onto N. 
The generalized resolvent of U is the family of operators {R : Iz] 11 in N defined 
by Rh = P(I — z&) - 'h ,for all h  N. 

REMARKS: (a) The set of all generalized resolvents {R} of U can be described 
2ir dE by the formula R = j'0 , where {E1 } is the generalized spectral function. (b) 

If one of the defect indices of U is not zero, then U has infinitely many spectral 
functions and corresponding generalized resolvents. 

If we use the notation 

U11 = PA(UliiOW
	U12 = PUIM 

U2 =	 U22 = P0UIM, 

it is easy to prove (see [91) that 19 : I) - L(M,jV) defined by 19(z) = U12 + zU11(I 
zU21 )_i U22 is an analytic function and, for each z E 0, 19(z) is a contractive operator. 

REMARK: The function i9 is called the characteristic function associated with U. 
Brodskii and Shvartsman [4) proved that there exists a bijection between the set of 
all (essentially different) minimal unitary extensions and the set of all the contractive 
analytic functions 19: 0 —+ L(M,A1). 

LEMMA 1.3 (sec [11]): If U : N — N is a minimal unitary extension of U and 19 
is as above, then 

(a) 19(z) = PU(I — 
(b) If 19(n) = Pk! U ( P e U )IM, then 19(z) = E n >0 z'i9(n), IzI < 1. 

(c) (UP + 19(z)PM )I = [PU(I — zP e U ) 1 ] I?. 

(d) PU(I — zU)	= {(UPv + 19(z)PM )[I — z(UPv + 19(z)PM)]' } I. 

We will use the previous properties in order to get a parametrization of all the 
generalized resolvents of U. Furthermore, due to the equality R11 = I—R, whenever 
Izi 54 1, z 7A 0, it suffices to establish the formula for all the values z E D. 

PROPOSITION 1.4: The geiieiaiized resolvent of U can be written as 

R = P(I - zU) I N = P [I — z(UPv + 19(z)PM )J  IN for Izi < 1.	(1.1) 

Proof: Since U = P- U + PU, we can write 

(I'U)' = [I_:P.U_zPU)] 

= 

= (I — zP é U) - ' [i - zP7 U(I — zP8U)-11
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So
= P. (I - zU) I

-.	—I 

= P(I -	 [i - zPU(I - zPeU)'] 

= p [i - zPU(I - zP	U)-"
—I 

eu	j
= Pi. [I - z(LTP, + 9(Z)PM)]' IH I 

REMARK: A similar result, proved with a different technique, was obtained by 
Chumakin [5]: Every generalized resolvent Rz of U is representable in the form 
Rz = [I - z(U Ii)]', for IzI < 1, where I is some operator-valued function of 
parameter z, analytic in 0, whose values for any z are contractive operators from M 
into Al. 

Now, using formula (1.1), a representation formula for the generalized resolvent 
of U by means of its Fourier series is obtained. 

PROPOSITION 1.5: If R(n) = P7j C1 n I H are the Fourier coefficients of the gen-
eralized resolvent of U for < 1 and 1(n) are the coefficients of the associated 
characteristic function J, then fl has the following expansion in Fourier series: 

R = I +	z ((n - 1)[UP + (0)PM ] +	(k)(n - k - 1)PM ). (1.2) 
k=O 

Proof: By its own definition, 

R. =	-	=	>OzuIP.).UzI). = 

Furthermore, if we call 

A(z)=z(UPV+t9(z)PM)=ZUPD+>	z'9(n)PM = 

	

n>O	 n>O 

it results that
10	 ifn=0 

.4(n) = UPD + '9 (0) PM if n = 1 
9(71 -1)PM	ifn>1. 

If we denote G(z) = (I - A(z)), we can obtain 

[G(I - .4)](n) =	G(k)(I—A)(n - k) = { 

For n = 0, G(0)(I—.4)(0) = I; so G(0) = I. 
For a = 1, 6(0)(I -- 4)(1) + G(1)(I - .4)(0) = 0, which leads to 

—UP.D—L)(0)P.4 +G(1)=0. and 6(1)=UPv+(0)PM.
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For n > 1,>oG(k)(I—A)(n - k) = 0, which leads to

G(n) = - I:nI (k)(IT4)(n - k) 

= G(n - l)(UPv + ( 0) PM) + - k - 1)PM. 

Then, it results that 

G(n) = G(n - 1)UPv +	G(k)9(n - k - l ) PM, for n 2 1,

and therefore, for n > 1, 

(n) =	- 1)UP +
	

(k)(n - k - 1)PM 

= H(n - 1) [Li P1) + 3(0)P.M] 
+	2 

I(k)(n - k - 1)PMU	
(1.3) 

2. Characterization of a Class of Isometrics through the Resolvent 

It is well known that in certain moment problems there appear isometric operators 
with some conditions. In this section, we will describe the set of all minimal unitary 
extensions of these isometrics. In the sequel, U N - N will be an isometric 
operator for which there exist two fixed elements e 0 and e such that Ue0 E V, 
for all n 2 0, U'e_ 1 E A, for all n < 0, and N is generated by {Ueo n 01 and 
{Ue_ 1 : n 01. From these hypotheses, we deduce that both defect indices of U 
are less than or equal to one. If we suppose that there is not a unique solution, then 
both defect indices are equal to one. In particular, e 0	and e_ 1 V V. In [1] we
proved the following 

PROPOSITION 2.1: Every minimal unitary extension U :N - N of U : N - N 
is uniquely determined (up to unitazy equivalences) by (PRe_ i , eo) with J zJ < 1, 
where J? = (I - zLI)' is the resolvent of U. 

So, the parametrization problem of U can be reduced to the parametrization 
problem of P.,. R; now, we can use formula (1.1) and write 

= PRe_ 1 = ( I -	e_1 =	z"Te_1 for izi < 1	(2.1) 
n>O 

where T = LIP.0 ti., i9(z )PM and	= i9(z)PM is a contractive operator from M
onto Al. 

Let us choose two unitary vectors u, no E N which are orthogonal to V and A, 
respectively. Thus, u and u 0 span the subspaces M and Al, respectively, and we 
can write 4(u) = p(z)u 0 where p(z) < 1. In particular, if (z)	.\ with i)i = 1, 
then each	is a unitary operator. So, T. is unitary in N and R is an orthogonal
resolvent of U generated by the corresponding unitary extension T. Conversely, if T 
is unitary, )i can he Ol)taiflcCl in that form and it is possible to define	: M - X.
In conclusion, we have proved the following



496 P. ALEGRIA 

PROPOSITION 2.2: (a) R z is an orthogonal resolvent of U if and only if (z) A 
with JAI = 1, and the number of minimal unitary extensions of U is determined by the 
different values of A such that J AI = 1. (b) In he general case, if R is a generalized 
resolvent of U, there are as many unitary extensions as analytic functions p such 
that k(z)l < I for rI	1. 

In order to obtain a formula of the resolvent of U, we proceed as follows: Since 
= M ED V, there exist two vectors v0 , w0 E V such that 

= c0 u + v0 , u 0 = d0 u + w 0 .	 ( 2.2a) 

By recurrence, we define the numerical sequences {c} and {d,,} and the vectorial 
ones {v,,}, {w,,}, for n > 0 as 

Liv,, = c +1 u + l ', + I. Liw,, = d,+ i u + w,,+ i (n 2 0).	(2.2b) 

Also, we construct the polynomial sequence	as 

Po (A) = co, P,, (A) = c,, + T (l,_kAPk_ l (A) if n> 1.	(2.3) 

The two next theorems allow us to express the resolvent of U as a function of the 
sequence J P, } and therefore. to obtain in a constructive form the parametrization of 
all their unitar y extensions. 

THEOREM 2.3: If R. is the orthogonal resolvent of U with I zI < 1, {P} is the 
sequence defined in (2.3), and {v,,}, {w} are given by (2.2a) and (2.2b), then 

z" 
(n A 

Pk- _ I (A)(w _ k , eo)) +	> z'(v,,, C0)	(2.4) 

where A E T. 

Proof: At first, knowing that T = LTP	and 4u = Au 0 with JAI = 1, it
is easy to prove by induction that 

= P,, (A)u +	A Pk. _m(A)lv,,_k + v,, for all n 2 1. 

Then, if we apply (2.1). it results 

(Re_ 1 , c u ) =	, o> +	:" (Pu (A)(u e 0 ) + F APk _ l ( A)(wfl _ k , eo) + (vn,eo)) 
n ?l	 k=I 

which gives (2.4) because (u. e) = 0, and (c- 1 e 0 ) = (vo, Co) U 

THEOREM 2.4: Under the conditions and hypotheses of the previous theorem, 
if R. is a generalized resolvent. of U with In < 1, then 

(Re_j , e 0 ) =:a 

(k=l
E y(z)Pk _ I (y(z))(w fl _k, eo)) +	e0)	(2.5) 

17>I 	 n>O
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where y E H°° and	1. 

Proof: It is the same as the one of Theorem 2.3 but taking into account Propo-
sition 2.2 I 

Now, we will obtain another parametrization formula for the generalized resolvent 
of U by the associated contractive analytic function, using formula (1.3). Lastly, we 
will see that both formulas are equivalent when we can write the relation between 
the polynomials {Pk} and the Fourier coefficients R(j) of R. 

PROPOSITION 2.5: If R. is the generalized resolvent of U with Izi < 1, then 

(R 2 e_ 1 , eo) =	z'v, eo> +	Z  (
	

yc j _ 1 ((n - j)u0 , eo))	(2.6) 
n ^ O	 n>1	j=I 

where y, E H and IHk < 1. 

Proof (Sketch): At first, we can prove by induction that, for 1	in n, 

R(n)e_ 1 = R(n - m)Uv,,, 1 +	c1	R(k)i9(n - k - j)u. 

Afterwards, for ni = 

((n)e_j,eo) = (Uv 1 .eo) + F	 c_ I Y '(R(k)(n - k —3)'u,eo) 

= (v a . eo) +	c3 (R(n —3 )u 0 , eo). 

So	

= (e_ 1 ,e O ) +	((vneo> +	c_i((n _i)uoeo)) 

= (v0 , e 0 ) +	r((vneo) +	c((n _i)uoeo))j= I

which leads to the desired result I 

PROPOSITION 2.6: The polynomial family {Pk} and the Fourier coefficients 
R(j) of the generalized resolvent of LI are related by the formula 

' j'	Pk_(y)(u',,_k, e 0 ) =	c_1 (R(n - j )u, eo), for n> 1.	(2.7)

Proof: If we define the polynomial sequence 

Qo() = d0 . Q() = (I ll +	 dkyQ,,__l(	if n> 1, 0  

then we can easily obtain the following relation between { P.) and (Q.): 

P. 	=	ckQ,_k_I()+ c,, for all n	0.
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So, the expression on the left-hand side of (2.7) can be written as 

P_ i ()(w_., eo) =	C_ (wn_, eo) +	Cf Q k_j_2()(Wk, eo). 
k=I	 k=I	 k=2j=O 

On the other hand, it can be proved by induction that, for 1 in <k, 

= (UPD + ( 0)PM)k_rn (Q m() +Wm +  

Thus, if in = k, then 

R(k)11 0 = Q k (y)u + 0 k + 

So
(R(k)uo,eo) = ( Wk. Co) +	Qf(y)(wk__I,eo), k> 1. 

Thus, the expression on the right-Iiancl side of (2.7) can be written as 

"cj_;(fl(n—j)uo,eo)

n—I	n—j—I 
+	 .,= 1 1: k=0 Cj_I(pQk(2)(w_k_,_I , C0). 

Interchanging the order of the last sum we arrive at the result I 

CONCLUSION. From (2.7) we can deduce that the parametrizat ions (2.5) and 
(2.6) are the same. 

3. Liftings of a Weakly Positive Measure Matrix 

Formula (2.5) leads to a parametrization of all thepositive liftings of a weakly positive 
measure matrix. For this purpose, we establish a close connection between the unitary 
extensions of an isometric, operator and the positive liftings of a measure matrix. At 
first, we bring out some preliminary definitions. 

DEFINITION 3.1: (a) A 2 x 2 Hermitian matrix M = whose el-
ements are finite complex measures on T, is said to be positive, (p) > 0, if the 
numerical matrix (i()) is positive definite for every Borel set A of T. This 
is equivalent to M(f1 ,f2 )	 > 0, for all (11,12) E P x 
where P = If : T -+ C f(t) = ENNf(n)e,(t),efl(t) = ei?t} is the space of the 
trigonometric polynomials in T. 

	

(b) We say tlat the matrix 'lvi = (i) is weakly positive, and write (p)	0,
if M(f1 ,f2 ) ? 0, for all (1112) E P1 x P2 , where P1 = If E P: f(n) = 0 for n < 01 
and P2 = If E P : 1(n) = 0 for n > 01 are the subspaces of P of the analytic and 
the conjugate analytic polynomials, respectively.
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DEFINITION 3.2: A sesquilinear form B : P x P —* C is said tobe a Toeplitz 
form if B(Tf,rg) = B0 (f,g), for all (f,g) E P x P, where rf(t) = e"f(t). If B is 
a Toeplitz form and B0 = Bl then B0 is called a Hankel form and one has 
Bo(Tf,g) = Bo(f,r'g), for all (f, g) E P i x 22. 

If B 1 , B2 are Toeplitz forms and B0 is a Hankel form, we say that B0 is weak!!,' 
bounded by (B 1 , B2 ) and write B0 -< (B I , B2) if 

B 1 , B2 > 0,IB0(f,g)12 < B 1 (f,f)B2 ( 9 , 9 ), for all (1,9) E Pi X22— 

If B0 -.< (B 1 ,B2 ), we define the matrix (B)0,1,2 where B00 = B0 ( 
1, 2), B12 = Bo, B21 = Bj and say that a form B: 1' x P –4C given by B(f,g) 
B,,,(f.g), for (f, g) E P x P, is a generalized Toeplitz form. 

The next theorem has been stated by Cotlar and Sadosky in different ways (see 
161) and has provided several extensions of classical result. 

THEOREM 3.3 (Generalized Bochner Theorem): If B is a generalized Toeplitz 
form, then there exists (/ti3) > 0. such that 

f2lT 
B(f,g) = /	f(f)g(t)d;t 013(t). for (1,9) E P x Ps (o,fl = 1,2).	(3.1)

Jo 

When (3.1) is satisfied, we say that B is the associated form to M (p0 ). Another 
form of expressing this theorem is in terms of 'a lifting property; 

THEOREM 3.4 (Lifting of weakly positive measure matrix): Given the matrix 
M = (p) 0, there exists M' =	> 0 such that 

21 ,1'(f i ,f2 ),for all ( f l , f2 ) E Pi x P2 .	 ( 3.2) 

From (3.2) and a theorem of F. and M. Riesz, we can deduce that there exists 
h E H'(T) such that

Cl/i1 2 = d,' i 12 + hdt. d,'4 1 = d1 1 21 + hdt, 42 = 1422	(3.3) 

Now, the problem of parametrizing all the positive liftings of Al can be related to 
the problem of parametrizing the unitary extension of a certain isometric operator, 
as follows: 

Assume that B is the form associated to Al 0. It defines in P an inner product 
by (e 0 , ek) = B( e, dk), for each (n, Al E 1 x Z. Thus, we obtain a Hilbert space 
N such that P is a dense subspace.' Let N_i and No denote the closed subspaces 
of ?-( spanned  by {ck : A :A —11 and {ek : k	O}, respectively, and define the 
right shift operator LI in N by Uc k = e, whose domain and range are V = 
and L = No. It is immediate that U satisfies the conditions of Section 2 because 
U 0 e 0 = e,, if n	0 and 11 'e_ 1 = C,,_I if n	0. 

.Il .f(f j ,f2) =

 

PROPOSITION 3.5: There is a bjection between the set of all positive liftings of 
M and the set of all minimal unjt.nr.' extensions LI of the isometry U.
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Proof: Since (en, C t) = B(c, C t) = fLc(Cn_k) if (n, k) E l c. xl (Q,	1,2), 

we can deduce that iu and /L 22 are uniquely determined by U: 

c _J( e t, e o) = ( U o, e o)	ifk>O 
ii k) - (eo,e_k) = ( eo, U_ k eo ) if  <0 

22(Ck) = (e_
1 ,e_k_i) = ( c_1, U_kc_1) if  > 0 

I (e_ 1 ,e_ 1 ) = ( U k e_ 1, c_ 1 )	if k <0. 

However, I12 is defined only in P 1 and 121 in 22: 

P12( e k) = ( c0, c_k) = (e0. U_ k + l c_ 1 ) = ( U k_i e o, c_ 1 ) if k > 0,

21(Ck) = (Ck,CO) = (U 1 e_ i ,eo) if k <0. 

In order to complete the lifting, it is enough to determine 4 1 ( c k ) for k > 0. 
If we associate to each extension U defined in H(H C H) its spectral measure 

{ E1 : t E [0,2]} by Uk =
10 

2 e'd j , then the next numerical measure matrix can 

be defined:

( (E()co,eo)	(E()co,e_i) 
(E(A)e_ 1 , e0 ) ( E(A)e_ i , e_) 

This matrix is positive, that is (E(A)e_i, eo)V < (E()eo, eo)(E(A)e_i, c_ 1 ), be-
cause E() are orthogonal projections. Taking into account that 

p2ir 
I11 l(ek) =

	
c"'(I1j,11. and [tli(Ck) = (Ukco CO) 

= J	
edt(Etco,co), 

10	 0 

we can assert that (E( )e 0 , e) = ji11 ( ). Analogously, (E(A)c_ 1, c_ 1 ) = 1122(A) 
and (E()c _ 11 c 0 ) extends to 1i 21 (A). So, we can say that J4l() = (E()e_ j , eo). 
Then, parametrizing 4 1 ( e t ) for k > 0 is equivalent to parametrizing (Uk+Ie_i,co) 
for k>0 I 

Applying the resolvent formula, 

2 d(Eje_i,eo)	2,r d4 1 (t) 
(R e c0) L	1 - ze	=	1 - ze 

we can see that the Stieltjes transforin of i4 defined by the expression on the right-
hand side-of the previous formula, leads to the parametrization of U. Therefore, the 
parametrization of i4 is given by (2.4) if R z is an orthogonal resolvent, and by (2.5) 
if'R z is a generalized resolvent. 

1. As we have seen in (3.3), d,u 1 = d1 21 +h(t)dt where h E H'(T). So, the transform 
of i4 will be equal to the transform of /21 plus the transform of h. According to 

f2 h(t)di-
 IT	h(u)du -	f h(u)du- —h(z), 

 —inC 1 - Z/11)-
	iT U - Z
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the Stieltjes transform of h is h itself by the Cauchy integral formula. Letting in 
(2.5) p	0, we obtain a particular positive lifting of 1121, called v, whose transform 
will be ( RY e_ i, eo) = >1n>O z'(v,eo) for Izi < 1. Moreover, from (3.3) there.is an 
absolutely continuous funcon h0 such that dii = dp 21 + ho(t)dt. As dji4 1 ° - dv = 
(h - h0 )(t)dt, their transforms are 

h - h0 =	
zn(j	yPk_l(y)(w_k,eo)), IIII	1.	(3.4) 

In brief, we can state the following result. 

THEOREM 3.6: Let M = ( /1o)o,l,2 be a weakly positive measure matrix on 
T with more than one positive lifting. The parametrization of all the positive liftings 
of M comes from the sequences 1c.), (d,,) and the polynomial family {P} defined 
in (2.2) and (2.3) by the matrix M' = () which has the form expressed in (3.3) 
where h is indicated in (3.4). 

4. Schur Algorithm for the Nehari Problem 

Here we are going to obtain an alternative algorithm for the Nehari problem, as 
an application of the procedure developed in previous sections, which allows a clear 
geometrical interpretation. We start remembering some previous definitions and 
facts. 

DEFINITION 4.1: A complex function (p defined in the unit circle 0 belongs to 
the Schur class S if p is analytic and IIOO < 1. We also say that a finite or infinite 
sequence (so, i, } is a Schur sequence if there exists a function W in the Schur class 
such that (n) = s,,, for ii = 0,i,... 

As it is well known, the classical Carathéodory-Fejér problem consists in finding 
necessary and sufficient conditions for a prescribed sequence {so, sl, ...} of complex 
numbers to be a Schur sequence. The Schur algorithm solves this problem; the main 
features of this algorithin are the next ones [15): 

Every solution can he uniquely parametrized by a complex sequence {o n } n >o with 
1. More precisely, this sequence is either finite with l U n I < 1, for 0 < n < N, 

and lcY NI = 1 or infinite with II < 1, for 71 e N. Furthermore, Schur. constructed 
an algorithm for computing these parameters. Taking into account that an infinite 
sequence .........SN,'...) is a Schur sequence if and onlyif {SO, ..., sJv} also isa Schur 
sequence for all N, we can associate to each problem the so-alledN-reduced Schur 
problem, which consists in finding (p in the Schur class such that (n) = ,,, foi0 
n < N. So, the solution of the non-reduced problem can be obtained by a limit 
procces. Although the reduced problem has no unique solution in general, the non-
reduced problem has always a unique solution. In particular, we can point that if 
there exists N such that 19N  = 1, the solution is unique and rational and has a 
degree less than or equal to N. 

On the other hand, the Nehari moment problem (see [12]) consists in finding a 
function I E L°°(T)such that Ill IIc	1 whose negative Fourier coefficients aregiven 

2,r by {Sn}n<o, i.eS, s, = 1(71) = f0 e' 1 f(t)dt,ri <0
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Let us now state the conditions for the existence of solution in the Nehari problem. 

THEOREM 4.2 (Nehaii); A necessary and sufficient condition for the existence 
of solution to the Nehari problem is 

>rn<U 'a^O	
< j	l a 1l 2	lb 2 ,	(4.1) 
- rn<O	

-  

for all finitely supported sequences {Um}, {b}. 

The Nehari theorem is a particular case of the Generalized Bochner Theorem 3.3 
where

	

B i1 (f.g) = B22 (f,g) = fdi and B2' 1 (f,g) =	sm_nf(m)(n). 
m<On>O 

A special case of the Nehari problem (in which only a finite number of coefficients 
is non-zero) is equivalent to one reduced Schur problem, as we see in the following: 
Given {o . ....v }, if there is a solution p C S of the N-reduced Schur problem, 
then the function (t) = -(N+l)t(j) is a solution of the Nehari problem where 
the coefficients are zero for n < —N - 1. Thus, we can associate to each Schur 
sequence a generalized Toeplitz form B and the solutions are obtained by the method 
developed in Section 3. A parametrization formula can he constructed through the 
Stieltjes transform. Next we are going to build an algorithm in order to solve the 
Carathéodory-Fejér problem and to determine the Schur parameters in a recurrent 
form. At first, we state the 1-reduced problem as a Nehari problem. 

• The Case N = 1. Given the sequence {.s}<o where s = 0 if n < —1, find a 
function C L(T) such that 1 and s = (n), for all n < 0. This wants 
to say that zy(z) will be analytic with the first coefficient prescribed. The problem 
can also he stated as follows: 

Given the function f(z) . = s_ 1 z 1 , find he H'(T) such that 1 1f + h ll	1. 
•	Giving f is equivalent to giving the weakly positive measure matrix  
on T, where p, I	1t22 = dt,d1t2 1 (t)	f(t)dt,u 12 = /2I, and the problem consists in 
finding a positive matrix ( p	, such that t'1 I =	= di,	(n) = 21 (n), if 

< 0. Owing to the Lifting Theorem 3.4, there must exist a function h E H'(T) such 
that d14 1 (t) = d/2 21 (t) + h(t)dt. Thus, the parametrization problem is a particular 
case of the general 1)rohlenl where the measures are arbitrary. We can provide the 
solution through the Stieltjes transform of the measure or, equivalently, through the 
generalized resolvent of the associated isometric operator. Next, the solution of this 
problem is obtained. 

The form B is now

-i ifrn=-1,n=0

	

B(e,,,,e,,) =	-i if in = 0,n = —1 

1	if 771 = ii 
0	otherwise. 

If we call co = Ji - I s_ il 2 , then a = !_(e_ 1 - s_ i co) and uo = - (eo —_1e_1)CO 
are the unitary elements which span 71 6 71 and ?1 S 1I, respectively. Moreover,
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(u, e- 1 ) = co and (uo,eo) = co. Since e 1 = c0 u + s_ 1 e0 = cou +'vo and Uo= 
—_1u+ co eo —_ 1 u+wo, it is easy to see that the sequences (cn j n >o and {d}>o 
defined in (2.2) are {co,O,O, .. .} and	 . .}, respectively, and the sequences 
{vn}n>o,{wn}n>o have the next particular form: v, =	 = coe,n 2 0. 
Therefore, (vk,eo) = S —i 6kO and ( wk, e o)	Coöko. 

Moreover, the polynomial family (2.3) verifies the recurrence law 

P0 ()=co, and P()=do Fin _ j (A), n>0, 

and we carl write the next explicit form for the sequence: P(A) = (do A)'co,n 2 0. 
Inserting this into (2.5), we obtain	 . 

(Re_ j , eo) =	z(—_1 )"' [(z) (1 — IS _ I II) + s_1 
n>i 

= —i +z"(— _ 1 )'' [(z)]" -	z'(— _ 1 )'' t(z)] Is_il2 
fl^i	 n>I 

=	(i + E "(-1)"(	)fl [(z)1) 
n>I 

+ z(z)	fl1( 1I (	)n-1 E()r' 

n>1 

= [s_i + z(z)] 

+	()	. . 
— 1+z) 

In order to obtain an expression for the function Ii in (3.4), we can write either 

= (Uk+ie_i,eo) 
= io e2+1)td(.ie_i,eo) 

2" or ,4 1 (ek) = j'0 e ' t di4(t) . Then d14 1 (t) = e t d(Et e_ i, eo). If we apply the formula 
of the resolvent:

e) 
= J2r d(je_i,eo) 

= 
10121r e"dj.41(t)

it 

As dp 1 = d 21 + h(t)dt = f(t)dt + h(t)dt,	. 

(Le_i,eo) 
= 10 r e

t f(tit + 
it

f2'e'th(t),it
ze ze 

- 

IT
uf(u)clu +[ uh(u)du 

 —171(l - z/u) iT —?*u(1 — z/u) 

uf(u)du + —1 
—

f uh(u)du 
•Z	IT	U — Z 2JT. U—Z

z (f (z) , + h(z)). 
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Combining the previous formulas, we obtain 

h(z) =	Z(—_j )n_I [)]fl (1 - Is— ' 12) = (
z) (1 - ls_iI2)  
l+_iz(z)	.
 

(4.2 ) 

Observe that this result is the same as the one obtained in the first step of the classical 
Schur algorithm. 

The above construction allows us to give conditions for the existence and unicity 
of solutions. Thus, if Is, I < 1, there exists a solution; moreover, f(z) = s_ 1 z 1 will 
be the unique solution only if Is...,I = 1. 

The General Case. Now the problem is to find the set of all functions p E 
L(T) such that II p lI	1 and (j) = 0, j < —N, (—r) = .Sr, 1 < r < N. At 
this end, only 1-reduced problems will be solved, by building a parameter sequence 
associated to the problem o = a(sk,Sk_, .... ,s_ 1v),k = —N,--N + 1,...,-1. 

Step 1. Find y E L(T) such that III	1, and (j) 0,1 < —N,(--N) = 
A slight modification of the formula (4.2) provides the set of all solutions. So 

=	+- I,_ N D 2 H S _ N ) nh [f_ N (z)] n Z nN	(4.3) 

where f-N belongs to the unit ball of H. The general solution (z) depends only 
on a sole parameter a_N S_N. 

Step r (2 < r < N). Find	E L'(T) such that IIII	< 1, and (j) = 
0,j < —N,(—N) = s_,',(—N+l) = s'+j, .... (—N+r-1)= SN+r1. This 
problem is equivalent to finding, among the functions p which are solutions of the step 
r-1, those ones that satisfy (—N +r-1) = 5 jV+r1' Now,'the value (—N+r— 1) 
depends only on f-N+r-2(0)' If we call N+r,,,J = f-N+r-2(0), the problem can be 
restated as: Find all the functions f_N+r ._ 2 E H such that If—N+r-2IIoo < 1 and 
f-,V+r_2(0) = a_v+_m . So, the general solution is also like (4.2): 

J_N+r_2( Z ) = 

+	1 - I a_ N+r_, I) 2 ( 
—_N+_1)'[f_N+r_I(Z)]Z	

(4.4) 

where f-N+r-I' belong to the unit ball of H. 
In each step, a necessar y and sufficient condition for the existence of solutions is 

a_ N'f r- ii < 1: moreover, if a p..'. r- 1 I = 1, we have unicity. From an idea contained 
in the mentioned paper of Nehari [12], if the whole sequence {s}<0 is given, the 
general solution for the problem can he obtained by means of a limit process. 

5. Schur Algorithm for the Lacunary Nehari Problem 

The method developed in Section 4 can he applied with some changes to solve the 
interpolation problem stated in the introduction where the given sequence is lacunary. 
We will study conditions for the existence and unicity as well as the parametrization 
of the solution set, by means of a Schur algorithm.
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DEFINITION 5.1: A sequence of positive integers {nk}k>O is said to be A-lacunaiy 
if>.>1 for all k. fli. 

The next boundary theorem due to Paley [13) establishes that every lacunary 
sequence of coefficients of an H(T) function belongs to £2. 

THEOREM 5.2 (Paley lacunary inequality): Let {nk}k>o be a A-lacunary se-
quence. There exists C = C(A) such that if f(t) = > 0 > 0 ce in ' belongs to H'(T), 

1/2 
then (k>O Cnk 2 )	<C f	f(t)Idt. 

Rudin [14] observed that Paley's theorem has an equivalent dual formulation, as 
follows. 

THEOREM 5.3 (Rudin): If {nk}k>o is a \-Iacunary sequence and {vk } EL2 , then 
there exists g E L(T) such that 

-	Iv&. ifn=nk g(n) =	 (ii > 0) and u g h00 5 C11v112. 0	otherwise 

The Paley theorem, proved by Fournier [10] in a constructive way, can also be 
proved as a consequence of the next theorem and from the Generalized Bochner 
Theorem (see [6,7] and the references quoted there). 

THEOREM 5.4: Given a )-lacunary sequence {flk}k>O, there exists C = C(A) 
such that if f(t) =	c,,e" belongs to H 2 (T) and c0 = 0 when n 0 n k, then the 
matrix	 - 

	

(CuIf(01I 2 dt f(t)dt 
f(t)dt	ChIf(0112dt 

is weakly positive. 

Proof (Sketch): At first, we consider ..\ = 2; thus, k+i > 2n. We must prove 
that, if f1(t) = n>O a,,e" and f2(t) = n>0 b 0 e'" are analytic and anti-analytic 
polynomials, respecively, then

1/2	 1/2 

f f1 (t)f(t)dt <Cflffl2 (f Ifi(t)I2dt)	(J If2(t)Idt) 
- The expression on the left-hand side is equal to	k cflC.,,

/ 
i
flk I 
=O ab flk _ i ) I and we 

decompose it in two summands; at this end, we call ink = []. Applying the 
Schwarz inequality twice, we can obtain that 

,
 (

n,* 1/2	 1/2 

^ 111112 (f Ifi(t)Ht)	(J f2(t)I2dt) 

In the same way, 

/ flki	 /	 1/2 /	 \ 1/2 
ain k i)	1hf11 (f If) (t)I2dtt)	(J If2(t)Idt) 

k	 i=mk+i
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In the case where .\ 54 2, some terms repeat themselves a fixed number of times; the 
last result will he multiplied by a constant C. So

1/2 1/2 

f f1 (t)72 (t)f(t)d < CU 112 (f Ifi(t)Idt)	(f f2(t)I2dt) 

I 

In order to solve the problem stated in the introduction, we consider a A-lacunary 
sequence {nk} and a sequence f an 1, >o E e2 such that a n = 0, if ri 

NOTATION: For each M > 0, we choose a positive integer PM such that PM+i > 
PM and

>I an 12 	<	 ( 5.1)
n?PM 

For each natural p, we define f(x) = O<fl<p a,,e(x). Then, 

a n ifn<p, 
if n>p. 

Analogously to E(a), we define the set 

EAI(a) 
=	

E L :	< 1,(n) = M  M + 1 1PM( n ) , Vn > o}. 

LEMMA 5.5: If 1 E	i(a), for all lvi, there exists a sub-sequence {Mk} such 
that, if 1 = lirn Mk, then 4 E E(a). k-oo 

Proof. As IIIMII < 1, the sequence is bounded; so, there is a weakly conver-
gent sub-sequence {IMk }. Let (x) = lim	1k (x). For every n > 0, 

k -oo 

= f (t)e,,(t)dt = urn J 'I)M,(t)e-n(t)dt 

= urn Mk( n ) = lim an Mk= a, 
k—co	 k—co Mk + 1 

This implies that 4 E E(a)U 

LEMMA 5.6: If E(a), then for every M > 0, there exists 'M E E M( a ) such 
that II I - 'M 11 < 21M. In other words, there exists a sub-sequence {Mk } convergent 
in norm to 4. 

Proof. Let b = 0	if Tl PM	Thus, {b} satisfies also that b	0, if
O n if n > pj 

n 54 n k and, by (5. 1),

1/2	 2 1/21 

(1:.>O Ibn 12
- ( fl > PM 11 )	- CM
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By the Rudin theorem, there exists 'I' E L(T) such that I'I'll	 -	and CM - M 

IJ() I 0	if0_<flpM .Ifwe define 1M -	- 'I'), it results that 
an if 	>Pi\i 

( M 
M(n)=)M+1	

if0<fl<pAl	 ____ -	and 
10	if 71 > PM	

IIMIIoo	(i +	M+ 1 = 

So, 4'M E E M( U ) and

+ II - MIIoo =	+ M
	1	1	-	2	2 

II M + i	M+1 - M+l M+1 M+l <M 

THEOREM 5.7: E(a) 0 0 if and only if E AI(a) 0, for all Al. 

Proof. (a) IfE (a) $ 0. let 4 E E(a). B y Lemma 5.6, for every M > 0, there 
exists Al E E M( a )  and 1 = lim	(x); where {	} is some sub-sequence of 

k - oc, 

{ M}. (b) If there exists M E E M( a), for all M, we can choose a convergent 
sub-sequence {4Mk}. If I(x) = lim 'p.l(x), by Lemma 5.5,	E E(a)I 

k -oo 

CONCLUSION. In order to show that E(a) 54 0, it is enough to see that EM(a) 
0, for all M, and in order to parametrize E(a), it is enough to parametrize each 
E M( a), for all M. By definition, the problem of parametrizing EM(a) can be con-
verted into a Schur reduced problem; so an algorithm can be constructed and a 
sequence of parameters which generate the general solution can be obtained. As for 
each EM(a), the given coefficients depend on M, the Schur parameters sequence will 
have an almost triangular form, like this: 

E1(a)	c7 .. . 

E2(a)	 or P 

Al Al	M	M 
Al 	l 2	0M	0PM 

The differences between these results and those from the Schur algorithm are 
that for each M, the set of solutions is different, because the value of the coefficients 
changes and the set E A,'( a ) is not included in EAI+i(a). The constructive method 
developed in Section 4 will give all solutions of the previous problem, generating for 
each M > 0 a set of Schui parameters; the existence and unicity of the solutions will 
depend on their values. At first, we state the problem like a Nehari problem: 

Given the sequence ISO, ...,.sp,.,0,...} where sk = M jak (0 < k	pm), find a 

function '1	L°°(T) such that I	1 and	(n), for all n > 0. 

If we define tIJ (z) = z 1 (!), we have 

-	Is_,,_i if—pA1-1<n--1 

1 0	Ifn<—pM-1
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The problem of finding 'I' is now a ( pM + 1)-special Nehari problem. A constructive 
method for getting all solutions can be obtained as an application of the general 
method developed in Section 3. 

The constructive algorithm is: 
Step 1. Find a function .I' E L°°(T) such that i 1 q, 11	1*—PM - 1) =

SPM, 11(j) = O,j < —p1 - 1. The solution, as the one obtained in Section 4, is 

zPM+iI1(z) = 5PM + V' 
n I 

(1— sp,I2)(_pt)nI z('!pM(z)) 

- 8PM +2"PM(z) 

- 1 +SP A , ztI' PAf (z)	 - 

where 1lPM e H°° is an arbitrary function and IW,, 11 < 1. We define 0 PM = 8PM as 
the first parameter associated to the problem. 

Step k (2 k <p + 1). Find a function 'I' e L(T) such that 

	

<1.	I) =	 if j = p(M) - k + 2,... ,p(M) + 1 
0	if  > p(M) + 1. 

Here, the solution is 

ZPM+itIJ(z) = cY P M +	( 1 - IPMI)(aPM)z 
n>i

PM 

(	
aj_izPMJ + Tp. _k+i(z)Z) 

j=p.%,-k+2 

	

where "PM k+i E H	is an arbitrary function such that IJ 4'pM-k+l	1, and
aP,k+i depends on {.s,ft,_i .... . pM+l} 

Definitely, we obtain the next final result. 

THEOREM 5.8: The set E AI ( a ) can be parametrized by 

PM 
n-i ,n 

	

zPM+I(z) = PM +	( 1 - IaP,fl(—aPAl)	-	 + O(Z)ZPM) 

where 'I'0 E H	is an arbitrar.v function such that II'I'o II < 1, and {ak is a
sequence of parameters obtained in a recurrent forin from the sequence {sk}0. 

Acknowledgment. The author thanks the referees for the suggestions and im-
provement in the exposition of this paper. 
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