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Introduction

In this paper we will deal with critical values of maximum-minimum type of functionals which arise in the study of boundary value and eigenvalue problems for semilinear elliptic partial differential equations. Our aim is to investigate such critical values under perturbations of the primary functional. In order to explain the basic ideas let $X$ be a real Banach space and let $\Phi : X \to \mathbb{R}$ be a functional having the Fréchet derivative $\Phi'$. By a critical point of $\Phi$ we mean an $u \in X$ such that $\Phi'(u) = 0$; the corresponding value $c = \Phi(u)$ is called a critical value of $\Phi$.

The number

$$c = \sup_{K \in \mathcal{K}} \inf_{u \in K} \Phi(u),$$  \hspace{1cm} (1)

where $\mathcal{K}$ is a suitable class of subsets of $X$, under certain assumptions is a critical value of $\Phi$. Analogously one investigates critical values of the restriction of a functional $\Phi$ to a certain subset $M$ of $X$. We will study perturbation problems of the following kind:

Let $c$, defined according to (1), be a critical value of $\Phi$. Given $\epsilon > 0$, is there a critical value $c_\ast$ of the functional $\Phi_\ast = \Phi + \Psi$ such that $c_\ast \in (c - \epsilon, c + \epsilon)$, provided the functional $\Psi$ is, in a certain sense, sufficiently small?

We will study this perturbation problem for free local extrema (minima, maxima, critical values of mountain pass type) and for critical values of the restriction of a functional to a Banach manifold $M$ in $X$ using Ekeland's variational principle and the so-called deformation theorem, respectively. The use of these techniques is essentially based on the Palais-Smale condition (PS) or on the local Palais-Smale condition (PS)$_\epsilon$ at level $c$ (cf. Subsection 2.2). Because of this, the following stability problem for the Palais-Smale condition will play an important role in our
investigations:

Let $\Phi$ satisfy the Palais-Smale condition $(PS)$ (resp. $(PS)_c$). Does the functional $\Phi_* = \Phi + \Psi$ satisfy the Palais-Smale condition $(PS)$ (resp. $(PS)_c$) for all $c \in (c - \epsilon, c + \epsilon)$ if the functional $\Psi$ is, in a certain sense, sufficiently small?

Perturbation problems of the above kind have been treated in [4,8]. There are studied critical values of the restriction of $\Phi$ to a subset $M$ which is bounded and homeomorphic to the unit sphere by the radial projection mapping (for other perturbation results for critical values of functionals we refer to [1,5-7]).

In the present paper we are able to treat a wider class of problems, since we study critical values of the restriction of $\Phi$ to a Banach manifold $M$ in $X$ not necessarily homeomorphic to the unit sphere in $X$. This is done in Section 2, especially in Subsection 2.4, which is our main result in the application to semilinear elliptic partial differential equations. Furthermore, the investigations of the examples in Subsection 1.2 and 1.4 with respect to the perturbation problem is new.

In Section 1 we investigate free local extrema, especially minima, maxima, and critical values of mountain pass type. In Section 2 we consider critical values under smooth side conditions. The theorems in Section 1 and 2 aim to the application to boundary value and eigenvalue problems for semilinear elliptic partial differential equations. Equally, all examples are concerned with such problems. Subsection 2.5, including the Example to Theorem 4, is based on [4].
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Notation

For a Banach space $X$ we denote the dual space by $X'$ and the value of $f \in X'$ at $u \in X$ by $(f, u)$. Strong convergence (resp. weak convergence) in $X$ will be denoted by $\to$ (resp. $\rightharpoonup$). $\mathbb{R}$ (resp. $\mathbb{N}$) denotes the set of all real numbers (resp. positive integers). If $a, b \in \mathbb{R}$, then $(a, b) = \{x \in \mathbb{R} \mid a < x < b\}$ and $(a, b] = \{x \in \mathbb{R} \mid a < x \leq b\}$.

Let $\Phi : X \to \mathbb{R}$ be a functional on $X$. Then, $\Phi \in C^1(X, \mathbb{R})$ means that $\Phi$ is continuously Fréchet differentiable; $\Phi'$ denotes its derivative. $\Phi$ is said to be weakly continuous if $u_m \to u$ implies $\Phi(u_m) \to \Phi(u)$ as $m \to \infty$.

Suppose $A : X \to X'$ is an operator from $X$ into $X'$. Then $A$ is said to be compact if it is continuous and maps bounded sets into relatively compact sets. The operator $A$ is said to be strongly continuous if $u_m \to u$ in $X$ implies $A(u_m) \to A(u)$ in $X'$ as $m \to \infty$. Furthermore,
A is said to be bounded if it maps bounded sets into bounded sets. The operator $A$ is said to satisfy $(S)_1$ if $u_m \to u$ and $A(u_m) \to v$ imply $u_m \to u$ as $m \to \infty$. If $\Phi \in C^1(X, \mathbb{R})$, then the Fréchet derivative $\Phi'$ is an operator from $X$ into $X'$; if $\Phi'$ is strongly continuous, then $\Phi$ is weakly continuous.

For topological spaces $M, N$, we denote by $C(M, N)$ the set of all continuous mappings of $M$ into $N$. Let $\Omega$ be a domain in $\mathbb{R}^n$. Then $\partial \Omega$ (resp. $\bar{\Omega}$) denotes its boundary (resp. its closure). $C_b(\bar{\Omega} \times \mathbb{R}, \mathbb{R})$ is the set of all functions from $C(\bar{\Omega} \times \mathbb{R}, \mathbb{R})$, which are uniformly bounded on $\bar{\Omega} \times \mathbb{R}$.

$L_r(\Omega)$ is the Lebesgue space of all $r$-integrable functions over $\Omega$ with the norm $\| \cdot \|_r$.

Finally, in all estimates we denote by $C$ constants without prescribed value and by $C_1, C_2, \ldots$ certain values of a constant.

1. Free local extrema

In this section we consider functionals $\Phi \in C^1(X, \mathbb{R})$, where $X$ is a real Banach space. We use the notation

$$\text{crit}_{X, c} \Phi = \{ u \in X \mid \Phi'(u) = 0, \Phi(u) = c \}, c \in \mathbb{R}. $$

$\Phi$ is said to satisfy the Palais-Smale condition if the following holds:

(PS) Each sequence $(u_m)$ in $X$ such that $\Phi(u_m)$ is bounded and $\Phi'(u_m) \to 0$ as $m \to \infty$ has a convergent subsequence.

1.1. Minima and maxima

We suppose the following assumptions:

(A1) $X$ is a real Banach space, $\Phi \in C^1(X, \mathbb{R})$.

(A2) $\Phi$ is bounded below on $X$; $c = \inf_{u \in X} \Phi(u)$.

The following result is an immediate consequence of Ekeland's variational principle. For the proof we refer to [3].

Proposition 1: Suppose (A1), (A2) hold. Then for each $\sigma > 0$ there exists $u_\sigma \in X$ such that $\Phi(u_\sigma) \leq c + \sigma$ and $\| \Phi'(u_\sigma) \| \leq \sigma$.

We have the following perturbation result.

Theorem 1: Suppose (A1), (A2) hold. Let $S$ be a class of functionals $\Psi \in C^1(X, \mathbb{R})$ such that $\Phi_\ast = \Phi + \Psi$ satisfies (PS) for all $\Psi \in S$. If $\Psi \in S$ satisfies $|\Psi(u)| \leq \varepsilon$ for all $u \in X$ with $\varepsilon \geq 0$ and $c_\ast = \inf_{u \in X} \Phi_\ast(u)$, then $c_\ast \in [c - \varepsilon, c + \varepsilon]$ and $\text{crit}_{X, c_\ast} \Phi_\ast \neq \emptyset$. \[\]
Proof: The estimate \( c_* \in \{c - \varepsilon, c + \varepsilon\} \) is obvious. It remains to show that \( \text{crit}_{X,c} \Phi_* \neq \emptyset \).

The functional \( \Phi_* \) satisfies the assumptions of Proposition 1. Hence there is a sequence \( (u_m) \subset X \) such that \( \Phi_*(u_m) \leq c_* + 1/m \) and \( \|\Phi'_*(u_m)\| \leq 1/m \) for all \( m \in \mathbb{N} \). We can choose a subsequence which converges to \( v \in X \), since \( \Phi_* \) satisfies (PS). The continuity of \( \Phi_* \) and \( \Phi'_* \) yields \( \Phi_*(v) = c_* \) and \( \Phi'_*(v) = 0 \), i.e., \( v \in \text{crit}_{X,c} \Phi_* \).

Remark: If \( \Phi \) additionally satisfies (PS), then \( \text{crit}_{X,c} \Phi \neq \emptyset \). To investigate the stability of the critical value \( c \) we have to find an appropriate class \( S \) which guarantees the stability of (PS) (i.e., such that \( \Phi_* = \Phi + \Psi \) satisfies (PS) for \( \Psi \in S \)).

Corollary 1: An analogous theorem holds for \( c_* = \sup_{u \in X} \Phi_*(u) \) if \( \Phi \) is bounded above on \( X \).

Now, we give an example for the application of Theorem 1 to semilinear elliptic partial differential equations.

1.2. An example to Theorem 1

Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with sufficiently smooth boundary \( \partial \Omega \), and let \( X = W^{1,2}_0(\Omega) \) be the Sobolev space with the norm \( \|u\| = \left\{ \int_\Omega |\nabla u|^2 \, dx \right\}^{1/2} \). We consider functionals on \( W^{1,2}_0(\Omega) \) of the type

\[
\Phi(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx + \int_\Omega u^4 \, dx - \frac{1}{3} \int_\Omega u^3 \, dx
\]

and use the following assumptions:

(P1) \( p \in C(\bar{\Omega} \times \mathbb{R}, \mathbb{R}) \).

(P2) There are constants \( a, b \geq 0 \) such that \( |p(z, t)| \leq a + b|t|^s \) for all \( (z, t) \in \Omega \times \mathbb{R} \), where \( 0 \leq s < (n+2)/(n-2) \) if \( n > 2 \) and \( 0 \leq s < +\infty \) if \( n = 1, 2 \).

We define \( P(z, t) = \int_0^t p(z, s) \, ds \), where \( (z, t) \in \Omega \times \mathbb{R} \), and consider the following functionals \( \Phi \) and \( \Upsilon \) on \( W^{1,2}_0(\Omega) \):

\[
\Phi(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx + \frac{1}{4} \int_\Omega u^4 \, dx + \frac{1}{r+1} \int_{\partial \Omega} |u|^{r+1} \, ds + \int_\Omega P(z, u) \, dx , \quad \Phi(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx + \Upsilon(u) ,
\]

where \( s < r < (n+2)/(n-2) \) if \( n > 2 \) and \( s < r \) if \( n = 1, 2 \). To simplify our formulas we here and in the following write \( \int_\Omega P(z, u) \, dx \) instead of \( \int_\Omega P(z, u(z)) \, dx \). Furthermore, we set

\[
S_0 = \left\{ Q \in C(\bar{\Omega} \times \mathbb{R}, \mathbb{R}) \mid Q(z, t) = \int_0^t q(z, s) \, ds , \; q \in C_b(\bar{\Omega} \times \mathbb{R}, \mathbb{R}) \right\},
\]

\[
S = \left\{ \Psi : W^{1,2}_0(\Omega) \to \mathbb{R} \mid \Psi(u) = \int_\Omega Q(z, u) \, dx , \; Q \in S_0 \right\}.
\]

It is our aim to prove that \( \Phi \) and \( S \) satisfy all assumptions of Theorem 1. For this, after the following remarks, we formulate two lemmas.
Remarks: 1) If the assumptions of Theorem 1 are fulfilled, then \( u \in \text{crit}_{X,e} \Phi \) resp. \( u \in \text{crit}_{X,e} \Phi \) is a weak solution of the boundary value problem

\[ -\Delta u + u|u|^{r-1} + p(z,u) = 0 \quad \text{in } \Omega, u = 0 \text{ on } \partial \Omega \]

resp.

\[ -\Delta u + u|u|^{r-1} + p(z,u) + q(z,u) = 0 \quad \text{in } \Omega, u = 0 \text{ on } \partial \Omega. \]

2) For \( \epsilon > 0 \) the condition \( |\Psi'(u)| < \epsilon \) for all \( u \in X \), i.e. \( |\int_{\Omega} Q(z,u)\,dz| < \epsilon \) for all \( u \in X \), is fulfilled if, for example, \( \sup_{(z,t) \in \Omega \times R} Q(z,t) < \epsilon |\Omega|^{-1} \).

**Lemma 1** (cf. [5: Appendix B]): Under the assumptions stated above it holds (for arbitrary \( \Psi \in S \)):

1) \( \Phi, \Psi, T \in C^1\left(W_{0}^{1,2}(\Omega), R \right) \), and for all \( u,v \in W_{0}^{1,2}(\Omega) \) we have

\[
\begin{align*}
\langle \Phi'(u), v \rangle &= \int_{\Omega} \Delta u \nabla v\,dz + \int_{\Omega} \Psi'(u)v\,dz, \\
\langle \Psi'(u), v \rangle &= \int_{\Omega} q(z,u)v\,dz, \\
\langle T'(u), v \rangle &= \int_{\Omega} u|u|^{r-1}v\,dz + \int_{\Omega} p(z,u)v\,dz.
\end{align*}
\]

2) \( \Phi, T : W_{0}^{1,2}(\Omega) \to R \) are weakly continuous; \( \Phi', T' : W_{0}^{1,2}(\Omega) \to \left[W_{0}^{1,2}(\Omega)\right]' \) are compact.

**Lemma 2:** If (P1), (P2) hold, then \( \Phi_* = \Phi + \Psi \) satisfies (PS) for each \( \Psi \in S \).

**Remark:** Since the functional \( \Psi = 0 \) belongs to \( S \), Lemma 2 yields that \( \Phi \) satisfies (PS).

**Proof of Lemma 2:** a) If \( q \in C_0(\bar{\Omega} \times R, R) \), then \( p_* = p + q \) satisfies:

(P1)* \( p_* \in C(\bar{\Omega} \times R, R) \).

(P2)* There are constants \( a_*, b_* \geq 0 \) such that \( |p_*(z,t)| \leq a_* + b_* |t|^s \) for all \( (z,t) \in \Omega \times R \), where \( s \) is the number from (P2).

The validity of (P1)* is obvious, (P2), follows from \( |p_*(z,t)| \leq |p(z,t)| + |q(z,t)| \leq a_* + b_* |t|^s \) with \( a_* = a + \sup_{(z,t) \in \Omega \times R} |q(z,t)| \), \( b_* = b \).

b) Let \( (u_m) \subset W_{0}^{1,2}(\Omega) \) be a sequence such that \( |\Phi_*(u_m)| \leq M < \infty \) for all \( m \in N \) and \( \Phi_*(u_m) \to 0 \) as \( m \to \infty \). We show that this sequence is bounded in \( W_{0}^{1,2}(\Omega) \). From (P2)* there follows the existence of constants \( A, B \geq 0 \) such that \( |P(z,t) + Q(z,t)| \leq A + B|t|^{r+1} \) for all \( z \in \Omega \). The Hölder inequality yields for all \( u \in W_{0}^{1,2}(\Omega) \)

\[
T(u) + \Psi(u) &= \frac{1}{r+1} \int_{\Omega} |u|^{r+1}dx + \int_{\Omega} (P(z,u) + Q(z,u))\,dx \\
&\geq \frac{1}{r+1} \int_{\Omega} |u|^{r+1}dx - A \int_{\Omega} dx - B \int_{\Omega} |u|^{r+1}dx \\
&\geq \frac{1}{r+1} \int_{\Omega} |u|^{r+1}dx - B|\Omega|^\frac{r+1}{r+1} \left\{ \int_{\Omega} |u|^{r+1}dx \right\}^{\frac{r+1}{r+1}} - A|\Omega| \\
&= \|u\|_{r+1} \left\{ \frac{1}{r+1} \|u\|_{r+1}^{r+1} - B|\Omega|^\frac{r+1}{r+1} \right\} - A|\Omega| \geq C.
\]
Hence, for the sequence \((u_m)\) we have \(M \geq \Phi_*(u_m) \geq \frac{1}{2}||u_m||^2 + C\), and, therefore, this sequence is bounded in \(W_0^{1,2}(\Omega)\).

c) Let \(D : W_0^{1,2}(\Omega) \rightarrow [W_0^{1,2}(\Omega)]'\) be the duality mapping given by \((Du,v) = \int_\Omega \nabla u \nabla v \, dz\) for all \(u,v \in W_0^{1,2}(\Omega)\). Then, it holds
\[
D^{-1} \Phi'_*(u) = u - D^{-1} \Psi'(u) - D^{-1} \Psi'(u)
\]
for each \(u \in W_0^{1,2}(\Omega)\). The operators \(D^{-1} \Psi'\) and \(D^{-1} \Phi'\) are compact since \(D^{-1}\) is continuous and \(\Psi', \Phi'\) are compact. The sequence \((u_m)\) is bounded, therefore, there exists a subsequence \((u_{m'}) \subseteq (u_m)\) such that \((D^{-1} \Psi'(u_{m'}))\) and \((D^{-1} \Phi'(u_{m'}))\) are convergent in \(W_0^{1,2}(\Omega)\). Furthermore, \(D^{-1} \Phi'_*(u_{m'}) \to 0\) if \(m' \to \infty\), and (3) yields the convergence of \((u_{m'})\).

Now, setting \(\Psi = 0\) in (2) we see that \(\Phi(u) \geq \frac{1}{2}||u||^2 + C\) for all \(u \in W_0^{1,2}(\Omega)\). It follows that \(\Phi\) is bounded below on \(W_0^{1,2}(\Omega)\). So, for our example, all assumptions of Theorem 1 are satisfied.

1.3. Critical values of mountain pass type

In this subsection we assume:

(B1) \(X\) is a real Banach space, \(\Phi \in C^1(X, \mathbb{R})\).

(B2) There are positive constants \(R\) and \(\alpha\) such that \(\Phi(u) \geq \alpha\) for all \(u \in X\) with \(||u|| = R\).

(B3) There exists \(u_1 \in X\) with \(||u_1|| > R\) and \(\Phi(u_1) < \alpha; \Phi(0) < \alpha\).

(B4) \(K = \{p([0,1]) | p \in C([0,1], X), p(0) = 0, p(1) = u_1\}; c = \sup_{K \in K} \sup_{u \in K} \Phi(u)\).

Using Ekeland's variational principle and the subdifferential calculus of convex functions, one gets the following result (cf. [3]).

Proposition 2: Assume (B1) to (B4) hold. Then given \(\sigma > 0\) there exists \(u_\sigma \in X\) such that \(c \leq \Phi(u_\sigma) \leq c + \sigma\) and \(||\Phi'(u_\sigma)|| \leq \sigma\).

Our perturbation result reads as follows.

Theorem 2: Suppose (B1) to (B4) hold. Let \(S\) be a class of functionals \(\Psi \in C^1(X, \mathbb{R})\) such that the functional \(\Phi_* = \Phi + \Psi\) satisfies (PS) for all \(\Psi \in S\). Then for each \(\epsilon > 0\) there exists a \(\delta > 0\) such that, if \(\Psi \in S\) satisfies \(|\Psi(u)| < \delta\) for all \(u \in X\) and \(c_* = \inf_{K \in K} \sup_{u \in K} \Phi_*(u)\), then \(c_* \in (c - \epsilon, c + \epsilon)\) and \(\text{crit}_{X_{c_*}} \Phi_* \neq \emptyset\).

Proof: Let \(\epsilon > 0\) be a given number, and set \(\beta = \max \{\Phi(0), \Phi(u_1), 0\}\). It holds \(\beta < \alpha\), by (B3). Set \(\delta = \min \{\epsilon/2, (\alpha - \beta)/3\}\) and let \(\Psi\) be a functional satisfying the assumptions of our theorem. Obviously \(c_* \in [c - \delta, c + \delta] \subset (c - \epsilon, c + \epsilon)\), so that it remains to prove \(\text{crit}_{X_{c_*}} \Phi_* \neq \emptyset\).
Setting \( \alpha_* = (\alpha + \beta)/2 \) we find \( \Phi_*(0) = \Phi(0) + \Psi(0) < \beta + \delta \leq \beta + (\alpha - \beta)/2 < \alpha_* \), and analogously \( \Phi_*(u_1) < \alpha_* \). For \( u \in X \) with \( ||u|| = R \) it holds \( \Phi_*(u) = \Phi(u) + \Psi(u) > \alpha - \delta \geq \alpha - (\alpha - \beta)/3 > \alpha_* \). Now, we apply Proposition 2 to the functional \( \Phi_* \). A repetition of the proof of Theorem 1 yields \( \text{crit}_{X,c}\Phi_* \neq 0 \).

In the following, using the setting of the Example to Theorem 1, we give an application.

1.4. An example to Theorem 2

We consider functionals on \( W^{1,2}_0(\Omega) \) of the type

\[
\Phi(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 dx - \frac{1}{4} \int_\Omega u^4 dx.
\]

To this end, we add to (P1), (P2) in the Example to Theorem 1 the following assumptions:

(P3) \( p(z, t) = o(t) \) as \( t \to 0 \) for all \( z \in \Omega \).

(P4) There are constants \( \mu > 2, r \geq 0 \) such that \( 0 < \mu P(z, t) \leq t P(z, t) \) for all \( |t| \geq r \) and \( z \in \Omega \), where \( P(z, t) = \int_0^t p(z, z) dz \).

Remarks: 1) If \( n = 1 \), (P2) can be dropped while if \( n = 2 \), it suffices that \( |p(z, t)| \leq a \exp((t)) \) for all \( z \in \Omega \) where \( \phi(t) t^{-2} \to 0 \) as \( |t| \to \infty \). 2) Integrating condition (P4) shows that there exist constants \( a_1, b_1 > 0 \) such that

\[
P(z, t) \geq a_1 |t|^\mu - b_1
\]

for all \( z \in \Omega \).

Let \( S \) be as in the Example to Theorem 1, and consider the following functionals on \( W^{1,2}_0(\Omega) \):

\[
\Upsilon(u) = -\int_\Omega P(z, u) dz, \quad \Phi(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 dx + \Upsilon(u).
\]

Now, it is our aim to prove that \( \Phi \) and \( S \) satisfy all assumptions of Theorem 2. For this, after the following remarks, we premise a lemma.

Remarks: 1) Under the assumptions of Theorem 2, \( u \in \text{crit}_{X,c}\Phi \) resp. \( u \in \text{crit}_{X,c}\Phi_* \) is a weak solution of the boundary value problem

\[
-\Delta u - p(z, u) = 0 \quad \text{in } \Omega, \; u = 0 \text{ on } \partial \Omega
\]

resp.

\[
-\Delta u - p(z, u) + q(z, u) = 0 \quad \text{in } \Omega, \; u = 0 \text{ on } \partial \Omega.
\]

2) Cf. Remark 2) before Lemma 1. 3) Under our assumptions Lemma 1 stays true if we make the change \( (\Upsilon'(u), u) = -\int_\Omega p(z, u)u\ dz \).
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Lemma 3: If (P1), (P2) and (P4) are satisfied, then \( \Phi_\ast = \Phi + \Psi \) satisfies (PS) for all functionals \( \Psi \in \mathcal{S} \).

Proof: a) If \( g \in C_b(\Omega \times \mathbb{R}, \mathbb{R}) \), then \( \mu_\ast = p - g \) satisfies (P1)_\ast, (P2)_\ast and the condition: 

(P4)_\ast. There are constants \( \mu_\ast > 2, r_\ast > 0 \) such that 

\[ 0 < \mu_\ast P_\ast(x,t) < tp_\ast(x,t) \]

defines \( x \in \Omega \) where 

\[ P_\ast(x,t) = \int_0^1 p_\ast(x,z) \, dz. \]

Indeed, the validity of (P1)_\ast, (P2)_\ast was proved in Lemma 2. To verify (P4)_\ast we choose an arbitrary number \( \mu_\ast \in (2, \mu) \).

i) Using (4) we get 

\[
\mu_\ast \Phi_\ast(x,t) = \mu_\ast P(x,t) - \mu_\ast Q(x,t) \geq \mu_\ast \left( a_1 |t|^\mu - |t| \sup_{(x,t) \in \Omega \times \mathbb{R}} \Phi(x,t) \right) - \mu_\ast b_1.
\]

Since \( \mu > 2 \), there is an \( r_\ast^{(1)} > 0 \) such that 

\[ \mu_\ast P_\ast(x,t) > 0 \text{ for } |t| \geq r_\ast^{(1)}. \]

ii) From (4) it follows that there exists \( r_\ast^{(2)} > 0 \) such that for all \( |t| \geq r_\ast^{(2)} \) it holds 

\[
(\mu - \mu_\ast) P(x,t) \geq (\mu - \mu_\ast) \left( a_1 |t|^\mu - b_1 \right) \geq (\mu - 1)|t| \sup_{(x,t) \in \Omega \times \mathbb{R}} \Phi(x,t).
\]

Hence, 

\[
\mu_\ast P(x,t) - \mu_\ast Q(x,t) + t\Phi(x,t) \leq \mu_\ast P(x,t) + \mu_\ast |Q(x,t)| + |t| |\Phi(x,t)|
\]

\[
\leq \mu_\ast P(x,t) + (\mu_\ast + 1)|t| \sup_{(x,t) \in \Omega \times \mathbb{R}} |\Phi(x,t)|
\]

and using (P4) we obtain for \( |t| \geq r_\ast^{(2)} \):

\[
\mu_\ast P_\ast(x,t) = \mu_\ast P(x,t) - \mu_\ast Q(x,t) \leq \mu P(x,t) - t\Phi(x,t) \leq tp_\ast(x,t).
\]

If we set \( r_\ast = \max\{r_\ast^{(1)}, r_\ast^{(2)}\} \), then from i), ii) it follows \( 0 < \mu_\ast P_\ast(x,t) \leq tp_\ast(x,t) \) for all \( |t| \geq r_\ast \) and \( x \in \Omega \).

b) We show that each sequence \( (u_m) \subset W^{1,2}_0(\Omega) \) such that \( |\Phi_\ast(u_m)| \leq M < \infty \) for all \( m \in \mathbb{N} \) and \( \Phi_\ast'(u_m) \to 0 \) as \( m \to \infty \) is bounded. In fact, using (P1)_\ast, (P2)_\ast, and (P4)_\ast we get for all \( m \geq m_0, m_0 \) sufficiently large:

\[
M \geq \Phi_\ast(u_m) = \frac{1}{2} ||u_m||^2 - \int_\Omega P_\ast(x,u_m) \, dx
\]

\[
= \frac{1}{\mu_\ast} \left( ||u_m||^2 - \int_\Omega \mu_\ast P_\ast(x,u_m) \, dx \right) + \left( \frac{1}{2} - \frac{1}{\mu_\ast} \right) ||u_m||^2
\]

\[
- \int_\Omega \left[ P_\ast(x,u_m) - \frac{1}{\mu_\ast} p_\ast(x,u_m) u_m \right] \, dx
\]

\[
= \frac{1}{\mu_\ast} \left( \Phi_\ast'(u_m), u_m \right) + \left( \frac{1}{2} - \frac{1}{\mu_\ast} \right) ||u_m||^2 - \int_{\{|u_m| \geq r_\ast\}} \left[ P_\ast(x,u_m) - \frac{1}{\mu_\ast} p_\ast(x,u_m) u_m \right] \, dx
\]

\[
- \int_{\{|u_m| < r_\ast\}} \left[ P_\ast(x,u_m) - \frac{1}{\mu_\ast} p_\ast(x,u_m) u_m \right] \, dx
\]

\[
\geq - \frac{1}{\mu_\ast} ||\Phi_\ast'(u_m)|| ||u_m|| + \left( \frac{1}{2} - \frac{1}{\mu_\ast} \right) ||u_m||^2 + C
\]

\[
= - \frac{1}{\mu_\ast} ||u_m|| + \left( \frac{1}{2} - \frac{1}{\mu_\ast} \right) ||u_m||^2 + C.
\]
c) Now, it follows analogously to step c) of the proof of Lemma 2 that \((u_m)\) contains a convergent subsequence.

To show that for our example all assumptions of Theorem 2 are satisfied it remains to verify (B1) to (B3).

(B1): This follows from Lemma 1.

(B2): From (P3) follows that for any \(\epsilon > 0\) there exists a \(\delta > 0\) such that

\[
|P(x,t)| \leq \epsilon t^2/2
\]

for all \(x \in \bar{\Omega}, |t| < \delta\). Furthermore, given any \(\delta > 0\), there exists an \(A > 0\) such that

\[
|P(x,t)| \leq A|t|^{s+1}
\]

for all \(x \in \Omega, |t| \geq \delta\). To see this we observe that (P2) implies

\[
|P(x,t)| \leq \left| \int_0^t (a + b|z|^s) \, dz \right| \leq a|t| + \frac{b}{s+1}|t|^{s+1}
\]

for all \((x,t) \in \Omega \times \mathbb{R}\), and (6) follows if we choose \(A \geq a\delta^{-s} + b(s+1)^{-1}\). Inequalities (5) and (6) imply \(|P(x,t)| \leq \epsilon t^2/2 + A|t|^{s+1}\) for all \(x \in \Omega, t \in \mathbb{R}\). Hence, using the Sobolev imbedding \(W^{1,2}_0(\Omega) \to L_q(\Omega)\) for \(q(n - 2) < 2n\) we have for \(u \in W^{1,2}_0(\Omega)\)

\[
|\Phi(u)| \leq \frac{\epsilon}{2} \int_\Omega u^2 \, dz + A \int_\Omega |u|^{s+1} \, dz \leq C_1 \left( \frac{\epsilon}{2} + A\|u\|^{s-1} \right) \|u\|^2
\]

with a positive constant \(C_1\), depending only on \(\Omega\). It follows

\[
|\Phi(u)| \geq \frac{1}{2}\|u\|^2 - C_1 \left( \frac{\epsilon}{2} + A\|u\|^{s-1} \right) \|u\|^2 = \left( \frac{1}{2} - C_1 \frac{\epsilon}{2} \right) \|u\|^2 - C_1 A\|u\|^{s+1}.
\]

If we choose \(\epsilon \in \left(0, C_1^{-1}\right)\), then there are positive constants \(R\) and \(\alpha\) such that \((1/2 - C_1\epsilon/2)R^2 - C_1 AR^{s+1} \geq \alpha\). For \(u \in W^{1,2}_0(\Omega)\) with \(\|u\| = R\) relation (7) yields \(\Phi(u) \geq \alpha\).

(B3): Obviously it holds \(\Phi(0) = 0 < \alpha\). Let \(u \in W^{1,2}_0(\Omega)\) be arbitrary such that \(u \neq 0\). Then for all \(t \in \mathbb{R}\) we have

\[
\Phi(tu) = \frac{t^2}{2}\|u\|^2 - \int_\Omega P(x,tu) \, dz \leq \frac{t^2}{2}\|u\|^2 - a_1 \int_\Omega |tu|^\mu \, dz + b_1 |\Omega|
\]

\[
\leq \frac{t^2}{2}\|u\|^2 - a_1 |t|^\mu \int_\Omega |u|^\mu \, dz - b_1 |\Omega|
\]

where we did use (4). Because of \(\mu > 2\) it follows \(\Phi(tu) \to -\infty\) as \(|t| \to \infty\), and (B3) is satisfied.

2. Perturbation of local extrema with smooth side conditions

In this section we consider the perturbation of critical values of functionals which are restricted to manifolds. First of all we state an abstract perturbation principle.
2.1. General perturbation principle for critical values of maximum-minimum type

Let us consider a real Banach space $X$ and a functional $\Phi : M \subseteq X \to \mathbb{R}$. For a fixed real number $c$ we denote by $\text{crit}_{M,c}\Phi$ a certain subset of $M$ (in our applications this will be the set of critical points of the restriction of the functional $\Phi$ to the manifold $M$).

We now formulate the following hypotheses.

(H1) $\Phi : M \subseteq X \to \mathbb{R}$ is a functional on the real Banach space $X$; $M \neq \emptyset$.

(H2) $K$ is a non-empty class of non-empty subsets of $M$. For $c$ defined by

$$c = \sup_{K \in K} \inf_{u \in K} \Phi(u)$$

it holds $c \neq \pm \infty$.

(H3) $D$ is a subset of $C(M, M)$ such that $K$ is invariant under $D$, i.e. $d \in D$ and $K \in K$ implies $d(K) \in K$.

(H4) If $\text{crit}_{M,c}\Phi = \emptyset$, then there exists a real number $\epsilon > 0$ and a mapping $d \in D$ such that

$$\Phi(u) \geq c - \epsilon, \ u \in M, \ \text{implies} \ \Phi(d(u)) \geq c + \epsilon.$$ (9)

Proposition 3: With the assumptions (H1) to (H4), $\text{crit}_{M,c}\Phi \neq \emptyset$.

Proof (Cf. [10: Chapter 44.2]): Let us assume that $\text{crit}_{M,c}\Phi = \emptyset$. By (H4), there exist $\epsilon > 0$ and $d \in D$ such that (9) holds. We choose $K \in K$ for which $\inf_{u \in K} \Phi(u) \geq c - \epsilon$, thus $\inf_{u \in d(K)} \Phi(u) \geq c + \epsilon$. Due to (H3), $d(K) \in K$, i.e., $\inf_{u \in d(K)} \Phi(u) \leq c$ by (8). This is a contradiction.

Remark: In the applications it is possible to choose for $D$ in (H3) the set of all homeomorphisms of $M$ onto itself.

We now assume (H1) to (H4) and put the question if for a perturbed functional $\Phi_* = \Phi + \Psi$ there exists a real number $c_*$ in a neighbourhood of $c$ such that $\text{crit}_{M,c_*}\Phi_* \neq \emptyset$ (where $\text{crit}_{M,c_*}\Phi_*$ is defined analogously to $\text{crit}_{M,c}\Phi$ by formally replacing $c, \Phi$ by $c_*, \Phi_*$, respectively). To this end, we formulate in addition to (H1) - (H4) the following hypotheses:

(H5) $\Psi : M \subseteq X \to \mathbb{R}$ is a functional and $\delta > 0$ is a real number such that $|\Psi(u)| < \delta$ for all $u \in M$.

(H6) $K_* \subseteq K$ is non-empty. For the functional $\Phi_* = \Phi + \Psi$ we define

$$c_* = \sup_{K \in K_*} \inf_{u \in K} \Phi_*(u).$$ (10)

(H7) There exists a real number $\sigma > 0$ and a set $K_\sigma \in K_*$ such that

$$\inf_{u \in K_\sigma} \Phi(u) > c - \sigma.$$ (11)
(H8) $D_*$ is a subset of $C(M, M)$ such that $\mathcal{K}_*$ is invariant under $D_*$.  

(H9) If $\text{crit}_{M,*} \Phi_* = \emptyset$, then there exists a real number $\epsilon_* > 0$ and a mapping $d_* \in D_*$ such that

$$
\Phi_*(u) \geq c_* - \epsilon_*, u \in M, \text{ implies } \Phi_*(d_*(u)) \geq c_* + \epsilon_*.
$$

**Proposition 4:** With the assumptions (H1) to (H7), it holds

$$
c_* \in [c - \delta - \sigma, c + \delta].
$$

**Proof:** By (H5), (H6), we have

$$
c_* \leq \sup_{K \in \mathcal{K}} \inf_{u \in K} \Phi_*(u) \leq \sup_{K \in \mathcal{K}} \inf_{u \in K} \Phi(u) + \delta \leq c + \delta.
$$

On the other hand, from (H7) it follows that

$$
c_* \geq \inf_{u \in \mathcal{K}_*} \Phi_*(u) \geq \inf_{u \in \mathcal{K}_*} \Phi(u) - \delta > c - \sigma - \delta.
$$

**Proposition 5:** If (H1) to (H6) hold and if $\mathcal{K}_* = \mathcal{K}$, then $c_* \in [c - \delta, c + \delta]$.  

**Proof:** Since $\mathcal{K}_* = \mathcal{K}$, for every real number $\sigma > 0$ there is a set $\mathcal{K}_\sigma \in \mathcal{K}$ such that (11) holds. Now, the assertion follows from Proposition 4.

**Proposition 6:** With the assumptions (H1) to (H9), $\text{crit}_{M,*} \Phi_* \neq \emptyset$.  

The proof is a repetition of that of Proposition 3.

**Corollary 2:** Propositions 1 to 4 remain true if (8) to (13) are replaced, respectively, by

$$
c = \inf_{K \in \mathcal{K}} \sup_{u \in K} \Phi(u),
$$

$$
\Phi(u) \leq c + \epsilon, u \in M, \text{ implies } \Phi(d(u)) \leq c - \epsilon,
$$

$$
c_* = \inf_{K \in \mathcal{K}_*} \sup_{u \in K} \Phi_*(u),
$$

$$
\sup_{u \in \mathcal{K}_*} \Phi(u) < c + \sigma,
$$

$$
\Phi_*(u) \leq c_* + \epsilon_*, u \in M, \text{ implies } \Phi_*(d_*(u)) \leq c_* - \epsilon_*,
$$

$$
c_* \in [c - \delta, c + \delta + \sigma].
$$

**Remark:** In many applications of the perturbation principle it is possible to choose $\mathcal{K}_* = \mathcal{K}$ in (H6). This occurs in Subsection 2.3. But it could be necessary to choose a class $\mathcal{K}$ (e.g., to get more information on the number of critical values) such that it is not possible to take $\mathcal{K}_* = \mathcal{K}$, because the mappings $d_*$ from (H9) do not guarantee $d_*(K) \in \mathcal{K}$ for all $K \in \mathcal{K}$. This is the case in Subsection 2.5.
2.2. Stability of the Local Palais-Smale Condition

In this subsection we suppose the following assumptions:

(C1) $X$ is a real reflexive Banach space, $\Phi, T \in C^1(X, \mathbb{R})$.
(C2) $\alpha$ is a fixed real number, $M = \{ u \in X \mid T(u) = \alpha \}$.
(C3) There exists a continuous function $\nu : M \rightarrow X$ such that $\|\nu(u)\| = 1$ for all $u \in M$ and $\inf_{u \in K} \|\langle T'(u), \nu(u) \rangle\| > 0$ for each bounded set $K \subset M$.
(C4) $T' : X \rightarrow X'$ is bounded and locally Lipschitz continuous on $M$.
(C5) There is a set $\tilde{M} \supset M$ which is closed with respect to the weak convergence in $X$ such that $\Phi^{-1}(B) \cap \tilde{M}$ is bounded for each bounded set $B \subset \mathbb{R}$.

We define for $u \in X$

$$\tilde{\Phi}'(u) = \Phi'(u) - \lambda(u)T'(u), \quad \lambda(u) = \frac{\langle \Phi'(u), \nu(u) \rangle}{\langle T'(u), \nu(u) \rangle}.$$  

We want to study the sets

$$\text{crit}_{M,c} \Phi = \{ u \in M \mid \tilde{\Phi}'(u) = 0, \Phi(u) = c \}, \ c \in \mathbb{R}.$$  

Remark: If $u \in \text{crit}_{M,c} \Phi$, then it holds $\tilde{\Phi}'(u) = \lambda T'(u)$ with a real number $\lambda$, i.e., $u$ is a critical point of the restriction of the functional $\Phi$ to the manifold $M$.

Let $c$ be a fixed number. The functional $\Phi$ is said to satisfy a local Palais-Smale condition $(PS)_c$ on $M$ if the following holds:

$(PS)_c$ Every sequence $(u_m) \subset M$ with $\Phi(u_m) \rightarrow c$ and $\tilde{\Phi}'(u_m) \rightarrow 0$ as $m \rightarrow \infty$ has a strongly convergent subsequence.

We need the following so-called Deformation Theorem which here is formulated as

Lemma 4: Assume that (C1) to (C5) are satisfied and that $\Phi$ satisfies $(PC)_c$ on $M$, $c \in \mathbb{R}$.
If $\text{crit}_{M,c} \Phi = \emptyset$, there exist $\epsilon > 0$ and $d \in C(M \times [0,1], M)$ such that the following hold:

1) The mapping $u \mapsto d(u, t)$ is a homeomorphism of $M$ onto itself for all $t \in [0,1]$.
2) $d(u, 0) = u$ for all $u \in M$.
3) $\Phi(d(u, t)) \geq \Phi(u)$ for all $u \in M$, $t \in [0,1]$.
4) $\Phi(u) \geq c - \epsilon$, $u \in M$ implies $\Phi(d(u, 1)) \geq c + \epsilon$.

In [9: Proposition 1], the Proof is given for the case that $\nu(u) = u/\|u\|$ satisfies (C3), and that of Lemma 4 is completely analogous.
On the Perturbation of Critical Values

Lemma 5: \((PS)_c\) holds under the following hypotheses.

a) Assumptions (C1) to (C5) are satisfied.
b) \(T'\) satisfies (S)_1.
c) \(\Phi' : X \to X'\) is strongly continuous.
d) If \(u_m \to u\) as \(m \to \infty\), \((u_m) \subset M\), and \(\Phi(u) = c\), then \(\Phi'(u) \neq 0\).

Proof: Let \((u_m) \subset M\) such that \(\Phi(u_m) \to c\) and \(\Phi'(u_m) \to 0\) as \(m \to \infty\). This sequence is bounded, by (C5); therefore, there exists a subsequence \((u_{m'}) \subseteq (u_m)\) such that \(u_{m'} \to u_0\) as \(m \to \infty\). (C1) and c) imply that the functional \(\Phi\) is weakly continuous, and it follows \(\Phi(u_0) = c\). Now, \(\Phi'(u_0) \neq 0\), by d).

The sequence \((\lambda(u_{m'}))\) is bounded because of (C3) and c), hence there is a further subsequence \((u_{m''}) \subseteq (u_{m'})\) such that \(\lambda(u_{m''}) \to \lambda_0\) as \(m'' \to \infty\). It holds \(\lambda_0 \neq 0\). Otherwise, because of \(\Phi'(u_{m''}) = \Phi'(u_{m''}) - \lambda(u_{m''})T'(u_{m''})\), \(\Phi'(u_{m''}) \to 0\) as \(m'' \to \infty\) and the boundedness of \((T'(u_{m''}))\) (by (C4)), \(\lambda_0 = 0\) would imply \(\Phi'(u_{m''}) \to 0\) as \(m'' \to \infty\), which is a contradiction to \(\Phi'(u_0) \neq 0\).

For \(m''\) sufficiently large it holds \(T'(u_{m''}) = \lambda(u_{m''})^{-1}(\Phi'(u_{m''}) - \Phi'(u_{m''}))\), and from c) and \(\Phi'(u_{m''}) \to 0\) as \(m'' \to \infty\) it follows that the sequence \((T'(u_{m''}))\) is convergent. Hence \(u_{m''} \to u_0\) as \(m'' \to \infty\), by b).

Now, we consider perturbations \(\Phi_* = \Phi + \Psi\) of the functional \(\Phi\). The key is to guarantee that \(\Phi_*\) satisfies \((PS)_{c*}\) for all \(c*\) in a neighbourhood of \(c\). For that, assumption d) in Lemma 5 is to be weak. This motivates the following considerations.

Lemma 6: Assume:

a) Assumptions (C1) to (C5) are satisfied.
b) \(T'\) satisfies (S)_1.
c) \(\Phi'\) is strongly continuous on \(X\).
d) \(c_1, c_2 \in \mathbb{R} \cup \{\pm \infty\}\) are such that \(\tau = \inf\{\|\Phi'(u)\| : u \in \tilde{M} \cap \Phi^{-1}((c_1, c_2))\} > 0\).
e) \(\delta\) is a positive real number such that \(\delta < \tau\).
f) \(\Psi \in C^1(X, \mathbb{R})\) has a strongly continuous derivative \(\Psi'\), and it holds for all \(u \in \tilde{M}\):

\[
|\Psi(u)| + \|\Psi'(u)\| < \delta
\] (14)

Then, it holds:

1) The functional \(\Phi\) satisfies \((PS)_{c}\) for every \(c \in (c_1, c_2)\).

2) The functional \(\Phi_* = \Phi + \Psi\) satisfies \((PS)_{c}\) for every \(c \in (c_1 + \delta, c_2 - \delta)\).
Proof: 1) follows immediately from Lemma 5.

2) We show that the perturbed functional \( \Phi_* \) satisfies the assumptions of Lemma 5 for every number \( c \in (c_1 + \delta, c_2 - \delta) \).

a) (C1) to (C4) are satisfied, it remains to verify (C5). Let \( B \subset \mathbb{R} \) be a bounded set, then there exist real numbers \( U, V \) such that \( B \) lies in the interval \( (U, V) \). Inequality (14) implies

\[
\Phi_*^{-1}(B) \cap \tilde{M} \subset \Phi_*^{-1}((U, V)) \cap \tilde{M} \subset \Phi^{-1}((U - \delta, V + \delta)) \cap \tilde{M},
\]

and the last set is bounded, by (C5).

b) Assumptions b) and c) of Lemma 5 are obviously satisfied.

c) To verify d) from Lemma 5, let \( (u_m) \subset M \) be such that \( u_m \to u \) as \( m \to \infty \) and \( \Phi_*(u) = c, c \in (c_1 + \delta, c_2 - \delta) \). It follows \( u \in \tilde{M} \), and (14) implies \( \Phi(u) \in (c_1, c_2) \). From the definition of \( \tau \) in d) it follows \( \|\Phi'(u)\| \geq \tau \). Hence \( \|\Phi'(u)\| \geq \|\Phi'(u)\| - \delta \geq \tau - \delta > 0 \), i.e., \( \Phi'(u) \neq 0 \).

2.3. Functionals on bounded level sets I

We make the following assumptions:

(D1) \( X \) is a real reflexive Banach space, \( \dim X = \infty ; \Phi, T \in C^1(X, \mathbb{R}) \).

(D2) \( \alpha \neq 0 \) is a fixed real number, \( M = \{ u \in X : T(u) = \alpha \} \) is non-empty. The set \( \{ u \in X : T(u) \leq \alpha \} \) is bounded; there is \( u_1 \in X \), \( u_1 \neq 0 \), such that \( T(u_1) < \alpha, T(-u_1) < \alpha \). It holds \( T(0) = 0 \).

(D3) There exists a continuous function \( \nu : M \to X \) such that \( \|\nu(u)\| = 1 \) for all \( u \in M \) and \( \inf_{u \in M} |(\nu'(u), \nu(u))| > 0 \).

(D4) \( \nu' : X \to X' \) satisfies (S)\(_1\) and is bounded and locally Lipschitz continuous on \( M \).

(D5) There is a bounded set \( \tilde{M} \supset M \) which is closed with respect to the weak convergence in \( X \).

(D6) \( \Phi' : X \to X' \) is strongly continuous. \( \Phi(u) \geq 0 \) for all \( u \in M \) and \( \Phi \) is bounded on \( M \).

For \( u \in \tilde{M} \) it holds \( \Phi(u) = 0 \iff u = 0 \iff \Phi'(u) = 0 \).

Theorem 3: With the assumptions (D1) to (D6) the following assertions hold:

1) There exists a sequence \( (c_k) \) of real numbers \( c_k > 0 \) such that \( \text{crit}_{M, c_k} \Phi \neq \emptyset \) for \( k \geq 1 \).

2) For every \( k \geq 1 \) and \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for all \( \Psi \in C^1(X, \mathbb{R}) \) with strongly continuous derivative \( \Psi' \) and \( |\Psi(u)| + ||\Psi'(u)|| < \delta \) for all \( u \in \tilde{M} \) there is a number \( c_* \in (c_k - \epsilon, c_k + \epsilon) \) for which \( \text{crit}_{M, c_*} \Phi_* \neq \emptyset \) (where \( \Phi_* = \Phi + \Psi \)).
Remark: In 1) it may happen that all numbers $c_k$ are equal to each other.

Before we are able to prove Theorem 3 we need some preparations. For every $k \in \mathbb{N}$ we define

$$K = \left\{ K \subseteq M \mid \text{There is an } e \in \mathbb{R}^{k}, e \neq 0 \text{ such that } K \text{ is homeomorphic to the boundary of an open bounded neighbourhood of the set } \{e, -e\} \text{ in } \mathbb{R}^{k}\backslash\{0\} \right\}.$$ 

Lemma 7: Assume (D1) to (D6). Then $K_k \neq \emptyset$ for all $k \in \mathbb{N}$.

Proof: Let $(u_n), m \geq 1,$ be a sequence of linearly independent elements of $X$, where $u_1$ is taken as in (D2). For $k \in \mathbb{N}$, the subspace $E_k = \text{span}\{u_1, \ldots, u_k\}$ is isomorphic to $\mathbb{R}^{k}$ by the canonical isomorphism $\psi_k : E_k \rightarrow \mathbb{R}^{k}$. The set $V = \{u \in E_k : \tau(u) < \alpha\}$ is bounded by (D2) and contains $u_1$ and $-u_1$. Its boundary satisfies $\partial V \subseteq M$ since $\tau$ is continuous. Furthermore, $\partial V = \psi_k^{-1}(\partial(\psi_k(V)))$, and $\psi_k(V)$ is an open bounded neighbourhood of $\{\psi_k(u_1), -\psi_k(u_1)\}$ in $\mathbb{R}^{k}\backslash\{0\}$. Hence, $\partial V \in K_k$.

Now we define for $K \in \mathbb{N}$

$$c_k = \sup_{K \in K_k} \inf_{u \in K} \Phi(u).$$

Lemma 8: With the assumptions (D1) to (D6), $0 < c_k < +\infty$ for $k \in \mathbb{N}$.

Proof: Let $k \in \mathbb{N}$. By Lemma 7, there is a $K_0 \in K_k$. The set $K_0$ is compact, and $\Phi(u) > 0$ for $u \in M$ (by (D2), (D6)), hence $\inf_{u \in K_0} \Phi(u) > 0$. It follows $c_k > 0$. Furthermore, $c_k < +\infty$, since $\Phi$ is bounded on $M$, by (D6).

Proof of Theorem 3/1): We show that for $K_k$, $c_k$, $k \in \mathbb{N}$, assumptions (H1) to (H4) of Subsection 2.1 are satisfied. Then, the assertion follows from Proposition 3.

(H1) is trivially satisfied, and (H2) follows from Lemma 7 and 8.

(H3): If we choose $D = \text{Hom}(M, M)$ (the set of all homeomorphisms of $M$ onto itself), then it is clear that $K_k$ is invariant under $D$.

(H4): Under the assumptions (D1) to (D6), all assumptions of Lemma 5 for $c = c_k$ are satisfied. Especially, since $c_k > 0$ by Lemma 8, (D6) implies assumption d) of Lemma 5. Hence, $\Phi$ satisfies (PS)$_{c_k}$, and Lemma 4 implies that the mapping $d(\cdot, 1)$ fulfills (H4).

We set for fixed $k \in \mathbb{N}$

$$\tau = \inf \left\{ \|\Phi'(u)\| \mid u \in \dot{M}, \Phi(u) \in (c_k/2, 3c_k/2) \right\}. \quad (15)$$
Lemma 9: Suppose that (D1) to (D6) hold. Then $\tau > 0$.

Proof: We give a proof by contradiction, by supposing $\tau = 0$. Then, there is a sequence $(u_m) \subset \hat{M}$ such that $\Phi(u_m) \in (c_k/2, 3c_k/2)$ for $m \in \mathbb{N}$ and $||\Phi'(u_m)|| \to 0$ as $m \to \infty$. Since $M$ is bounded there exists a subsequence $(u_{m'}) \subseteq (u_m)$ such that $u_{m'} \to u \in \hat{M}$ as $m' \to \infty$. The operator $\Phi'$ is strongly continuous (and hence $\Phi'$ is weakly continuous), therefore, $\Phi(u) \in [c_k/2, 3c_k/2]$ and $\Phi'(u) = 0$, in contradiction to (D6).

Proof of Theorem 3/2): Let $k \in \mathbb{N}$ be fixed, and let $\epsilon > 0$ be given. We assume $\epsilon < c_k/2$.

Let $\tau > 0$ be the number defined in (15). Now, we choose $\delta > 0$ such that

$$\delta < \min \{\epsilon, \tau, c_k/4\}. \quad (16)$$

Let $\Psi \in C^1(X, \mathbb{R})$ such that $\Psi'$ is strongly continuous and $|\Psi(u)| + ||\Psi'(u)|| \leq \delta$ for all $u \in \hat{M}$.

It is our aim to apply Propositions 5 and 6, so we have to verify (H5) to (H9). To this end, we set $K_\epsilon = K_k$ and $D_\epsilon = D$.

(H5) to (H8) are obviously satisfied.

(H9): From Proposition 5 it follows $c_\epsilon \in [c_k - \delta, c_k + \delta]$. If we set in Lemma 6 $c_1 = c_k/2$, $c_2 = 3c_k/2$, then we see that the functional $\Phi$ satisfies (PS) for every $c \in (c_k/2 + \delta, 3c_k/2 - \delta)$, by Lemma 9. It holds $[c_k - \delta, c_k + \delta] \subset (c_k/2 + \delta, 3c_k/2 - \delta)$, by (16), and therefore the functional $\Phi_\epsilon$ satisfies (PS)$_{c_\epsilon}$. Now, from Lemma 4 it follows that (H9) is fulfilled.

From Proposition 6 it follows $\text{crit}_{M, c_\epsilon} \Phi_\epsilon \neq \emptyset$, and $c_\epsilon \in (c_k - \epsilon, c_k + \epsilon)$ because we have $c_\epsilon \in [c_k - \delta, c_k + \delta]$ and (16).\]

As an application of Theorem 3 we consider the following example.

2.4. An example to Theorem 3

Let $\Omega \subset \mathbb{R}^n$, $n \leq 3$ and $X = W^{1,2}_0(\Omega)$ as in the Example to Theorem 1. We consider the following functionals on $W^{1,3}_0(\Omega)$:

$$\Gamma(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 dx + \Gamma(u), \quad \Gamma(u) = -\frac{\lambda}{2} \int_\Omega u^2 dx + \frac{1}{4} \int_\Omega u^4 dx,$$

$$\Phi(u) = \frac{1}{q} \int_\Omega |u|^q dx, \quad \Phi(u) = \sigma \int_\Omega P(z, u) dx,$$

where $0 < q < 6$, $\sigma \in \mathbb{R}$, $P(z, u) = f_0 p(z, u) dz$ for $(z, t) \in \Omega \times \mathbb{R}$ and $p$ satisfies (P1), (P2) (cf. Example to Theorem 1). The number $\lambda$ in the functional $\Gamma$ will be specified below. To show that Theorem 3 applies to this example, after the following remark, we premise three lemmas.

Remark: If we assume that the assumptions of Theorem 3 are fulfilled, then $u \in \text{crit}_{M, c_\epsilon} \Phi$.\]
resp. \( u \in \text{crit}_{M, c} \Phi \) is a weak solution of the eigenvalue problem

\[
\begin{align*}
\mu(-\Delta u - \lambda u + u^3) &= |u|^{q-2} u \quad \text{in } \Omega, \ u = 0 \text{ on } \partial \Omega \\
\mu(-\Delta u - \lambda u + u^3) &= |u|^{q-2} + \sigma p(x, u) \quad \text{in } \Omega, \ u = 0 \text{ on } \partial \Omega.
\end{align*}
\]

We consider the linear eigenvalue problem

\[ - \Delta u = \lambda u. \quad (17) \]

It is well known that (17) possesses a sequence of eigenvalues \((\lambda_m)\) with \(0 < \lambda_1 < \lambda_2 \leq \ldots \) and \(\lambda_m \to +\infty \) as \(m \to \infty\). For the parameter \(\lambda\) in \(\Gamma\) we assume

\[ \lambda_1 < \lambda < \lambda_2. \quad (18) \]

Before we choose the number \(\alpha\) we prove

**Lemma 10:** The functional \(\Upsilon\) is bounded below on \(W^{1,2}_0(\Omega)\) and \(\inf_{u \in W^{1,2}_0(\Omega)} \Upsilon(u) < 0\).

**Proof:** a) Using the Hölder inequality and the Sobolev imbedding \(W^{1,2}_0(\Omega) \to L^4(\Omega)\) we get the inequality

\[ \Upsilon(u) \geq \frac{1}{2} \|u\|_2^2 - \frac{\lambda}{2} |\Omega|^{1/2} \|u\|_4^2 + \frac{1}{4} \|u\|_4^4 \geq \frac{1}{2} \|u\|_2^2 + C \quad (19) \]

for \(u \in W^{1,2}_0(\Omega)\), i.e. \(\Upsilon\) is bounded below on \(W^{1,2}_0(\Omega)\).

b) Let \(\tilde{u}\) be an eigensolution of (17) to the first eigenvalue \(\lambda_1\), hence \(\tilde{u} \in W^{1,2}_0(\Omega)\), \(\tilde{u} \neq 0\), \(\int_\Omega |\nabla \tilde{u}|^2 dx = \lambda_1 \int_\Omega \tilde{u}^2 dx\). We study the functional \(\Upsilon\) along the one-dimensional subspace \(\text{span}\{\tilde{u}\}\). For \(t \in \mathbb{R}\) we set

\[ v(t) = \Upsilon(t\tilde{u}) = At^4 + Bt^2, \]

where

\[ A = \frac{1}{4} \int_\Omega \tilde{u}^4 dx, \quad B = \frac{1 - \lambda/\lambda_1}{2} \int_\Omega |\nabla \tilde{u}|^2 dx. \]

From (18) it follows \(B < 0\), consequently there is a \(t_0 \in \mathbb{R}\) such that \(v(t_0) < 0\). Hence

\[ \inf_{u \in W^{1,2}_0(\Omega)} \Upsilon(u) < 0. \]

Now, we choose a number \(\alpha\) such that

\[ \inf_{u \in W^{1,2}_0(\Omega)} \Upsilon(u) < \alpha < 0. \quad (20) \]

Analogously to Lemma 1 we have

**Lemma 11** (cf. [5] and [10: Corollary 26.14]): Under the assumptions stated above it holds:

1) \(\Upsilon, \Phi, \Gamma, \Psi \in C^1(W^{1,2}_0(\Omega), \mathbb{R})\) and for all \(u, v \in W^{1,2}_0(\Omega)\) we have

\[
\begin{align*}
\langle \Upsilon'(u), v \rangle &= \int_\Omega \nabla u \nabla v dx + \langle \Gamma'(u), v \rangle, \quad \langle \Gamma'(u), v \rangle = -\lambda \int_\Omega u v dx + \int_\Omega u^3 v dx, \\
\langle \Phi'(u), v \rangle &= \int_\Omega |u|^{p-2} u v dx, \quad \langle \Psi'(u), v \rangle = \int_\Omega q(z, u) v dx.
\end{align*}
\]
2) $\Phi, \Gamma, \Psi : W_0^{1,2}(\Omega) \to \mathbb{R}$ are weakly continuous, $\Phi', \Gamma', \Psi' : W_0^{1,2}(\Omega) \to \left[W_0^{1,2}(\Omega)\right]'$ are strongly continuous (and hence compact).

It will be important that we know the exact number of critical points of $T$:

Lemma 12: For $\lambda \in (\lambda_1, \lambda_2)$ the equation $T'(u) = 0$ has exactly three solutions $0, u_1, -u_1$ in $W_0^{1,2}(\Omega)$, where $u_1 \neq 0$ and $T(u_1) = T(-u_1) = \inf_{u \in W_0^{1,2}(\Omega)} T(u)$.

For the Proof, which uses the theory of proper nonlinear Fredholm operators, we refer to [2] $\blacksquare$

Now, for the Example to Theorem 3 it is our aim to show that all assumptions (D1) - (D6) are satisfied. For (D1) and (D2) this can be shortly done.

(D1) follows from Lemma 11.

(D2): The set $\left\{u \in W_0^{1,2}(\Omega) \mid T(u) \leq \alpha \right\}$ is bounded since (19) implies $T(u) \to +\infty$ as $\|u\| \to \infty$. Moreover, since $T$ is continuous and $\alpha > \inf_{u \in W_0^{1,2}(\Omega)} T(u)$ we have $M \neq \emptyset$. The remaining part follows from Lemma 12 and from (20).

To verify (D3) we first state

Lemma 13: Under the assumptions stated above it holds $\inf_{u \in M} \|T'(u)\| > 0$.

Proof: We give a proof by contradiction. If $\inf_{u \in M} \|T'(u)\| = 0$, then there exists a sequence $(u_m) \subset M$ (i.e., $T(u_m) = \alpha$ for all $m \in \mathbb{N}$) such that $\|T'(u_m)\| \to 0$ as $m \to \infty$. The functional $T$ satisfies (PS) since it is a functional of the type considered in the Example to Theorem 1 (denoted there by $\Phi$), especially the assumptions of Lemma 2 are satisfied. Hence there is a subsequence $(u_m') \subset (u_m)$ such that $u_m' \to w$ in $W_0^{1,2}(\Omega)$ as $m' \to \infty$. The derivative $T'$ is continuous, therefore, $T'(w) = 0$. From Lemma 12 there follows either $T(w) = T(0) > \alpha$ or $T(w) = \inf_{u \in W_0^{1,2}(\Omega)} T(u) < \alpha$, i.e., $T(w) \neq \alpha$. On the other hand, because of the continuity of $T$ it holds $T(w) = \alpha$, which is a contradiction $\blacksquare$

(D3): We set $\beta = \inf_{u \in M} \|T'(u)\|$. For each $u \in M$ we choose $\nu_u \in W_0^{1,2}(\Omega), \|\nu_u\| = 1$, such that $\langle T'(u), \nu_u \rangle > 2\beta/3$. Since $T'$ is continuous, for each $u \in M$ there is an open neighbourhood $N_u$ of $u$ in $M$ such that $\langle T'(w), \nu_u \rangle > \beta/2$ for all $w \in N_u$. The family $\{N_u\}$ is an open covering of $M$. Since every subset of a Banach space is paracompact, there are a locally finite refinement $\{N_i\}$ of $\{N_u\}$ and corresponding $\nu_i \in W_0^{1,2}(\Omega), \|\nu_i\| = 1$, such that $\langle T'(w), \nu_i \rangle > \beta/2$ for all $w \in N_i, i \in \mathbb{N}$.

Now, let $\{\eta_i\}$ be a partition of unity on $M$ subordinate to $\{N_i\}$, and set $\mu(u) = \sum_i \eta_i(u)\nu_i, u \in M$. Then the mapping $\mu : M \to W_0^{1,2}(\Omega)$ is continuous, $\|\mu(u)\| \leq 1$ for all $u \in M$, and we have $\langle T'(u), \mu(u) \rangle = \sum_i \eta_i(u)\langle T'(u), \nu_i \rangle > \sum_i \eta_i\beta/2 = \beta/2$. Therefore, $\mu(u) \neq 0$ for all $u \in M$. 


We set $\nu(u) = \mu(u)/||\mu(u)||$ for $u \in M$. Then, $\nu$ is continuous on $M$ and $||\nu(u)|| = 1$ for all $u \in M$. Furthermore, $(T'(u), \nu(u)) = (T'(u), m(u))/||m(u)|| > \beta/2 > 0$ for all $u \in M$, and (D3) is satisfied.

(D4): $T'$ is the sum of the uniformly monotone operator $\Gamma' - \Gamma'$ and the strongly continuous operator $\Gamma'$ (cf. Lemma 11), hence it satisfies (S)$_1$, cf. [10: Chapter 27.1]. Now, we prove that $T'$ is Lipschitz continuous on $M$ (hence locally Lipschitz continuous). For $u, v \in M$, we get with the Hölder inequality

$$|T'(u) - T'(v), w| \leq \left| \int_{\Omega} \nabla(u - v)w \, dx \right| + \lambda \left( \int_{\Omega} (u - v)(u^2 - 2uv + v^2)w \, dx \right) \leq ||u - v|| ||w|| + \lambda ||u - v||_2 ||w||_2 + ||u - v||_4 (||u||_2^2 + 2||uv||_2 + ||v^2||_2) ||w||_4.$$ 

By the Sobolev imbedding $W^{1,2}_0(\Omega) \to L^4(\Omega)$ and the fact that the set $M$ is bounded we get $|T'(u) - T'(v), w| \leq C||u - v|| ||w||$, where the constant $C$ does not depend on $u, v$. Hence $||T'(u) - T'(v)|| \leq C||u - v||$ for all $u, v \in M$, i.e., $T'$ is Lipschitz continuous on $M$. Since $M$ is bounded, it immediately follows that $T$ is bounded on $M$.

(D5): We choose $\bar{M} = \overline{\text{conv}} M$ (the closure of the convex hull of $M$). $\bar{M}$ is bounded since $M$ is, and it is well known that $\bar{M}$ is closed with respect to the weak convergence in $W^{1,2}_0(\Omega)$.

(D6): $\Phi'$ is strongly continuous, by Lemma 11. It is obvious that $\Phi(u) \geq 0$ on $M$. Furthermore, it holds $\Phi(u) = p^{-1}||u||_p^p \leq C||u||^p$ because of the Sobolev imbedding $W^{1,2}_0(\Omega) \to L^p(\Omega)$ for $p < 6$. Thus, $\Phi$ is bounded on $M$, since $M$ is bounded in $W^{1,2}_0(\Omega)$. It is easy to see that for $u \in W^{1,2}_0(\Omega)$ it holds:

$$\Phi(u) = 0 \iff u = 0 \iff \Phi'(u) = 0.$$ 

So, (D1) - (D6) are fulfilled and we have shown that Theorem 3 applies to our example.

Finally, we will prove that we can choose the number $\sigma$ in the functional $\Psi$ in such a way that the condition $|\Psi(u)| + ||\Psi'(u)|| < \delta$ for all $u \in \bar{M}$ is fulfilled. Note that, by Lemma 11, $\Psi \in C^1(W^{1,2}_0(\Omega), \mathbb{R})$ and $\Psi$ is strongly continuous independent of $\sigma \in \mathbb{R}$.

Lemma 14: For the functional $\Psi$ given above there exists a number $\sigma_0 > 0$ such that for $\sigma$ with $|\sigma| < \sigma_0$ it holds $|\Psi(u)| + ||\Psi'(u)|| < \delta$ for all $u \in \bar{M}$.

Proof: a) From (P2) it follows the existence of constants $a_1, b_1 \geq 0$ such that $|P(z, t)| \leq a_1 + b_1|t|^s+1$ for all $z \in \Omega$. For $u \in W^{1,2}_0(\Omega)$ it follows

$$|\Psi(u)| \leq |\sigma| \int_{\Omega} |P(z, u)| \, dz \leq |\sigma| \int_{\Omega} (a_1 + b_1|u|^{s+1}) \, dz \leq |\sigma|(a_1||\Omega| + Cb_1||u||^{s+1}),$$
using the imbedding $W_0^{1,2}(\Omega) \to L_{s+1}(\Omega)$ since $s + 1 < 6$.

b) By (P2), for $u, v \in W_0^{1,2}(\Omega)$ we have

$$|\langle \Psi'(u), v \rangle| \leq |\sigma| \int_\Omega |p(x, u)| |v| \, dx$$

$$\leq |\sigma| \left\{ \int_\Omega |p(x, u)|^{(s+1)/s} \, dx \right\}^{s/(s+1)} \left\{ \int_\Omega |u|^{s+1} \, dx \right\}^{1/(s+1)}$$

$$\leq |\sigma| \left\{ \int_\Omega (a + b|u|^s)^{(s+1)/s} \, dx \right\}^{s/(s+1)} \left\{ \int_\Omega |v|^{s+1} \, dx \right\}^{1/(s+1)}$$

$$\leq |\sigma| \left\{ (a|\Omega|)^{(s+1)/s} + b||u||_{s+1}^{s+1} \right\} ||v||_{s+1}$$

$$\leq |\sigma| \left\{ (a|\Omega|)^{(s+1)/s} + Cb||u||^s \right\} C||v||.$$

Since $\tilde{M}$ is bounded from a) and b) there follows the existence of a number $\sigma_0 > 0$ such that $|\Psi(u)| < \delta/2$ and $||\Psi'(u)|| < \delta/2$ for all $u \in \tilde{M}$.

**Remark:** The set $M$ considered in our example is not homeomorphic to the unit sphere in $W_0^{1,2}(\Omega)$. To see this, we prove that $M$ consists of at least two connected components. Let $\tilde{u}$ be an eigen-solution of (17) to the first eigenvalue $\lambda_1$, and let $\Sigma = \{u \in W_0^{1,2}(\Omega) : (u, \tilde{u}) = 0\}$ be the hyperplane in $W_0^{1,2}(\Omega)$ which is orthogonal to $\tilde{u}$. We have, by the variational characterization of the eigenvalues of (17), $\int_\Omega |
abla u|^2 \, dx \geq \lambda_2 \int_\Omega u^2 \, dx$ for all $u \in \Sigma$. Hence, using (18), for $u \in \Sigma$ it follows

$$\Upsilon(u) = \frac{1}{2} \int_\Omega |
abla u|^2 \, dx - \frac{\lambda}{2} \int_\Omega u^2 \, dx + \frac{1}{4} \int_\Omega u^4 \, dx \geq \frac{1}{2} \left( 1 - \frac{\lambda}{\lambda_2} \right) \int_\Omega |
abla u|^2 \, dx \geq 0.$$

Since $\alpha < 0$ it holds $M \cap \Sigma = \emptyset$. On the other hand, if $u_1$ is the element from Lemma 12, each of the opposite rays $\{tu_1 : t > 0\}$ and $\{tu_1 : t < 0\}$ meets $M$ at least in one point, by the continuity of $\Upsilon$ and (20). Hence $M$ has at least two connected components.

### 2.5. Functionals on bounded level sets II

In this subsection we assume:

**(E1)** $X$ is a real Hilbert space, $\Phi \in C^1(X, \mathbb{R})$.

**(E2)** $M = \{u \in X : ||u|| = 1\}$, $\tilde{M} = \{u \in X : ||u|| \leq 1\}$. There exist numbers $k \in \mathbb{N}$, $\rho > 0$, and an odd mapping $\psi_0 \in C(S^{k-1}, M)$ such that $\psi_0(S^{k-1}) \subset M_\rho = \{u \in M : \Phi(u) > \rho\}$, where $S^{k-1}$ is the unit sphere in $\mathbb{R}^k$.

**(E3)** $\Phi' : X \to X'$ is strongly continuous. $\Phi(u) \geq 0$ for all $u \in X$, and $\Phi$ is bounded on $M$. For $u \in X$ it holds $\Phi(u) = 0 \iff u = 0 \iff \Phi'(u) = 0$. 
Theorem 4: Under the assumptions (E1) to (E3) the following holds:

1) There is a real number \( c > \rho \) such that \( \text{crit}_{M, c} \Phi \neq \emptyset \).

2) For every \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for all \( \Psi \in C^1(X, \mathbb{R}) \) with strongly continuous derivative \( \Phi' \) and \( |\Psi(u)| + ||\Psi'(u)|| < \delta \) for all \( u \in \tilde{M} \) there is a number \( c_* \in (c - \epsilon, c + \epsilon) \) for which \( \text{crit}_{M, c_*} \Phi_* \neq \emptyset \) (where \( \Phi_* = \Phi + \Psi \)).

Proof: 1) It is our aim to apply Proposition 3, hence we have to verify (H1) to (H4).

(H1) is obviously satisfied.

(H2): We define

\[
\mathcal{B} = \left\{ B \subseteq M_\rho \mid \begin{array}{l}
\text{There is an odd mapping } \psi \in C(S^{k-1}, M) \\
\text{such that } B = \psi(S^{k-1})
\end{array} \right\}
\]

\[
\mathcal{K} = \left\{ K \subseteq M_\rho \mid \begin{array}{l}
\text{There is a } B \in \mathcal{B} \text{ and a } \tilde{d} \in C(B \times [0,1], M) \text{ with } \\
\tilde{d}(u,0) = u \text{ for all } u \in B \text{ such that } K = \tilde{d}(B,1)
\end{array} \right\}.
\]

Obviously \( \mathcal{B} \subseteq \mathcal{K} \), and since \( \psi_0(S^{k-1}) \subseteq B \) according to (E2) it follows \( \mathcal{K} \neq \emptyset \). Now for the number \( c = \sup_{K \in \mathcal{K}} \inf_{u \in K} \Phi(u) \) it holds \( c < +\infty \) since \( \Phi \) is bounded on \( M \). Furthermore, because \( \psi_0(S^{k-1}) \) is compact it holds \( \inf_{u \in \psi_0(S^{k-1})} \Phi(u) > \rho \), hence

\[
c > \rho.
\]

(H3): We define

\[
\mathcal{D} = \left\{ d \in C(M, M) \mid \begin{array}{l}
\text{There is a } \tilde{d} \in C(M \times [0,1], M) \text{ such that } \tilde{d}(u, t) \text{ is a homeo-} \\
\text{morphism of } M \text{ onto itself for all } t \in [0,1], \tilde{d}(u,0) = u \text{ and } \\
\Phi(\tilde{d}(u, t)) \geq \Phi(u) \text{ for all } (u, t) \in M \times [0,1] \text{ and } d(u) = \tilde{d}(u,1)
\end{array} \right\}.
\]

To prove that \( \mathcal{K} \) is invariant under \( \mathcal{D} \) let \( K \in \mathcal{K} \), i. e., \( K = \tilde{d}_1(B,1) \), where \( B \) and \( \tilde{d}_1 \) are according to (21). Furthermore, let \( d_2 \in \mathcal{D}, d_2(\cdot) = d_2(\cdot,1) \). If we set

\[
\tilde{d}(u, t) = \begin{cases}
\tilde{d}_1(u, 2t) & \text{for } u \in B, t \in [0,1/2] \\
\tilde{d}_2(d_1(u,1), 2t - 1) & \text{for } u \in B, t \in (1/2,1],
\end{cases}
\]

then \( d_2(K) = \tilde{d}(B,1) \), and it is easy to see that \( \tilde{d} \in C(B \times [0,1], M_\rho) \). Hence \( d_2(K) \in \mathcal{K} \).

(H4): It is our aim to apply Lemma 4. If we set \( T(u) = ||u||^2, u \in X \), and \( \alpha = 1 \), then it is immediately clear that (C1), (C2), and (C4) are fulfilled, where \( (T'(u), v) = 2(u,v) \) for \( u, v \in X \). Furthermore, in (C3) we can choose \( \nu(u) = u, u \in M \). Assumption (C5) holds, since \( \tilde{M} = \{ u \in X : ||u|| = 1 \} \) is bounded and closed with respect to the weak convergence in \( X \).

For (H4) it remains to show that \( \Phi \) satisfies \( (PS)_c \) on \( M \). For this, we use Lemma 5. From
(E3) there follow assumptions c) and d) of this lemma for all \( c \neq 0 \). To verify b), let \((u_n) \subset X\) such that \( u_m \to u \) in \( X \), \( T'(u_m) \to v \) in \( X' \) as \( m \to \infty \). It holds \( T'(u_m) \to T'(u) \) as \( m \to \infty \) since \( \langle T'(u_m), w \rangle = 2(u_m, w), \langle T'(u), w \rangle = 2(u, w) \) for all \( w \in X \). Hence \( v = T'(u) \). The estimate

\[
2\|u_m - u\|^2 = 2\langle u_m - u, u_m - u \rangle = \langle T'(u_m) - T(u), u_m - u \rangle \\
\leq \|T'(u_m) - T'(u)\| \|u_m - u\|
\]

yields \( u_m \to u \) in \( X \) as \( m \to \infty \).

2) Let \( \varepsilon > 0 \) be given. Set

\[
\tau = \inf \left\{ \|\Phi'(u)\| \mid u \in \tilde{M}, \Phi(u) \in (c/2, 3c/2) \right\}.
\]

The same proof as in Lemma 9 yields \( \tau > 0 \). Now, we choose positive numbers \( \sigma, \delta \) such that

\[
\sigma < \min\{\varepsilon/2, c - \rho\}, \delta < \min\{\varepsilon/2, \tau\}, \sigma + 2\delta < \min\{c/2, c - \rho\}.
\]

Note that \( c > \rho \), by (22). We shall apply Propositions 4 and 6, so we have to verify (H5) to (H9).

(H5): Let \( \delta \) be the number chosen accordingly to (25). Under the assumptions of part 2) of our theorem (H5) is fulfilled.

(H6), (H7): For the construction of a class \( \mathcal{K}_\sigma \), let \( \sigma \) be taken accordingly to (25) and choose a set \( K_\sigma \subset \mathcal{K} \) such that \( \inf_{u \in K_\sigma} \Phi(u) > c - \sigma \). We define

\[
\mathcal{D}_\sigma = \left\{ d \in \mathcal{C}(M, M) \mid \text{There is a } \tilde{d} \in \mathcal{C}(M \times [0, 1], M) \text{ such that } \tilde{d}(\cdot, t) \text{ is a homeomorphism of } M \text{ onto itself for all } t \in [0, 1], \tilde{d}(u, 0) = u \text{ and } \Phi_*(\tilde{d}(u, t)) \geq \Phi_*(u) \text{ for all } (u, t) \in M \times [0, 1], \text{ and } d(u) = \tilde{d}(u, 1) \text{ for all } u \in M \right\}
\]

\[
\mathcal{K}_\sigma = \left\{ K \subset M \mid \text{There is a } d \in \mathcal{D}_\sigma \text{ such that } K = d(K_\sigma) \right\}.
\]

It holds \( \mathcal{K}_\sigma \neq \emptyset \) since \( K_\sigma = \text{id}(K_\sigma) \in \mathcal{K}_\sigma \), where \( \text{id} \) is the identity mapping on \( M \). It remains to show \( \mathcal{K}_\sigma \subset \mathcal{K} \). Let \( K \in \mathcal{K}_\sigma \), i.e., \( K = d_2(K_\sigma) \), \( d_2 \in \mathcal{D}_\sigma \), \( d_2(\cdot) = \tilde{d}_2(\cdot, 1) \). Since \( K_\sigma \in \mathcal{K} \), there is a \( B \subset B \) and a \( \tilde{d}_1 \in \mathcal{C}(B \times [0, 1], M_\rho) \) with \( \tilde{d}_1(u, 0) = u \) for all \( u \in B \) such that \( K_\sigma = \tilde{d}_1(B, 1) \). If we construct a mapping \( \tilde{d} \in \mathcal{C}(B \times [0, 1], M_\rho) \) accordingly to (23) we have \( K = \tilde{d}(B, 1) \). Thus, we have to show \( \tilde{d} \in \mathcal{C}(B \times [0, 1], M_\rho) \), which is proven if we can show

\[
\Phi(\tilde{d}(u, t)) > \rho
\]

for all \( u \in B, t \in [0, 1] \). Obviously (26) holds for \( t \in [0, 1/2] \) by construction of \( \tilde{d} \). To verify inequality (26) for all \( t \) it suffices to prove

\[
\Phi(\tilde{d}_2(u), t) > \rho
\]
for all \( u \in K_e, t \in [0,1] \), by (23) and \( K_e = \bar{d}_1(B,1) \). For \( u \in K_e \) it holds \( \Phi(u) > \rho + 2\delta \) (note (25)), hence \( \Phi_e(u) > \rho + \delta \) since \( |\Psi(u)| < \delta \). From the definition of \( D_e \) it follows \( \Phi_e(d_2(u,t)) \geq \Phi_e(u) > \rho + \delta \), therefore, \( \Phi(d_2(u,t)) > \rho \) for all \( t \in [0,1] \), and (27) is proven.

H8: \( D_e \) is a semigroup with respect to the composition of mappings. This immediately becomes clear if we use a construction analogous to (23). Now, by construction, \( K_e \) is invariant under \( D_e \).

H9: If we choose \( \tau \) accordingly to (24), then the verification of (H4) in part 1) of our proof shows that all assumptions of Lemma 6 are fulfilled. Hence the functional \( \Phi \) satisfies (PS), for all \( c \in (c/2 + \delta, 3c/2 - \delta) \). Proposition 4 yields \( c_e \in (c - \delta - \sigma, c + \delta) \), and, by (25), it holds \( c/2 + \delta < c - \delta - \sigma \), \( 3c/2 - \delta > c + \delta \). Therefore, \( \Phi_e \) satisfies (PS)\(_c\), and from Lemma 4 it follows that (H9) is fulfilled.

Now, Proposition 4 shows \( \text{crit}_{M,e} \Phi_e \neq \emptyset \), and \( c_e \in (c - \varepsilon, c + \varepsilon) \), because inequalities (25) yield \( c_e \in (c - \delta - \sigma, c + \delta) \subset (c - \varepsilon, c + \varepsilon) \).

Remarks: 1) It is not possible to choose \( K_e = K \) because \( K \) is not invariant under \( D_e \). If \( K \in \mathcal{K}, d \in D_e \), then in general \( d(K) \) is not a subset of \( M_\rho \). 2) In [4] there are used classes \( \mathcal{K} \) of the type considered above to obtain a series of distinct critical values by varying \( k \).

Example to Theorem 4: Let \( \Omega \subset \mathbb{R}^n \) and \( X = W_0^{1,2}(\Omega) \) as in the Example to Theorem 1. We consider the functionals \( \Phi \) and \( \Psi \) from the Example to Theorem 3 under the assumption \( 1 < q < +\infty \) if \( n \leq 2 \) and \( 1 < q < 2n/(n-1) \) if \( n > 2 \). It is our aim to prove that all assumptions of Theorem 4 for our example are fulfilled.

(E1),(E3): They follows from Lemma 11. To see that \( \Phi'(u) = 0 \) implies \( u = 0 \) we use the identity \( \langle \Phi'(u), u \rangle = q \Phi(u) \) for all \( u \in W_0^{1,2}(\Omega) \).

(E2): Let \( k \in \mathbb{N} \) be an arbitrary number. Furthermore, let \( (u_m) \) be an orthonormalized basis in \( W_0^{1,2}(\Omega) \). Set \( E_k = \text{span}\{u_1, \ldots, u_k\} \), and let \( \psi_0 : \mathbb{R}^k \rightarrow E_k \) be the canonical isomorphism. Since the set \( \psi_0(S^{k-1}) \) (where \( S^{k-1} \subset \mathbb{R}^k \)) is compact and since \( \Phi(u) > 0 \) for all \( u \in M \) it follows \( \inf_{u \in \psi_0(S^{k-1})} \Phi(u) > 0 \). Now, for every number \( \rho \) satisfying \( 0 < \rho < \inf_{u \in \psi_0(S^{k-1})} \Phi(u) \) assumption (E2) is fulfilled.

Remark: Under the assumptions of Theorem 4, \( u \in \text{crit}_{M,e} \Phi \), resp. \( u \in \text{crit}_{M,e} \Phi_e \) is a weak solution of the eigenvalue problem

\[-\mu \Delta u = |u|^q - 2 \quad \text{in } \Omega, \quad u = 0 \text{ on } \partial \Omega.\]

resp.

\[-\mu \Delta u = |u|^q - 2 + \sigma p(x,u) \quad \text{in } \Omega, \quad u = 0 \text{ on } \partial \Omega.\]

Finally, we remark that the assertions of Lemma 11 for \( \Phi \) and \( \Psi \) are valid and that Lemma 14 is also true under the setting of this example.
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