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On• a Free Boundary Problem Modelling Thermal Oxidation of Silicon: 

GuAN ZHICHENQ1) 

Da8 Modeliproblem der Thermaloxidation von Silikon ale einphasiges Nicht-Gleichgewichts-
problem betrachtend, benutzen wir das Schaudersche Fixpunktprinzip züm Nachweis der Exi-
stenz und Eindeutigkeit der klassischen Losung. . . 
PaCCMaTpHBaR npO6JIeMy moAeaHpyl01Ry10TepmaJlbHoe 0KHCJIeHHe KMHHR xa}c oJHolaao-
ByIO HepaBHoBecHyIo, MhZ HC[IO.l1bOyeM reopeMy fflayepa 0 HenoJBH}KHofl ToqIZe jui goKa-
aaTeJIbcTBa CUCTBOBHHH H eAHHCTBeHHOCTH xjlaccH qecKoro peIllelnifi. 
Considering the problem modelling thermal oxidation of silicon as one-phase non-equilibrium 
problem, we use Schauder's fixed point theorem to prove the existence and uniqueness of the 
classical solution.  

1. Introduction. A. B. CROWLEY [1] presented manyphysical situations that can be 
reduced to-non-equilibrium two-phase Stefan problems, that is, the standard equi- 
librium condition v = 0 at the free boundary x = s(t) is replaced by the kinetic law. 
8(1) = (v(s(t)), t). In [5], it hasbeen shown for thisproblem that if IP()I Cl I + C2 
for all E ER, a solution exists, but the uniqueness of the solution is an open question. 
In [3], the authors considered the non-equilibrium one-phase problem which arises 
in groundwater mass transport and non-equilibrium chemistry and showed that if 

= ' + a_ 1 "' + + a for some n € EN, under some conditions, the uni-
que solution exists. In [2], - the authors considered a problem that is somewhat similar 
to the one in [3], modelling thermal oxidation of silicon and using results on evolution 
equations in Hubert spaces. They proved the existence and uniqueness of weak solu-
tions and got estimates for growth of thickness of the oxide layer. But the-conclusion 

0 in Lemma 1 there could not be obtained, because the coefficient au 1 of the term 
(z, (zn) X )H in the equation above [2:(4.1)] may be negative. In this paper, we use 
Schauder's fixed point theorem to prove the existence and uniqueness of classical 
solutions to this problem. 

Let b(€) >0, .Q, = (0,b(t)), Q = ( (X, t): x  hg, I € (0, T)}, 'where STE (0) +oo), 
then as in [2], we consider the model problem 

(P)	(v, - Dv) (x, 1) = 0	 - in Q, 

v(x, 0) = v°(x)	 in (0, b°), 

—Dv(0, I) + h(v(0, t) - v*) = 0	 in (0, T), 

Dv(b(t), 1) + (6(1) + k) v(b(1), t) = 0	 in (0, T), 

b(0)	b°, 6(1) = mv(b(1), t)	 in (0, T), 

v € C21 (Q) n C(),	v € C(Q x (0, T)),	 b E C1[0, T], 
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where v is a non-negative function and the constants D, h, k, m,v', b° are positive ü' 
in [2]. In the following sections, without loss of generality, we can assume  = h = Ic 
= in = b° = 1. We shall prove the existence and uniqueness of the classical, 
solution to problem (P), in consequence, and obtain the same results as in [2]. 

2. Existence theorem. Let the closed convex subset E = lb E C'[Q, T]: b(0) 1, 
0 :5: 6(t) :E-, K) in the Banach space C'[0, T], where K > 0 is a constant, be to be 
determined. At first, for a given b E B, we consider the auxiliary problem 
(APi)	(Vg - v ) (x, t) = 0	 in Q,	(2.1) 

v(x,0) =v°(x)	 in (0, 1), 
-v(0 1 0 +v(01 t)- 1=0	 in(0,T), 
v(b(t), t) .-j-. (v(b(t), t) -4-- 1) v(b(t), t) = 0	 in (0, T),	(2:2) 

v  C' 1 (Q) fl CO(Q),'	V E C(Dj X (0,'TJ),	bE U' [0, T]. 

Then we have 

• Lemma 1: If v= v(x,t) te a 8m0,oth 8OltLtiOfl to problem (API),- then Jv,j C,añd 
Jt'gI, II C, in Q; jjVxIIc'.'!'() :5 C2 , where C, and C, are poetive cónetanie depend-
ing only on I'IlcM and jvj. = max4 I v!, lIv°!Icsto,ij, 5, = mm b(t), 62 = max b(t) 
andK=r max 16(t)I, respectively. 

Probf:Setting v =z, we see that z satisfies (2.1). By the maximum principle, 
we get the first estimate. In order to prove the second one, we consider the function 
W = exp (-221 - A,(ô, - x)2) v(x,t) satisfying the following problem: 

wj - w, + 4L2(ô 1 - x) w + (A, - 22, - 42,'(a, - X1)2) w = 01 

-w(O, 1) +(1 + 2226 1 ) w(0 1 1) = 0, 
w -j- (22(x - a,) + 2v ± 1 + 6(1)) to = - (2v(b(t), I) + 1) 6(1) V(b(t), t), 

w(x,0) = exp (-A,(a, - x) 2) d'v°/dz'. 

Choosing A, and 22 'such that 22261 - 2 M.. + 1 -K > 0 and A, - 212 - 4222 
x (62 - 6 1 )2 > 0, by the maximum principle, we conclude the second estimate, and the 
third one analogously by (2.1). The last one is obtained by [4: Lemma 3.1] I 

Introducing new independent variables and i by = x/b(t)' and r = f da/b2(a), 
we get the following problem, which is equivalent to' problem (API):	0 

(AP2)	(u, - UU) (, r) - a(r) u(E, r)/a(T) = 0	 in (0, 1) x (0, T*), 
-u(0, r) + a(r) (u(0, r) - 1) = 0	 in (0, T*), 

u(1, r) 4- a(r) u(1, t) (u(1, t) + 1) = 0	in (0, T*), 

a(0) =a0 =1; n(,0) =u°() := v°()	 in (0, 1), 
u  C'(Qx)nC(QxS), UE C(x), 

wherea(v) = b(t), u(e,r) = v(x,t), Q = (0, 1), S = [0, T*], = [0, T*], 

T* =fda/b2(a)
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Now assume  
(Al)	v0 E C2[0, 1], v°(x),,^ 0 for all x E [0, 1].	 S 

(A2)	v 0(1) + (v0(1) + i) v°(1) = 0, —v 0(0) + v0(0) - 1 = 0. 
Lemma 2: Under the aeumptioñs (Al) and (A2), the problem (API) .i8 uniquely 

eolvable. 

Proof: We first assume b E (J00[0, T]. Then carefully checking the conditions and 
proof of [4: Theorem 7.4], we conclude that in order to prove that the problem (AP2), 
and consequently (API), has a unique smooth solution, one only_needs to prove that 
the solution u to problem (AP2) has the estimate Jul :!9 M in Q x S. where M is a 
generic constant depending only on given data. In the present ease, we cannot employ 
[4: Theorem 7.3], because the last condition in [4: (7.36)] is not satisfied, but the esti-
mate 0 u M in Q x S holds. In fact, using the maximum principle, we easily 
get u(, r)	max (1, IIv°IIjooio i) and the negative minimum value of u(, r) in, Q x S 
could be only achieved on	1 as u°() . O and a(t) > 0. If. this happens, by 

virtue of the third equation in (AP2), there exists a r 1 > 0 such that u(l, r) = min 
u(, r)	—1< 0. Therefore, there exists a r 0 € (0, t] such that	•;.. 

U(1 ' TO ) = —1,	
5	

(2. ) 

u(l, r)> —1, 0' r. Then observingthe problem (AP2) in £ x(Ô,0) 
and again , using the maximum principle, we have u(, r) >-1 in .Q x (0, To). Noting 
(2.3) and employing the strong maximum principle, we obtain 

•	 (2.4) 
Hence, (2.3) and (2.4) contradict (2.2). This means that u(, r) cannot chiev.the 
negative value on = 1. So, u(, r) 0, and the problem (AP 2), and hence (AP 1), 
has a unique smooth solution if b € C00[0, T]. But by means of Lemma 1 we obtain the 
conclusion of Lemma 21	 S 

Lemma 3: 1/ V°E C1[0, 1] and v°() 0, 0 z 1, then the próblein (API) haa 
a unique and bounded 8OluUOn . V E V'°(Q) n CI14() with v(x, t)I M.a.e. in Q 
and, /or all q' E W' i(Q), 

• b(T)	 1	 •	'S	
5	

5	 1. 

f v(x, T) p(x, T) dx +1 v°(x) 9#,-0) dx 

	

0
	 S 

T	 7	
S 

v(b(t), 1) q,(b(t), 1)6(1) dt+ f , (v(0, 1) — 1) 99(9,, t) di 

±f(b(t), t) (v(b(t), t) + 1) v(b(t), t) di	
5., 

5 5,. 

- 

ff (v(x, 1) ,(x, 1) - v(x, I) 97 (x; i)) dx dt = 0.	.	(2.5) 

Proof: Taking approxirnations v° of saisfyg conditions (Al), (A2) and v° 
v0 in C1(0, 1), we get the solutions .correspOnding v(x, 0) = v°(x) by Lemmas 1 

and 2 with the estimates	S	 .	 • 
5	 5 S •. 

Iv,,I ^5 M, .I v,;I . ^5 C . in	.. .	•;,,,;	•	
.	 (2.6)
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Then, from (2.1), we have 
0 = ff v2.1 — ff	= ff v2. t — (vvg dt + v12 dx) 

Q	0	 Q	80 

NO	 1 

= ff v + 2' f v(x, 1) dx — 21 f (VO 	dx 
Q	0	 0 

—	1 f v(b(t), t) b(t) dt + [3v 3(b(t), t) + 271v2(b(t), ')J! 

— f [(v,, + 1) Vn2]Iz=b(j) 6(t) dt+ 2 1 (v	1)2 (0, t)I 

Using (2.6), ,1we 'obtain' IVnjIjja(Q)	C. Therefore, there exists a , subsequence'f {v} 
(still denoged by {v,,}) such that v,, -^ v in I2	Il1(Q) (0 < e < 1/4), v €	114(Q),

v y + V, V,, - va,1,, V,,g --* ' vs weakly in D(Q) Hence these yield (2 5) I 

Remark 4: From this lemma, we can follow the 'way th [2] and thus obtaiEithe 
results of [2]. 

Next we consider the operator F as follows: For any b E E, by Lemma 2, we get 
the solutionv of (API ), then we set F(b(t))	 - (t) where 8(t)	f v(b(t),t) di	1. a.	.	 1. .... 

By virtue of Lemma 1 and taking an appropriate constant K, we see that F: E E 
and F is pre-compact and continuous. In fact, by 0 u M, choosing K 
we have 0 _g; 2(t) =v(b(t), t) ^5 M, so, F: B-^.E. Moreover, for any 1, 12, we oh 
serve	 S 

12(t 1 ) — 2(6)J = I v(b(ti ), 1,) — v(b(t,), 12) I	
i t	 lj 

C1 , Ib(t j )	b(t2 )1 _f C2 (Ii 
•. 4( ^5 (C1K -+ C2 ) Itl	t2 j..	..	. 

By the 'Arzelê-Ascoli Theorem, F is pee-compact. In ordr to prove the cöñtixiiity 
of F, we consider b 1 , b, E B; their corresponding solutions to problem (AP1)'arev1 
and v2 . Suppose b1 ^S b2 in [0, 1,], and let w = v1 — v,. Then setting Q1 = {(x, I): 
o <x < b, (t), 0 < I <t1 } w satisfies the system	 . 

(u', — wa,a,)(x,t) =0 in Q1, 
w(x, 0) = 0, '—wa,(0, I) + w(0, 1)	o;'	 •.	 (3.1) 

wa,(b,(t), t) = [— (v1 -I- 1) v1 — 
In order to estimate the right-hand side of (3.1), we observe the following: 

I := [—(v1 + 1)v, — v2 ] (b1(t),t)	 . . . 

= [•—

 

(VI— v2) (v, -f. v2 4- 1)] (b1(t), t) 

+ [—(v2 + 1) v2 + v2a,j (b,(t), t) + [(v2 + 1) v2 + v2a,1 (b2(0 1 t) 

= [(v2 — v 1 ) (v1 -I- i'2 .4- 1)] (b1 (e), t) 

+ {[(2v2 + 1) V2Z] (b*t, t) = v2.-.(h(t), t)} (b1(t) — b2(t)),
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where
b*(t) = b1 (t) + 0*(b2(€) - b 1(t));'' (0	O, 0 :5-. 1)., 

b(t) = b1(t) -f- (b2(1) - bi(t))
 

From Lemma 1, we have Ill C2 jWj .+ C2 •Ib(t) -,b2(t)l. As in the proof of Lemma 1, 
we get'  

1w! ^5 C2 fb1(t) - bl (t)j Loo (og, J in 61.	'	 (3.2)


Therefore  
l(t) - 1 2(0I = I vj (bj(t), t) - v2 (b2 (t), 1)1	 .	. 

I"1(1(), t) - v2 (b 1 (t), t) I	I2(b '(,	- v2 (b2 (t) ; t) I 
;5 C2 b1(t) - b2 (t)I Lcc 0.,, l .'	 I '	 (3.3) 

Here we have used the estimate of Lemma 1 and (3.2). From the above 'proof, we 
see that (3.3) still holds as 4 = T, which shows that F is continuous. Employing 
Schauder's fixed point theorem, we conclude that F has a fixed point. Thus we proved 

Theorem 1: Under the assumption8 (Al) and (A2) the problem (P) has at least one 
solution with the e8iimate8 of Lemma 1. 

3. Uniqueness theorem. Concerning the uniqueness theorem, we have 

Theorem 2: Under the assumptions (Al) and (A2), the problem (P) has at most one 
8olttt Ion with the e8timate8 of Lemma 1. 

Proof: Suppose that there are two solutions (v 1 , b1 ) and (v2 , b2 ) to problem (P). 
Let w = v, - v2 . We assume that b1 ;5 b2 in (0, t) (4 T). Then as in Section 2, 
we get (3.2). But, by Lemma 1 and (3.2), we have 

b1(t) - b2(t)J	f I vj(bi(y), y) - v2 ( b2 (y), y) I dy 

fI v i(b i(y),y) - v2(bj(y),y)Idy 

+fv2 (bi(y),y) - v2(b2(y),y)dy 

f	(b(y), )I dy .+ C1t Jb(t) - 

^ (Cl + C2 ) t Jb1(t) - b2(t)ILfo.1J. 
Hence we obtain b1(t) = b2(t) if t max (l/(C1 + C2), t1 ). it is easy to see that the 
above procedure can be continued to T I 
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