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#### Abstract

Let $G$ be a Lie group of polynomial volume growth, with Lie algebra $\mathfrak{g}$. Consider a second-order, right-invariant, subelliptic differential operator $H$ on $G$, and the associated semigroup $S_{t}=e^{-t H}$. We identify an ideal $\mathfrak{n}^{\prime}$ of $\mathfrak{g}$ such that $H$ satisfies global regularity estimates for spatial derivatives of all orders, when the derivatives are taken in the direction of $\mathfrak{n}^{\prime}$. The regularity is expressed as $L_{2}$ estimates for derivatives of the semigroup, and as Gaussian bounds for derivatives of the heat kernel. We obtain the boundedness in $L_{p}, 1<p<\infty$, of some associated Riesz transform operators. Finally, we show that $\mathfrak{n}^{\prime}$ is the largest ideal of $\mathfrak{g}$ for which the regularity results hold.

Various algebraic characterizations of $\mathfrak{n}^{\prime}$ are given. In particular, $\mathfrak{n}^{\prime}=\mathfrak{s} \oplus \mathfrak{n}$ where $\mathfrak{n}$ is the nilradical of $\mathfrak{g}$ and $\mathfrak{s}$ is the largest semisimple ideal of $\mathfrak{g}$.

Additional features of this article include an exposition of the structure theory for $G$ in Section 2, and a concept of twisted multiplications on Lie groups which includes semidirect products in the Appendix.


## 1. Introduction

The heat kernel and its regularity properties play an important role in harmonic analysis on a Lie group $G$, and have been intensively studied (for comprehensive introductions see [30, 35]). Let us mention some relevant results in the case that $G$ is a Lie group of polynomial volume growth, and $H$ is a sublaplacian on $G$.

[^0]A basic result due to Varopoulos is that the heat kernel corresponding to $H$ satisfies global Gaussian estimates for all times $t>0$ (see [34, 35, 30]). Saloff-Coste [31] proved that first derivatives of the kernel, in the subelliptic directions, satisfy similar estimates with an additional factor of $t^{-1 / 2}$. One might expect that $m$-th order derivatives of the kernel in the subelliptic directions can be bounded with an additional factor of $t^{-m / 2}$; this is true when $G$ is nilpotent (see $[33,22]$ ), but not always, by a counterexample of [1], when $G$ is solvable. Finally, it was proved in [23] that the $m$-th order estimates for some $m \geq 2$ are all valid if and only if $G$ is a "nilcompact" Lie group, that is, $G$ equals the local direct product of a compact Lie group and a nilpotent Lie group. (We allow the compact group to be trivial, so that every nilpotent Lie group is nilcompact.) It is worth noting that the failure of the $m$-th order estimates for $m \geq 2$ can only occur for large times $t$, since one has Gaussian estimates for all $m$ when $0<t \leq 1$ (see for example [20]).

In this paper we reconsider the question of higher order regularity for the heat kernel on a Lie group of polynomial growth, and obtain positive results for higher derivatives in certain directions. Specifically, we identify a large ideal $\mathfrak{n}^{\prime}$ of the Lie algebra of $G$ such that heat kernel derivatives of any order, in the direction of $\mathfrak{n}^{\prime}$, satisfy the expected estimates for $t \geq 1$. In case $G$ is nilpotent, or more generally, nilcompact, then $\mathfrak{n}^{\prime}$ is the whole Lie algebra and our estimates essentially reduce to known results described above.

Our results provide a new connection between analysis on $G$ and the algebraic structure of $G$. In addition, they are technically useful in applications involving the behaviour of $H$ "at infinity". For example, closely related estimates (for derivatives of order at most 2) were used in the proof of Alexopoulos that the first order Riesz tranforms are bounded in $L_{p}(1<p<\infty)$ on a group of polynomial growth: see [1, Theorem 7.7]. The estimates are also an ingredient in the large-time asymptotic expansion of the heat kernel of a complex second-order operator given in [15]. In the current paper we apply the estimates to obtain the boundedness of certain Riesz transforms "at infinity" in the direction of $\mathfrak{n}^{\prime}$.

Our basic estimates (see Theorems 1.1 and 1.2 below) are semigroup bounds in $L_{2}$ and, roughly speaking, rely on two main assumptions for the operator $H$ : (i) group-invariance, and (ii) a suitable Gårding inequality in $L_{2}$. To emphasize this generality, we give results for a general class of second-order complex-coefficient operators $H$ satisfying (i),(ii) (and not just for a sublaplacian).

To state our results we fix some notation (adapted from [30, 22, 23]). Let $G$ be a connected, simply connected Lie group of polynomial growth with Lie algebra $\mathfrak{g}$. The polynomial growth assumption is equivalent to
the statement that $\mathfrak{g}$ is type $R$, that is, the adjoint representation of $\mathfrak{g}$ has only purely imaginary eigenvalues ([26]). The group is unimodular and we consider the spaces $L_{p}=L_{p}(G ; d g)$ of complex-valued measurable functions where $d g$ is Haar measure for $G$; the norm of a bounded operator $T: L_{p} \rightarrow L_{q}$ is denoted $\|T\|_{p \rightarrow q}$. The left regular representation $L_{G}$ acts in $L_{p}$ and we denote by $L_{p ; \infty}=L_{p ; \infty}(G) \subseteq L_{p}$ the subspace of infinitely differentiable elements with respect to this representation (see [30], Section I.1). It follows from Sobolev embedding theorems (e.g., Appendix B of [30]) that functions in $L_{p ; \infty}$ are smooth in the classical sense.

Usually we consider $p=2$ and for $x \in \mathfrak{g}$ we have the skew-adjoint operator $d L_{G}(x)$ acting in $L_{2}$. It is often convenient to regard $d L_{G}(x)$ as a right-invariant vector field, since its restriction to $L_{2 ; \infty}$ acts as such. Let $\mathcal{R}(G)$ denote the algebra of all complex, right-invariant differential operators on $G$, acting in $L_{2 ; \infty}$. Then $\mathcal{R}(G)$ is linearly spanned by the identity operator $I$ together with all products $d L_{G}\left(x_{1}\right) \cdots d L_{G}\left(x_{m}\right)$ acting in $L_{2 ; \infty}$, where $m \geq 1, x_{1}, \ldots, x_{m} \in \mathfrak{g}$. In general $c, c^{\prime}, b, b^{\prime}$, etc., denote positive constants whose value we allow to change from line to line.

Fix a list $a_{1}, \ldots, a_{d^{\prime}} \in \mathfrak{g}$ of elements which generate the Lie algebra $\mathfrak{g}$. We consider a right-invariant operator

$$
\begin{equation*}
H=-\sum_{k, l=1}^{d^{\prime}} A_{k} c_{k l} A_{l}=-\sum_{k, l=1}^{d^{\prime}} c_{k l} A_{k} A_{l} \tag{1.1}
\end{equation*}
$$

where $A_{k}=d L_{G}\left(a_{k}\right)$ and $\left(c_{k l}\right)$ is a $d^{\prime} \times d^{\prime}$ matrix of constant complex numbers satisfying the ellipticity condition

$$
\operatorname{Re} \sum_{k, l=1}^{d^{\prime}} c_{k l} \xi_{k} \bar{\xi}_{l} \geq \mu_{H} \sum_{k=1}^{d^{\prime}}\left|\xi_{k}\right|^{2}
$$

for some $\mu_{H}>0$ and all $\xi \in \mathbb{C}^{d^{\prime}}$. Consider the Sobolev space

$$
L_{2 ; 1}=\left\{\varphi \in L_{2}: A_{k} \varphi \in L_{2}, k=1, \ldots, d^{\prime}\right\}
$$

of $L_{2}$ functions once-differentiable with respect to the $A_{k}$. Then $H$ is precisely defined as the maximal accretive operator in $L_{2}$ associated with the quadratic form $q_{H}$, where

$$
q_{H}(\varphi)=\sum_{k, l=1}^{d^{\prime}}\left(c_{k l} A_{l} \varphi, A_{k} \varphi\right)
$$

for $\varphi \in L_{2 ; 1}$; thus $q_{H}(\varphi)=(H \varphi, \varphi)$ for $\varphi$ in the domain of $H$.

The ellipticity condition gives the Gårding inequality

$$
\begin{equation*}
\operatorname{Re} q_{H}(\varphi) \geq \mu_{H} \sum_{k=1}^{d^{\prime}}\left\|A_{k} \varphi\right\|_{2}^{2} \tag{1.2}
\end{equation*}
$$

for $\varphi \in L_{2 ; 1}$, which ensures that the quadratic form is sectorial with vertex at the origin. By a well-known result (see [28]) $H$ generates a contractive, holomorphic semigroup $S_{z}=e^{-z H}$ in $L_{2}$, for all $z$ in a sector $\Lambda(\Omega)=\{z \in$ $\mathbb{C}-\{0\}:|\arg z|<\Omega\}$ where $\Omega \in\langle 0, \pi / 2]$.

Let $g \mapsto|g|_{a}$ denote the modulus on $G$ associated with the vector fields $A_{1}, \ldots, A_{d^{\prime}}$ (cf. $\left.[35,30]\right)$. Let $V_{a}(t)$ be the Haar measure of the ball $\{g \in$ $\left.G:|g|_{a}<t\right\}$, for $t>0$. There are integers $D_{a} \geq 1$ and $D \geq 0$ such that

$$
c^{-1} t^{D_{a}} \leq V_{a}(t) \leq c t^{D_{a}}
$$

for $0<t \leq 1$ and

$$
c^{-1} t^{D} \leq V_{a}(t) \leq c t^{D}
$$

for $t \geq 1$; while the local dimension $D_{a}$ is determined by the choice of $a_{1}, \ldots, a_{d^{\prime}}$, the dimension at infinity $D$ is an invariant of $G$.

Local regularity results for group-invariant operators satisfying a Gårding inequality akin to (1.2) are given in [20]. In particular, the semigroup acts by convolution with a smooth kernel $K_{t}, S_{t} \varphi=K_{t} * \varphi$ for $\varphi \in L_{2}$, and the following "local" Gaussian bounds are accurate for small times $t$. Given $k \in \mathbb{N}_{0}=\{0,1,2, \ldots\}$ and $i_{1}, \ldots, i_{k} \in\left\{1, \ldots, d^{\prime}\right\}$, there exist $b, c>0$ and $\omega>0$ such that

$$
\begin{equation*}
\left|\left(A_{i_{1}} \ldots A_{i_{k}} K_{t}\right)(g)\right| \leq c t^{-k / 2} t^{-D_{a} / 2} e^{\omega t} e^{-b|g|_{a}^{2} / t} \tag{1.3}
\end{equation*}
$$

for all $t>0$ and $g \in G$. Therefore, in our main results we need only consider times $t \geq 1$.

We introduce various subspaces of $\mathfrak{g}$. Let $\mathfrak{q}$ denote the radical, and $\mathfrak{n} \subseteq \mathfrak{q}$ the nilradical, of $\mathfrak{g}$ : they are respectively the largest solvable and nilpotent ideals of $\mathfrak{g}$. Let us say that a type $R$ Lie algebra $\mathfrak{h}$ is nilcompact if $\mathfrak{h}=$ $\mathfrak{h}_{s} \oplus \mathfrak{h}_{n}$ with $\mathfrak{h}_{s}, \mathfrak{h}_{n}$ respectively semisimple and nilpotent ideals of $\mathfrak{h}$ (hence $\left.\left[\mathfrak{h}_{s}, \mathfrak{h}_{n}\right]=\{0\}\right)$. The nilcompact algebras are precisely the Lie algebras of the nilcompact groups. Now $\mathfrak{n}^{\prime}$ may be defined as the largest nilcompact ideal of $\mathfrak{g}$; it is also given by $\mathfrak{n}^{\prime}=\mathfrak{s} \oplus \mathfrak{n}$, where $\mathfrak{s}$ is the largest semisimple ideal of $\mathfrak{g}$ (the proof is given in the Appendix). Note that $\mathfrak{s} \cap \mathfrak{q}=\{0\}$. Finally, the nilshadow $\mathfrak{q}_{N}$ is a nilpotent Lie algebra such that $\mathfrak{q}_{N}=\mathfrak{q}$ as vector spaces (the definition is given in $[1,2]$ and in Section 2 below). Let $\mathfrak{q}_{N ; j}, j \in \mathbb{N}$, denote the lower central series of $\mathfrak{q}_{N}$, that is, $\mathfrak{q}_{N ; 1}=\mathfrak{q}_{N}$ and
$\mathfrak{q}_{N ; j+1}=\left[\mathfrak{q}_{N}, \mathfrak{q}_{N ; j}\right]_{N}$ where $[\cdot, \cdot]_{N}$ is the bracket of $\mathfrak{q}_{N}$. The subspaces $\mathfrak{q}, \mathfrak{n}$, $\mathfrak{s}, \mathfrak{n}^{\prime}, \mathfrak{q}_{N ; j}$ are invariants of $\mathfrak{g}$, and characteristic ideals of $\mathfrak{g}$ (that is, they are fixed by any automorphism of $\mathfrak{g}$ ). For the $\mathfrak{q}_{N ; j}$ this remark is not obvious and is proved in the Appendix.

Our first theorem gives regularity for derivatives in the direction of $\mathfrak{n}$, plus one derivative in the subelliptic directions. The degree of regularity depends on the position in the filtration $\mathfrak{q}_{N ; 1} \supseteq \mathfrak{q}_{N ; 2} \supseteq \mathfrak{q}_{N ; 3} \supseteq \ldots$ of $\mathfrak{q}_{N}$.

Theorem 1.1 Let $m \in \mathbb{N}_{0}$ and $y_{1}, \ldots, y_{m} \in \mathfrak{n}$ and set $Y_{i}=d L_{G}\left(y_{i}\right)$. Choose $j_{1}, \ldots, j_{m} \in \mathbb{N}=\{1,2,3, \ldots\}$ such that $y_{i} \in \mathfrak{q}_{N ; j_{i}}$ for all $i \in\{1, \ldots, m\}$, and put $w=j_{1}+\cdots+j_{m}$. Then there exists $c>0$ such that

$$
\left\|Y_{1} \cdots Y_{m} S_{t}\right\|_{2 \rightarrow 2}+t^{1 / 2}\left\|Y_{1} \cdots Y_{m} A_{k} S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-w / 2} \leq c t^{-m / 2}
$$

for all $t \geq 1$ and $k \in\left\{1, \ldots, d^{\prime}\right\}$.
Note that for any $y_{1}, \ldots, y_{m} \in \mathfrak{n}$ we can always choose $j_{1}=\cdots=j_{m}=1$ and $w=m$ in the above theorem, because $\mathfrak{n} \subseteq \mathfrak{q}=\mathfrak{q}_{N ; 1}$ as subspaces. When $w>m$ the theorem gives a more precise bound.

Observe that if $G$ is solvable, that is, $\mathfrak{g}=\mathfrak{q}$, then $\mathfrak{s}=\{0\}$ because $\mathfrak{s}$ is semisimple. Thus $\mathfrak{n}=\mathfrak{n}^{\prime}$ in this case. It is quite possible to have $\mathfrak{s}=\{0\}$ even when $G$ is not solvable. Nevertheless, the following estimate giving an exponential decrease for $\mathfrak{s}$-derivatives is of interest.

Theorem 1.2 Let $y \in \mathfrak{s}$, set $Y=d L_{G}(y)$, and let $P, Q \in \mathcal{R}(G)$. Then there exist positive constants $c, \sigma, b$ such that

$$
\left\|P Y Q S_{t}\right\|_{2 \rightarrow 2} \leq c e^{-\sigma t}
$$

and

$$
\left|\left(P Y Q K_{t}\right)(g)\right| \leq c e^{-\sigma t} e^{-b|g|_{a}^{2} / t}
$$

for all $t \geq 1$ and $g \in G$.
We remark that the crucial feature of $\mathfrak{s}$, used to prove Theorem 1.2 , is that the corresponding Lie subgroup $G_{\mathfrak{s}}$ is compact and normal in $G$.

Combining the above theorems we obtain
Corollary 1.3 Let $m \in \mathbb{N}_{0}, y_{1}, \ldots, y_{m} \in \mathfrak{n}^{\prime}$ and set $Y_{i}=d L_{G}\left(y_{i}\right)$. Choose $j_{1}, \ldots, j_{m} \in \mathbb{N}$ such that $y_{i} \in \mathfrak{s} \oplus \mathfrak{q}_{N ; j_{i}}$ for all $i \in\{1, \ldots, m\}$, and put $w=j_{1}+\cdots+j_{m}$. Then there is $c>0$ such that

$$
\left\|Y_{1} \cdots Y_{m} S_{t}\right\|_{2 \rightarrow 2}+t^{1 / 2}\left\|Y_{1} \cdots Y_{m} A_{k} S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-w / 2} \leq c t^{-m / 2}
$$

for all $t \geq 1$ and $k \in\left\{1, \ldots, d^{\prime}\right\}$.

Indeed, if $y_{1}, \ldots, y_{m}$ are as in the statement of the corollary then we can write $y_{i}=w_{i}+z_{i}$ where $w_{i} \in \mathfrak{n} \cap \mathfrak{q}_{N ; j_{i}}$ and $z_{i} \in \mathfrak{s}$. Then $Y_{1} \cdots Y_{m}$ equals $W_{1} \cdots W_{m}$ modulo terms of the form $P Z_{i} Q$ where $W_{i}=d L_{G}\left(w_{i}\right)$, $Z_{i}=d L_{G}\left(z_{i}\right)$ and $P, Q \in \mathcal{R}(G)$. Thus Corollary 1.3 follows by adding the estimates of Theorems 1.1 and 1.2.

Next we consider kernel bounds. Let us say that $K_{t}$ satisfies global Gaussian bounds if for some $b, c>0$ one has

$$
\begin{equation*}
\left|K_{t}(g)\right| \leq c V_{a}(t)^{-1 / 2} e^{-\left.b| |\right|_{a} ^{2} / t} \tag{1.4}
\end{equation*}
$$

for all $t>0$ and $g \in G$.
Theorem 1.4 Suppose that the kernel $K_{t}$ of $S_{t}$ satisfies global Gaussian bounds (1.4), and let $m, y_{1}, \ldots, y_{m} \in \mathfrak{n}^{\prime}$, $w$ be as in the statement of Corollary 1.3. Then there exist $c, b>0$ such that

$$
\left|\left(Y_{1} \cdots Y_{m} K_{t}\right)(g)\right|+t^{1 / 2}\left|\left(Y_{1} \cdots Y_{m} A_{k} K_{t}\right)(g)\right| \leq c t^{-w / 2} t^{-D / 2} e^{-b|g|_{a}^{2} / t}
$$

for all $t \geq 1, k \in\left\{1, \ldots, d^{\prime}\right\}$ and $g \in G$.
As an interesting application of the above results, we consider certain Riesz transforms "at infinity." These operators possess kernels which are locally integrable (and even bounded) but are not in general integrable at infinity. Our definition follows Alexopoulos (see [1], Section 8, and [2], Section 1). If $n \in \mathbb{N}$ we note the formal identity $H^{-n / 2}=\Gamma(n / 2)^{-1} \int_{0}^{\infty} d t t^{(n / 2)-1} S_{t}$, and define an operator

$$
H^{-n / 2, \infty}=\frac{1}{\Gamma(n / 2)} \int_{1}^{\infty} d t t^{(n / 2)-1} S_{t}
$$

Theorem 1.5 Assume the hypotheses and notation of Theorem 1.4, with $m \geq 1$. Then the transforms $Y_{1} \cdots Y_{m} H^{-w / 2, \infty}$ and $H^{-w / 2, \infty} Y_{1} \cdots Y_{m}$ are bounded in $L_{p}$ for $1<p<\infty$, and from $L_{1}$ to weak- $L_{1}$.

In case $G$ is nilpotent, Theorem 1.5 can be derived from the fact that the Riesz transforms $A_{i_{1}} \cdots A_{i_{k}} H^{-k / 2}$ and $H^{-k / 2} A_{i_{1}} \cdots A_{i_{k}}$ are bounded for all $k \in \mathbb{N}$ (for the latter fact see [29, 22]). On a general group of polynomial growth, these transforms are bounded when $k=1$ but not necessarily for $k \geq 2$ (for precise results see [1, 23]).

Our final result shows that the estimates of Corollary 1.3 and Theorem 1.4 fail outside $\mathfrak{n}^{\prime}$. For $x \in \mathfrak{g}$, let $\mathfrak{g}_{x}$ denote the smallest ideal of $\mathfrak{g}$ which contains $x$. We denote the difference of two sets $A-B=\{x \in A: x \notin B\}$.

Theorem 1.6 Suppose that the kernel $K_{t}$ of $S_{t}$ satisfies Gaussian bounds (1.4), and suppose $x \in \mathfrak{g}-\mathfrak{n}^{\prime}$. Then there exists $y \in \mathfrak{g}_{x} \cap \mathfrak{n}$ with the following property. For each $j \in \mathbb{N}$ there is $c(j)>0$ such that

$$
\left\|X^{j} Y S_{t}\right\|_{2 \rightarrow 2} \geq c(j) t^{-1 / 2}
$$

for all $t \geq 1$, where $X=d L_{G}(x), Y=d L_{G}(y)$.
Theorem 1.6 implies the following maximality result for $\mathfrak{n}^{\prime}$. If $\mathfrak{h}$ is an ideal of $\mathfrak{g}$ such that for all $y_{1}, y_{2} \in \mathfrak{h}$ there is $c=c\left(y_{1}, y_{2}\right)>0$ such that

$$
\begin{equation*}
\left\|Y_{1} Y_{2} S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-1} \tag{1.5}
\end{equation*}
$$

for all $t \geq 1$ (where $Y_{i}=d L_{G}\left(y_{i}\right)$ ), then $\mathfrak{h} \subseteq \mathfrak{n}^{\prime}$. In particular, one obtains a variation of a result of [23]: if (1.5) holds for all $y_{1}, y_{2} \in \mathfrak{g}$, then $\mathfrak{g}=\mathfrak{n}^{\prime}$, in other words, the group $G$ is nilcompact. These remarks are also true if one replaces (1.5) by the weaker condition

$$
\liminf _{t \rightarrow \infty} t^{1 / 2}\left\|Y_{1} Y_{2} S_{t}\right\|_{2 \rightarrow 2}=0
$$

Let us make some further remarks about Theorems 1.1-1.6.
(a) The bounds (1.4) hold in the case of a sublaplacian $H=-\sum_{k=1}^{d^{\prime}} A_{k}^{2}$. They actually hold for all second-order, complex coefficient $H$ of the type considered, as proved in $[21,15]$ using techniques of homogenization theory. To demonstrate the independence of Theorems 1.1, 1.2 and Corollary 1.3 from this result, we chose to state (1.4) as a separate assumption.
Note that, unlike the papers [1, 2, 15] dealing with analysis on Lie groups of polynomial growth, the current paper does not rely on ideas from homogenization theory. Our approach is instead based on commutator arguments and a careful exploitation of the algebraic structure.
(b) We assume that $G$ is simply connected to avoid some algebraic complications. Nevertheless, the above theorems extend to non-simply connected groups: see Section 9 .
(c) Theorem 1.1 extends to a class of second-order, subelliptic systems: see Section 9.
The higher-order regularity in the directions of $\mathfrak{n}^{\prime}$ should extend to a large class of hypoelliptic, group-invariant operators over $G$, but we do not attempt such generalizations here.
(d) The following remark will be amplified at the end of Subsection 4.1. Suppose that $G$ is a stratified nilpotent group and that $H$ is homogeneous of order 2 on $G$ (cf. [25]). Then $\mathfrak{g}=\mathfrak{n}$ and the proof of Theorem 1.1 yields $L_{2}$ regularity estimates for derivatives of arbitary order, in arbitary directions. Together with standard Sobolev embedding, scaling and perturbation techniques, we can deduce that $K_{t}$ and all its derivatives satisfy global Gaussian bounds.

While this result is not new, the above proof differs from related proofs in $[3,16,18]$ because it is independent of the results of HelfferNourrigat [27].
(e) The estimates of Theorem 1.1, Corollary 1.3 and Theorem 1.4 remain valid if the subelliptic derivative $A_{k}$ is replaced by $X=d L_{G}(x)$ for an arbitary $x \in \mathfrak{g}$. In the solvable case $\mathfrak{g}=\mathfrak{q}$, this can be deduced as follows: since $a_{1}, \ldots, a_{d^{\prime}}$ generate $\mathfrak{g}$ we have that $\mathfrak{g}$ is linearly spanned by $a_{1}, \ldots, a_{d^{\prime}}$ together with the subspace $[\mathfrak{g}, \mathfrak{g}]$. But $[\mathfrak{g}, \mathfrak{g}] \subseteq \mathfrak{n}$ by solvability, so we can write $x=\sum_{i=1}^{d^{\prime}} c_{i} a_{i}+n$ for some $c_{i} \in \mathbb{R}$ and $n \in \mathfrak{n}$. The results follow.

In the general case, a more sophisticated argument is required: see [15], or for alternative arguments in the case $m=0$ and $H$ is a sublaplacian, the references [1, 2]. Actually, it is shown more generally in [15] that the estimates remain valid with $A_{k}$ replaced by any monomial $X_{1} \cdots X_{s}$, where $s \in \mathbb{N}, X_{i}=d L_{G}\left(x_{i}\right), x_{i} \in \mathfrak{g}$.

The paper is organized as follows. In Section 1.1 we outline the proof of Theorem 1.1. Section 2 is an exposition of the algebraic structure of $G$, including the construction of the nilshadow and the "shadow". We also introduce the concept of groups with stratified nilshadow (to be used in the proof of Theorem 1.1). In Section 3 we obtain preliminary $L_{2}$-estimates for rescaled versions $H_{\varepsilon}$ of $H$, under the assumption that $G$ has stratified nilshadow. In Section 4, using commutator arguments and an inductive process, we complete the proof of Theorem 1.1 in the case that $G$ has stratified nilshadow. Then by transference arguments we obtain the theorem for general $G$. Sections 5, 6, 7 and 8 are devoted to the respective proofs of Theorems 1.2, 1.4, 1.5 and 1.6. In Section 9 we conclude with some remarks and extensions of the results. Finally, Section 10 is an Appendix containing Lie-algebraic results: invariance properties of $\mathfrak{q}_{N ; j}$, the ideals $\mathfrak{s}$ and $\mathfrak{n}^{\prime}$, the construction of twisted multiplications on Lie groups, and the construction of Lie algebras with stratified nilshadow. These results are needed in the main text and are, we hope, of some independent interest.

An original feature of this paper is the introduction of the class of Lie groups (of polynomial growth) with a stratified nilshadow. We show (see the Appendix) that every Lie group of polynomial growth is isomorphic to a quotient of such a group. The groups with stratified nilshadow have a simpler form of scaling at infinity than a general polynomial growth Lie group, and so may be useful in future applications (indeed, they are used in [15]).

### 1.1. Outline of Theorem 1.1

Theorem 1.1 is basic for the results of this article. Since the proof of this theorem is rather long, for the convenience of the reader we outline here the main ideas.
(i) By use of transference arguments (Section 4.2), we reduce the proof of Theorem 1.1 to the special case that $G$ has a stratified nilshadow. In this case the nilshadow $\mathfrak{q}_{N}$ is a stratified Lie algebra in the sense of [25], and the scaling on $G$ takes a simpler form. The large $t$ estimates of the theorem are equivalent to regularity estimates for rescaled versions $H_{\varepsilon}, \varepsilon \in\langle 0,1]$, of $H$.
(ii) Following Alexopoulos [1], we introduce a nilcompact group $G_{N}$, the shadow of $G$, such that $G=G_{N}$ as manifolds (essentially, $G_{N}=M \times Q_{N}$ where $M$ is a Levi subgroup of $G$ and $Q_{N}$ is the nilpotent group with Lie algebra $\mathfrak{q}_{N}$ ).

One can write $G$-invariant vector fields as linear combinations of $G_{N^{-}}$ invariant fields and conversely, where the coefficients are functions that are constant in the direction of $\mathfrak{n}$ (or $\mathfrak{n}^{\prime}$ ).
(iii) Initial estimates: in Section 3 we give initial regularity estimates for $H_{\varepsilon}$, in terms of a fractional $G_{N}$-invariant derivative.
(iv) Iteration argument: the core of the proof occurs in Section 4.1, where we iterate the initial estimates to obtain higher regularity in the direction of $\mathfrak{n}$.

This argument is no doubt related to standard elliptic regularity proofs. A crucial step is to calculate the commutator $\left[A_{k}, P\right]$ (or a rescaled version $\left[A_{k, \varepsilon}, P\right]$ ), where $P$ is a $G_{N}$-invariant derivative in the direction of $\mathfrak{n}$. Now $A_{k}$ is a combination of $G_{N}$-invariant fields with coefficients constant in the direction of $\mathfrak{n}$ (see (ii) above), so $P$ does not act on these coefficients. In this way, the calculation reduces to a calculation of commutators in the nilpotent Lie algebra $\mathfrak{q}_{N}$.

This reduction to a nilpotent algebra allows us to estimate $\left[A_{k}, P\right]$ in terms of derivatives $P^{\prime}$ of "lower order" than $P$, with respect to a certain dictionary order. This is the key to the basic regularity estimate of Proposition 4.1 for $H_{\varepsilon}$.

## 2. Algebraic Preliminaries

This section contains results on the algebraic structure of $G$ which are needed in the sequel. While a number of the results have appeared in [1], we take a slightly different approach using elementary representation theory which avoids the use of exponential coordinates and leads to several novelties. For example, applying Lemma 10.6 of the Appendix we obtain a global formula (2.5) relating the group products of $G$ and its shadow, and simple formulae (see Lemma 2.12) relating vector fields on the two groups. The space $\mathcal{E}_{1}$ of coefficients is defined as the space of matrix elements for a certain finite-dimensional representation.

Let us fix basic notation and results. If $V$ is a real or complex vector space we denote by $\mathcal{L}(V)$ the set of linear transformations of $V$, and write $[A, B]=A B-B A$ for $A, B \in \mathcal{L}(V)$. If $\rho: \mathfrak{h} \rightarrow \mathcal{L}(V)$ is a representation of a Lie algebra $\mathfrak{h}$ in $V$, a subspace $W \subseteq V$ is said to be $\rho$-invariant if $\rho(x)(W) \subseteq$ $W$ for all $x \in \mathfrak{h}$. The representation $\rho$ is said to be completely reducible if for each $\rho$-invariant subspace $W$ of $V$ there is a $\rho$-invariant subspace $W^{\prime}$ with $V=W \oplus W^{\prime}$. One has the following criterion (Theorem 3.16.5 of [32]): $\rho$ is completely reducible if and only if $\rho(x)$ is a semisimple transformation for every $x$ in the radical $\mathfrak{q}(\mathfrak{h})$ of $\mathfrak{h}$. In particular, $\rho$ is completely reducible if $\mathfrak{h}$ is a semisimple Lie algebra.

Let $G$ be a connected, simply connected Lie group with polynomial growth. Let $(\mathfrak{g},[\cdot, \cdot])$ be the Lie algebra of $G$ and ad the adjoint representation, $(\operatorname{ad} x) y=[x, y]$ for $x, y \in \mathfrak{g}$. The polynomial growth property is equivalent to $\mathfrak{g}$ being type $R[26]$ : we will also use this equivalence for various groups associated with $G$. When convenient we use the standard identification of $\mathfrak{g}$ with the tangent space $T_{e} G$ at the identity.

For $x \in \mathfrak{g}$, let $\operatorname{ad} x=S(x)+K(x)$ denote the Jordan decomposition of $\operatorname{ad} x \in \mathcal{L}(\mathfrak{g})$ into its semisimple part $S(x)$ and nilpotent part $K(x)$. Then $[S(x), K(x)]=0$, there exist real polynomials $s, k$ with zero constant part such that $S(x)=s(\operatorname{ad} x)$ and $K(x)=k(\operatorname{ad} x)$, and $S(x)$ and $K(x)$ are derivations of $\mathfrak{g}$. If $\mathfrak{h}$ is a subspace of $\mathfrak{g}$ with $(\operatorname{ad} x)(\mathfrak{h}) \subseteq \mathfrak{h}$, then $S(x)(\mathfrak{h}) \subseteq \mathfrak{h}$, $K(x)(\mathfrak{h}) \subseteq \mathfrak{h}$, and we denote the restrictions to $\mathfrak{h}$ by $\operatorname{ad}_{\mathfrak{h}} x, S_{\mathfrak{h}}(x), K_{\mathfrak{h}}(x)$. Note that if $\mathfrak{h}$ is an ideal of $\mathfrak{g}$ then the restrictions are defined for all $x \in \mathfrak{g}$.

The radical $\mathfrak{q}$ and nilradical $\mathfrak{n}$ of $\mathfrak{g}$ satisfy (cf. [32], Chapter 3)

$$
\begin{equation*}
\mathfrak{n} \subseteq \mathfrak{q} \quad, \quad[\mathfrak{g}, \mathfrak{q}] \subseteq \mathfrak{n} . \tag{2.1}
\end{equation*}
$$

If $x \in \mathfrak{q}$ then ad $x$ is nilpotent if and only if $x \in \mathfrak{n}$; thus $\mathfrak{n}=\{x \in \mathfrak{q}: \operatorname{ad} x=$ $K(x)\}=\{x \in \mathfrak{q}: S(x)=0\}$. Recall that a Levi subalgebra of $\mathfrak{g}$ is a semisimple subalgebra $\mathfrak{m}$ such that $\mathfrak{g}=\mathfrak{m} \oplus \mathfrak{q}$.

Finally, from Lemma 10.4 of the Appendix we have the ideals $\mathfrak{s}$ and $\mathfrak{n}^{\prime}=\mathfrak{s} \oplus \mathfrak{n}$ with the properties described there.

### 2.1. The nilshadow and shadow

The construction of the nilshadow is based on the following lemma. We will apply some standard properties of Cartan subalgebras of Lie algebras (see [5, 36]).

Lemma 2.1 There exists a subspace $\mathfrak{v}$ of $\mathfrak{q}$ with the properties
(I) $\mathfrak{q}=\mathfrak{v} \oplus \mathfrak{n}$,
(II) The subalgebra $\mathfrak{w}$ of $\mathfrak{q}$ generated by $\mathfrak{v}$ is nilpotent.

If $\mathfrak{m}$ is a Levi subalgebra of $\mathfrak{g}$ one can choose $\mathfrak{v}$ with the additional property (III) $[\mathfrak{m}, \mathfrak{v}]=\{0\}$.

Proof. Let $\mathfrak{m}$ be a Levi subalgebra and define a subalgebra $\mathfrak{q}_{0}$ of $\mathfrak{q}$ by

$$
\mathfrak{q}_{0}=\{x \in \mathfrak{q}:[\mathfrak{m}, x]=\{0\}\}
$$

Let $\mathfrak{h}$ be a Cartan subalgebra of $\mathfrak{q}_{0}$, that is, $\mathfrak{h} \subseteq \mathfrak{q}_{0}$ is nilpotent and equals its own normalizer $N(\mathfrak{h})=\left\{x \in \mathfrak{q}_{0}:[x, \mathfrak{h}] \subseteq \mathfrak{h}\right\}$ in $\mathfrak{q}_{0}$. We claim that

$$
\begin{equation*}
\mathfrak{q}=\mathfrak{h}+\mathfrak{n} \tag{2.2}
\end{equation*}
$$

where + denotes a vector space sum which is not necessarily direct. Then the lemma follows by choosing $\mathfrak{v} \subseteq \mathfrak{h}$ such that $\mathfrak{q}=\mathfrak{v} \oplus \mathfrak{n}$; note that $[\mathfrak{m}, \mathfrak{v}]=\{0\}$ because $\mathfrak{v} \subseteq \mathfrak{q}_{0}$.

It remains to justify (2.2). Since $\mathfrak{m}$ is semisimple, the representation $\rho: \mathfrak{m} \rightarrow \mathcal{L}(\mathfrak{g})$ given by $\rho(x)=\operatorname{ad} x, x \in \mathfrak{m}$, is completely reducible. Since $\mathfrak{q}$ and $\mathfrak{n}$ are $\rho$-invariant there exists a $\rho$-invariant subspace $V$ with $\mathfrak{q}=V \oplus \mathfrak{n}$. Then $\rho(V)=[\mathfrak{m}, V]=\{0\}$ because $[\mathfrak{m}, \mathfrak{q}] \subseteq \mathfrak{n}$. Thus $V \subseteq \mathfrak{q}_{0}$ so that $\mathfrak{q}=\mathfrak{q}_{0}+\mathfrak{n}$. Therefore $\pi^{\prime}\left(\mathfrak{q}_{0}\right)=\mathfrak{q} / \mathfrak{n}$, where $\pi^{\prime}: \mathfrak{q} \rightarrow \mathfrak{q} / \mathfrak{n}$ is the quotient homomorphism. It follows that $\pi^{\prime}(\mathfrak{h})$ is a Cartan subalgebra of $\mathfrak{q} / \mathfrak{n}$, since images of Cartan subalgebras under surjective homomorphisms are Cartan subalgebras. But $\mathfrak{q} / \mathfrak{n}$ is abelian because $[\mathfrak{q}, \mathfrak{q}] \subseteq \mathfrak{n}$, and hence $\pi^{\prime}(\mathfrak{h})=\mathfrak{q} / \mathfrak{n}$. This implies (2.2).

Lemma 2.2 Let $\mathfrak{v}$ be a subspace of $\mathfrak{g}$ such that the Lie subalgebra $\mathfrak{w}$ of $\mathfrak{g}$ generated by $\mathfrak{v}$ is nilpotent. Then

$$
S(a) b=0 \quad, \quad[S(a), S(b)]=0=[S(a), K(b)]
$$

for all $a, b \in \mathfrak{v}$, and the maps $\mathfrak{v} \rightarrow \mathcal{L}(\mathfrak{g})$ given by $a \mapsto S(a), a \mapsto K(a)$, $a \in \mathfrak{v}$, are linear.

Proof. If $x \in \mathfrak{w}$ then $\operatorname{ad}_{\mathfrak{w}} x \in \mathcal{L}(\mathfrak{w})$ has Jordan decomposition

$$
\operatorname{ad}_{\mathfrak{w}} x=S_{\mathfrak{w}}(x)+K_{\mathfrak{w}}(x)
$$

Since $\mathfrak{w}$ is nilpotent, one has $\operatorname{ad}_{\mathfrak{w}} x=K_{\mathfrak{w}}(x)$ so that $S_{\mathfrak{w}}(x)=0$. In particular $S(a) b=0$ for all $a, b \in \mathfrak{v}$.

Next, consider the complexified Lie algebras $\mathfrak{w}_{\mathbb{C}}=\mathfrak{w} \otimes \mathbb{C}, \mathfrak{g}_{\mathbb{C}}=\mathfrak{g} \otimes \mathbb{C}$ with $\mathfrak{w}_{\mathbb{C}} \subseteq \mathfrak{g}_{\mathbb{C}}$, and define a representation $\rho: \mathfrak{w}_{\mathbb{C}} \rightarrow \mathcal{L}\left(\mathfrak{g}_{\mathbb{C}}\right)$ by $\rho(x) y=[x, y]$, $x \in \mathfrak{w}_{\mathbb{C}}, y \in \mathfrak{g}_{\mathbb{C}}$. For $\lambda$ in $\mathfrak{g}_{\mathbb{C}}^{*}$ define $V_{\lambda}$ to be the subspace of all $u \in \mathfrak{g}_{\mathbb{C}}$ for which there exists $m \in \mathbb{N}$ with

$$
(\rho(x)-\lambda(x))^{m} u=0
$$

for all $x \in \mathfrak{w}_{\mathbb{C}}$. Then $V_{\lambda}$ is $\rho$-invariant. Since $\mathfrak{w}_{\mathbb{C}}$ is a complex nilpotent algebra, Theorem 3.5.8 of [32] gives a direct sum decomposition

$$
\mathfrak{g}_{\mathbb{C}}=\bigoplus_{\lambda \in \Lambda} V_{\lambda}
$$

for a finite subset $\Lambda \subseteq \mathfrak{g}_{\mathbb{C}}^{*}$. But $\rho(x)$ has Jordan decomposition $\rho(x)=$ $S(x)^{\mathbb{C}}+K(x)^{\mathbb{C}}$ for $x \in \mathfrak{w}_{\mathbb{C}}$ where superscript $\mathbb{C}$ denotes complexification of a linear transformation. From the uniqueness of Jordan decomposition in $\mathcal{L}\left(V_{\lambda}\right)$ it follows that

$$
S(x)^{\mathbb{C}} u=\lambda(x) u \quad, \quad K(x)^{\mathbb{C}} u=(\rho(x)-\lambda(x)) u
$$

whenever $\lambda \in \Lambda, u \in V_{\lambda}$ and $x \in \mathfrak{w}_{\mathbb{C}}$. Therefore $S(x)^{\mathbb{C}}$ commutes with $S(y)^{\mathbb{C}}$ and with $K(y)^{\mathbb{C}}$ for all $x, y \in \mathfrak{w}_{\mathbb{C}}$, and $x \mapsto S(x)^{\mathbb{C}}, x \mapsto K(x)^{\mathbb{C}}$ are linear maps on $\mathfrak{w}_{\mathbb{C}}$. The statements of the lemma follow by restriction to $\mathfrak{v}$.

Suppose $\mathfrak{v}$ satisfies properties (I) and (II) of Lemma 2.1. Then, as in Section 2 of [1], there is a Lie bracket $[\cdot, \cdot]_{N}$ on $\mathfrak{q}$ satisfying

$$
\begin{align*}
{\left[v_{1}, n_{1}\right]_{N} } & =K\left(v_{1}\right) n_{1}=\left[v_{1}, n_{1}\right]-S\left(v_{1}\right) n_{1}, \\
{\left[v_{1}, v_{2}\right]_{N} } & =\left[v_{1}, v_{2}\right],  \tag{2.3}\\
{\left[n_{1}, n_{2}\right]_{N} } & =\left[n_{1}, n_{2}\right],
\end{align*}
$$

for all $v_{1}, v_{2} \in \mathfrak{v}$ and $n_{1}, n_{2} \in \mathfrak{n}$. (The verification of the Jacobi identity for $[\cdot, \cdot]_{N}$ is a special case of Lemma 10.5 of the Appendix, as noted there.) The Lie algebra $\mathfrak{q}_{N}=\left(\mathfrak{q},[,,]_{N}\right)$ is nilpotent and is called the nilshadow of $\mathfrak{q}$; we also call it the nilshadow of $\mathfrak{g}$.

Let $\mathfrak{q}_{N ; j}, j \in \mathbb{N}$, denote the lower central series of $\mathfrak{q}_{N}$, that is, the ideals of $\mathfrak{q}_{N}$ defined by $\mathfrak{q}_{N ; 1}=\mathfrak{q}_{N}$ and $\mathfrak{q}_{N ; j+1}=\left[\mathfrak{q}, \mathfrak{q}_{N ; j}\right]_{N}$. Let $r \in \mathbb{N}$ denote the nilpotent step of $\mathfrak{q}_{N}$, so that $\mathfrak{q}_{N ; r} \neq\{0\}$ and $\mathfrak{q}_{N ; s}=\{0\}$ for all $s \geq r+1$.

Although the bracket $[\cdot, \cdot]_{N}$ may depend on the choice of $\mathfrak{v}$, the subspaces $\mathfrak{q}_{N ; j}$ are independent of the choice of $\mathfrak{v}$ and hence are invariants of $\mathfrak{g}$. Moreover the $\mathfrak{q}_{N ; j}$ are characteristic ideals of $\mathfrak{g}$. Proofs of these facts are given in Subsection 10.1 of the Appendix. Elementary properties of $\mathfrak{q}_{N ; j}$ are given in

Proposition 2.3 Let $\mathfrak{q}_{N}$ be defined by (2.3) relative to a subspace $\mathfrak{v}$ which satisfies conditions (I), (II) of Lemma 2.1. Then

$$
\mathfrak{q} \supseteq \mathfrak{n} \supseteq[\mathfrak{q}, \mathfrak{q}] \supseteq \mathfrak{q}_{N ; 2} \supseteq \ldots \supseteq \mathfrak{q}_{N ; r} \supseteq \mathfrak{q}_{N ; r+1}=\{0\}
$$

and

$$
\left[\mathfrak{q}_{N ; j}, \mathfrak{q}_{N ; k}\right]_{N} \subseteq \mathfrak{q}_{N ; j+k}
$$

for all $j, k \in \mathbb{N}$. One has that $S_{\mathfrak{q}}(v) \in \mathcal{L}(\mathfrak{q})$ is a derivation of $\mathfrak{q}_{N}$ for all $v \in \mathfrak{v}$. If $\mathfrak{v}$ satisfies (III) of Lemma 2.1 then $\operatorname{ad}_{\mathfrak{q}}(m)$ is a derivation of $\mathfrak{q}_{N}$ for all $m \in \mathfrak{m}$.

If $U \subseteq \mathfrak{q}_{N}$ is a subspace such that $\mathfrak{q}_{N}=U+\mathfrak{q}_{N ; 2}$ then $U$ generates the Lie algebra $\mathfrak{q}_{N}$.

Proof. It follows from (2.3) that $\mathfrak{q}_{N ; 2} \subseteq[\mathfrak{q}, \mathfrak{q}]$, because $K\left(v_{1}\right)$ is a polynomial in $\operatorname{ad} v_{1}$ with zero constant part. The remaining inclusions are from (2.1) or are obvious. The statements about derivations are straightforward to verify from Lemmas 2.1 and 2.2.

Let $\mathfrak{a} \supseteq U$ denote the subalgebra of $\mathfrak{q}_{N}$ generated by $U$, where $U+\mathfrak{q}_{N ; 2}=\mathfrak{q}_{N}$. If $x_{1}, \ldots, x_{k} \in \mathfrak{q}_{N}$ we write $x_{i}=y_{i}+z_{i}, y_{i} \in U, z_{i} \in \mathfrak{q}_{N ; 2}$, and observe that

$$
\left[x_{1},\left[x_{2}, \cdots\left[x_{k-1}, x_{k}\right]_{N} \cdots\right]_{N}\right]_{N}-\left[y_{1},\left[y_{2}, \cdots\left[y_{k-1}, y_{k}\right]_{N} \cdots\right]_{N}\right]_{N} \in \mathfrak{q}_{N ; k+1}
$$

Since $\mathfrak{q}_{N ; r+1}=\{0\}$ it follows by backwards induction on $k$ that $\mathfrak{q}_{N ; k} \subseteq \mathfrak{a}$ for all $k \in\{1, \ldots, r\}$. In particular $\mathfrak{a}=\mathfrak{q}_{N}$ and $U$ generates $\mathfrak{q}_{N}$.

Henceforth we fix a Levi subalgebra $\mathfrak{m}$ of $\mathfrak{g}$ and fix $\mathfrak{v}$ satisfying all properties of Lemma 2.1, and consider the nilshadow $\mathfrak{q}_{N}$ defined by (2.3). We extend the bracket $[\cdot, \cdot]_{N}$ to $\mathfrak{g}$ by setting

$$
\left[x_{1}+q_{1}, x_{2}+q_{2}\right]_{N}=\left[x_{1}, x_{2}\right]+\left[q_{1}, q_{2}\right]_{N}
$$

for $x_{1}, x_{2} \in \mathfrak{m}, q_{1}, q_{2} \in \mathfrak{q}_{N}$. The Lie algebra $\mathfrak{g}_{N}=\left(\mathfrak{g},[\cdot, \cdot]_{N}\right)$ will be called the shadow of $\mathfrak{g}$. Note that $\mathfrak{g}_{N}=\mathfrak{m} \oplus \mathfrak{q}_{N}$ with $\mathfrak{m}, \mathfrak{q}_{N}$ ideals of $\mathfrak{g}_{N}$ and $\left[\mathfrak{m}, \mathfrak{q}_{N}\right]_{N}=\{0\}$. Thus the shadow is a nilcompact algebra.

Let $G_{N}$ be the connected, simply connected Lie group with Lie algebra $\mathfrak{g}_{N}$; we call $G_{N}$ the shadow of $G$. We write $*_{N}$ for the group operation of $G_{N}$ and $g^{-1_{N}}$ for the $G_{N}$-inverse of $g$. Let $Q_{N}, M$ denote the analytic
subgroups of $G_{N}$ with Lie algebras $\mathfrak{q}_{N}, \mathfrak{m}$ respectively. They are closed, simply connected normal subgroups of $G_{N}$, with $G_{N}=M *_{N} Q_{N}$ and $M \cap$ $Q_{N}=\{e\}$. Thus $G_{N}$ is the internal direct product of $M$ and $Q_{N}$. Note that $Q_{N}$ is nilpotent and $M$ is semisimple and compact (because $\mathfrak{m}$ is a type $R$ semisimple algebra the Killing form $a \in \mathfrak{m} \rightarrow \operatorname{Tr}\left((\operatorname{ad} a)^{2}\right)$ is negative-definite, and the compactness follows by Theorem 4.11.7 of [32]).

### 2.2. Comparison of Lie group and algebra structures

In this subsection we compare the Lie structures of $G$ and $G_{N}$ and show how to identify $G=G_{N}$ as manifolds.

For $y=m+v+n \in \mathfrak{g}$ with $m \in \mathfrak{m}, v \in \mathfrak{v}, n \in \mathfrak{n}$ we define

$$
\tau_{0}(y)=\operatorname{ad}_{\mathfrak{q}}(m)+S_{\mathfrak{q}}(v) \in \mathcal{L}\left(\mathfrak{q}_{N}\right)
$$

by Proposition 2.3 this is a derivation of $\mathfrak{q}_{N}$. From (2.1) and Lemmas 2.1 and 2.2 one verifies that $\tau_{0}: \mathfrak{g}_{N} \rightarrow \mathcal{L}\left(\mathfrak{q}_{N}\right)$ is a representation of $\mathfrak{g}_{N}$, and of $\mathfrak{g}$, in $\mathfrak{q}_{N}$. Extend $\tau_{0}(y)$ trivially to a derivation $\tau(y)$ of $\mathfrak{g}_{N}$ by setting $\tau(y)(m+q)=\tau_{0}(y) q, m \in \mathfrak{m}, q \in \mathfrak{q}$. Thus we obtain a representation

$$
\tau: \mathfrak{g}_{N} \rightarrow \mathcal{L}\left(\mathfrak{g}_{N}\right)
$$

of $\mathfrak{g}_{N}$, and of $\mathfrak{g}$, in $\mathfrak{g}_{N}$ by derivations of $\mathfrak{g}_{N}$. A straightforward calculation shows that $\tau$ relates the Lie algebras $\mathfrak{g}$ and $\mathfrak{g}_{N}$ in the sense of Lemma 10.5 of the Appendix, that is,

$$
\begin{equation*}
[x, y]=[x, y]_{N}+\tau(x) y-\tau(y) x \tag{2.4}
\end{equation*}
$$

for all $x, y \in \mathfrak{g}$. Moreover $\tau$ verifies the condition $\tau(\tau(x) y)=0$ of that lemma, since $\tau(x) y \in \mathfrak{n}$ and $\tau(n)=0$ for all $n \in \mathfrak{n}$. Also observe that $\tau(x) y=0$ for all $x \in \mathfrak{g}$ and $y \in \mathfrak{m} \oplus \mathfrak{v}$.

We will apply Lemma 10.6 of the Appendix to obtain a Lie group analogue of (2.4). Let $\operatorname{Aut}\left(\mathfrak{g}_{N}\right), \operatorname{Aut}\left(G_{N}\right)$ denote the groups of automorphisms of $\mathfrak{g}_{N}$ and $G_{N}$ respectively. Since $G_{N}$ is simply connected $\tau$ determines a homomorphism $\bar{T}: G_{N} \rightarrow \operatorname{Aut}\left(\mathfrak{g}_{N}\right)$ such that $\bar{T}\left(\exp _{G_{N}} x\right) y=e^{\tau(x)} y$ for all $x, y \in \mathfrak{g}_{N}$. Again by simple connectedness, $\operatorname{Aut}\left(\mathfrak{g}_{N}\right)$ is isomorphic to $\operatorname{Aut}\left(G_{N}\right)$ and $\bar{T}$ determines a homomorphism $T: G_{N} \rightarrow \operatorname{Aut}\left(G_{N}\right)$ such that $T(g)\left(\exp _{G_{N}} y\right)=\exp _{G_{N}}(\bar{T}(g)(y))$ for all $g \in G_{N}$ and $y \in \mathfrak{g}_{N}$. For any $x, y, z \in \mathfrak{g}$ we calculate

$$
\begin{aligned}
T\left(T\left(\exp _{G_{N}} x\right) \exp _{G_{N}} y\right)\left(\exp _{G_{N}} z\right) & =\exp _{G_{N}}\left(e^{\tau\left(e^{\tau(x)} y\right)} z\right) \\
& =\exp _{G_{N}}\left(e^{\tau(y)} z\right) \\
& =T\left(\exp _{G_{N}} y\right)\left(\exp _{G_{N}} z\right)
\end{aligned}
$$

where in the second line we have used that $\tau(\tau(x) w)=0$ for all $x, w \in \mathfrak{g}$.

Therefore $T$ verifies the hypothesis $T(T(g) h)=T(h), g, h \in G_{N}$, of Lemma 10.6 of the Appendix. Applying that lemma with $A=G_{N}$ we obtain a Lie group $G^{\prime}=\left(G_{N}, *\right)$ with underlying manifold $G_{N}$ and group multiplication $*$ given by

$$
\begin{equation*}
g * h=T\left(h^{-1_{N}}\right) g *_{N} h \tag{2.5}
\end{equation*}
$$

for all $g, h \in G_{N}$; the identity element of $G^{\prime}$ is the identity $e$ of $G_{N}$, and the Lie algebra $\mathfrak{g}^{\prime}$ of $G^{\prime}$ is related to $\mathfrak{g}_{N}$ by (2.4) (after the identification $\mathfrak{g}^{\prime}=T_{e} G_{N}=\mathfrak{g}_{N}$ as vector spaces).

Therefore $G^{\prime}$ is Lie isomorphic to $G$, because $G, G^{\prime}$ are simply connected Lie groups with isomorphic Lie algebras. In the sequel we identify $G=G^{\prime}$. Thus $G=G_{N}$ as manifolds, with multiplications related by (2.5) and Lie brackets by (2.4). Often we abbreviate $g * h=g h, g, h \in G$.

It follows from Lemma 10.6(IV) that $\bar{T}$ and $T$ are also homomorphisms of $G$. For example

$$
\bar{T}(g h)=\bar{T}(g) \bar{T}(h)=\bar{T}\left(g *_{N} h\right)
$$

for all $g, h \in G$.
For the next lemma we note that $\tau(\mathfrak{g})$ is a subalgebra of the Lie algebra $\mathcal{L}(\mathfrak{g})$ of linear transformations. The kernel of $\tau$ is the largest nilcompact ideal $\mathfrak{n}^{\prime}$ of $\mathfrak{g}$ :
Lemma 2.4 One has $\tau(\mathfrak{g})=\tau(\mathfrak{m}) \oplus \tau(\mathfrak{v})$ with $\tau(\mathfrak{m})$, $\tau(\mathfrak{v})$ mutually commuting ideals of $\tau(\mathfrak{g})$. Moreover

$$
\mathfrak{n}^{\prime}=\{x \in \mathfrak{g}: \tau(x)=0\}
$$

Proof. Since $\mathfrak{g}=\mathfrak{m} \oplus \mathfrak{v} \oplus \mathfrak{n}$ and $\tau(\mathfrak{n})=\{0\}$ we have $\tau(\mathfrak{g})=\tau(\mathfrak{m})+\tau(\mathfrak{v})$. Since $[\mathfrak{m}, \mathfrak{v}]=\{0\}$ it follows that $\tau(\mathfrak{m}), \tau(\mathfrak{v})$ are mutually commuting ideals in the Lie algebra $\tau(\mathfrak{g})$. Moreover $\tau(\mathfrak{m})$ is semisimple since $\mathfrak{m}$ is semisimple, while $\tau(\mathfrak{v})=\{S(v): v \in \mathfrak{v}\}$ is abelian by Lemma 2.2. Therefore $\tau(\mathfrak{m}) \cap$ $\tau(\mathfrak{v})=\{0\}$ and $\tau(\mathfrak{g})=\tau(\mathfrak{m}) \oplus \tau(\mathfrak{v})$. From this direct sum decomposition and $\tau(\mathfrak{n})=\{0\}$ we get

$$
\begin{aligned}
\operatorname{ker}(\tau) & =(\operatorname{ker}(\tau) \cap \mathfrak{m}) \oplus(\operatorname{ker}(\tau) \cap \mathfrak{v}) \oplus \mathfrak{n} \\
& =\{x \in \mathfrak{m}:[x, \mathfrak{q}]=\{0\}\} \oplus\{v \in \mathfrak{v}: S(v)=0\} \oplus \mathfrak{n} \\
& =\mathfrak{s} \oplus(\mathfrak{v} \cap \mathfrak{n}) \oplus \mathfrak{n}=\mathfrak{s} \oplus \mathfrak{n}=\mathfrak{n}^{\prime},
\end{aligned}
$$

where $\mathfrak{s}=\{x \in \mathfrak{m}:[x, \mathfrak{q}]=\{0\}\}$ by Lemma 10.4 of the Appendix.
By this lemma, $\mathfrak{n}^{\prime}$ is an ideal of both $\mathfrak{g}$ and $\mathfrak{g}_{N}$. From $\tau\left(\mathfrak{n}^{\prime}\right)=\{0\}$ and (2.4) we also see that $[x, y]=[x, y]_{N}$ for all $x, y \in \mathfrak{n}^{\prime}$.

Let $N^{\prime}=\exp _{G_{N}}\left(\mathfrak{n}^{\prime}\right)$ denote the normal analytic subgroup of $G_{N}$ with Lie algebra $\mathfrak{n}^{\prime}$. It easily follows from Lemma 2.4 that

$$
\begin{equation*}
\bar{T}(n) x=x \quad, \quad T(n) g=g \tag{2.6}
\end{equation*}
$$

for all $n \in N^{\prime}, x \in \mathfrak{g}$ and $g \in G$. Therefore (see Lemma 10.6 of the Appendix)

$$
n_{1} * n_{2}^{-1}=T\left(n_{2}\right)\left(n_{1} *_{N} n_{2}^{-1_{N}}\right)=n_{1} *_{N} n_{2}^{-1_{N}}
$$

for all $n_{1}, n_{2} \in N^{\prime}$, so that the group operations of $G$ and $G_{N}$ coincide on $N^{\prime}$. Thus $N^{\prime}$ is also a subgroup of $G$. Since its Lie algebra is the ideal $\mathfrak{n}^{\prime}$ of $\mathfrak{g}$, it is a normal subgroup of $G$.

### 2.3. Decomposition of the Lie algebra

We produce a useful decomposition of $\mathfrak{g}$ into $\tau$-invariant subspaces, following Proposition 2.3 of [1]. The representation $\tau$ is completely reducible by the criterion at the beginning of Section 2, since $\tau(y)$ is a semisimple transformation for all $y$ in the radical $\mathfrak{q}_{N}$ of $\mathfrak{g}_{N}$.

Lemma 2.5 There exist $\tau$-invariant subspaces $\mathfrak{h}_{j}, j \in \mathbb{N}$, of $\mathfrak{q}$ such that $\mathfrak{h}_{1}=\mathfrak{v} \oplus\left(\mathfrak{h}_{1} \cap \mathfrak{n}\right)$ and $\mathfrak{q}_{N ; j}=\mathfrak{h}_{j} \oplus \mathfrak{q}_{N ; j+1}$ for all $j \in \mathbb{N}$.

Proof. Since the subspaces $\mathfrak{q}_{N ; j}$ and $\mathfrak{n}$ are $\tau$-invariant, complete reducibility implies the existence of $\tau$-invariant subspaces $\mathfrak{k}_{1}, \mathfrak{h}_{j}, j \geq 2$, with $\mathfrak{n}=\mathfrak{k}_{1} \oplus \mathfrak{q}_{N ; 2}$ and $\mathfrak{q}_{N ; j}=\mathfrak{h}_{j} \oplus \mathfrak{q}_{N ; j+1}, j \geq 2$. Setting $\mathfrak{h}_{1}=\mathfrak{v} \oplus \mathfrak{k}_{1}$, we have $\mathfrak{k}_{1}=\mathfrak{h}_{1} \cap \mathfrak{n}$ and $\mathfrak{q}=\mathfrak{q}_{N ; 1}=\mathfrak{h}_{1} \oplus \mathfrak{q}_{N ; 2}$.

If subspaces $\mathfrak{h}_{j}$ are chosen as in the lemma, then $\mathfrak{h}_{1}$ generates the Lie algebra $\mathfrak{q}_{N}$ by Proposition 2.3, and setting $\mathfrak{k}_{1}=\mathfrak{h}_{1} \cap \mathfrak{n}$ we obtain decompositions

$$
\mathfrak{q}=\mathfrak{h}_{1} \oplus \mathfrak{h}_{2} \oplus \cdots \oplus \mathfrak{h}_{r} \quad, \quad \mathfrak{n}=\mathfrak{k}_{1} \oplus \mathfrak{q}_{N ; 2}=\mathfrak{k}_{1} \oplus \mathfrak{h}_{2} \oplus \cdots \oplus \mathfrak{h}_{r}
$$

and

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{m} \oplus \mathfrak{v} \oplus \mathfrak{k}_{1} \oplus \mathfrak{h}_{2} \oplus \cdots \oplus \mathfrak{h}_{r} \tag{2.7}
\end{equation*}
$$

into $\tau$-invariant subspaces.
Note that $\tau$ is determined by the pair $(\mathfrak{m}, \mathfrak{v})$ satisfying the properties of Lemma 2.1. Significant simplifications in analysis on $G$ occur in the following case:

Definition 2.6 We say that $\mathfrak{g}$ has stratified nilshadow with respect to ( $\mathfrak{m}, \mathfrak{v}$ ) if there exist subspaces $\mathfrak{h}_{j}$ satisfying all properties of Lemma 2.5 and in addition

$$
\begin{equation*}
\left[\mathfrak{h}_{j}, \mathfrak{h}_{k}\right]_{N} \subseteq \mathfrak{h}_{j+k} \tag{2.8}
\end{equation*}
$$

for all $j, k \in \mathbb{N}$. In this case we say that $G$ has stratified nilshadow.
If Definition 2.6 is satisfied, then the nilshadow $\mathfrak{q}_{N}$ is a stratified nilpotent Lie algebra with stratification $\left\{\mathfrak{h}_{j}\right\}_{j \in \mathbb{N}}$, in the usual sense (see [25]). Note our definition requires that the stratification $\left\{\mathfrak{h}_{j}\right\}$ be appropriately compatible with ( $\mathfrak{m}, \mathfrak{v}$ ).

In the sequel we fix $\mathfrak{h}_{j}$ satisfying all properties of Lemma 2.5.
For the next result the type $R$ property of $\mathfrak{g}$ is essential.
Lemma 2.7 There exists a positive-definite inner product $(\cdot, \cdot)$ on $\mathfrak{g}$ such that all subspaces in the decomposition (2.7) are mutually orthogonal, and

$$
(\tau(x) a, b)=-(a, \tau(x) b) \quad, \quad(\bar{T}(g) a, \bar{T}(g) b)=(a, b)
$$

for all $a, b, x \in \mathfrak{g}, g \in G$.
Proof. It suffices to prove that any $\tau$-invariant subspace $U$ of $\mathfrak{g}$ has an inner product $(\cdot, \cdot)_{U}$ such that $(\tau(x) a, b)_{U}=-(a, \tau(x) b)_{U}$ for all $x \in \mathfrak{g}$, $a, b \in U$; then apply this result to each subspace in $(2.7)$ and let $(\cdot, \cdot)$ be the orthogonal direct sum of the subspace inner products.

Thus let $U \subseteq \mathfrak{g}$ be $\tau$-invariant. The complexifications $\tau(v)^{\mathbb{C}}=S(v)^{\mathbb{C}}$, $v \in \mathfrak{v}$, are mutually commuting, semisimple transformations of $U_{\mathbb{C}}$ with only purely imaginary eigenvalues. Hence there is a basis $u_{1}, \ldots, u_{s}$ of $U_{\mathbb{C}}$ and linear maps $\lambda_{1}, \ldots, \lambda_{s}: \mathfrak{v} \rightarrow \mathbb{R}$ such that

$$
\tau(v)^{\mathbb{C}} u_{j}=i \lambda_{j}(v) u_{j}
$$

for all $v \in \mathfrak{v}, j \in\{1, \ldots, s\}$. If $(\cdot, \cdot)_{1}$ is the inner product on $U_{\mathbb{C}}$ such that the basis $u_{1}, \ldots, u_{s}$ is orthonormal, then $(\tau(v) a, b)_{1}=-(a, \tau(v) b)_{1}, a, b \in U$, $v \in \mathfrak{v}$. For $a, b \in U$ define

$$
(a, b)_{U}=\int_{M} d m(\bar{T}(m) a, \bar{T}(m) b)_{1}
$$

where $d m$ is normalized Haar measure on the compact group $M$. Then $(\cdot, \cdot)_{U}$ is an inner product such that $(\tau(x) a, b)_{U}=-(a, \tau(x) b)_{U}$ for all $x \in \mathfrak{m}$. One has $(\tau(v) a, b)_{U}=-(a, \tau(v) b)_{U}$ for $v \in \mathfrak{v}$, because $[\mathfrak{m}, \mathfrak{v}]=\{0\}$ implies that $\tau(v)$ commutes with $\bar{T}(m), m \in M$. Since $\tau(\mathfrak{g})=\tau(\mathfrak{m})+\tau(\mathfrak{v})$ by Lemma 2.4, the lemma is proved.

Henceforth we fix the inner product $(\cdot, \cdot)$ as in Lemma 2.7.

Corollary 2.8 Let dg denote Haar measure for the group $G_{N}$. The transformations $T(g), g \in G_{N}$, preserve $d g$ in the sense that $d g(T(g) A)=d g(A)$ for Borel measurable $A \subseteq G_{N}$, and dg is Haar measure for $G$.
Proof. One has $d g=d m \times d q$ where $d m, d q$ are Haar measures for $M$, $Q_{N}$ respectively. By Lemma 2.7 the restriction $\left.\bar{T}(g)\right|_{\mathfrak{q}_{N}}$ is an orthogonal transformation of $\mathfrak{q}_{N}$ with respect to $(\cdot, \cdot)$, hence it preserves Lebesgue measure on $\mathfrak{q}_{N}$. Since $Q_{N}$ is simply connected nilpotent, $\exp _{Q_{N}}: \mathfrak{q}_{N} \rightarrow Q_{N}$ is a diffeomorphism mapping Lebesgue measure to $d q$. Therefore the restriction $\left.T(g)\right|_{Q_{N}}$ preserves $d q$, and since $T(g) m=m, m \in M$, it follows that $T(g)$ preserves $d g$.

If $\varphi \in C_{c}(G)$ then applying (2.5) gives

$$
\begin{aligned}
\int d g \varphi(g h) & =\int d g \varphi\left(T\left(h^{-1_{N}}\right) g *_{N} h\right) \\
& =\int d g \varphi\left(T\left(h^{-1_{N}}\right) g\right)=\int d g \varphi(g)
\end{aligned}
$$

for all $h \in G_{N}$. Therefore $d g$ is Haar measure for $G$.
In the sequel we fix the measure $d g$ and consider the spaces $L_{p}=$ $L_{p}\left(G_{N} ; d g\right)=L_{p}(G ; d g), 1 \leq p \leq \infty$.

Finally, from the tools of this subsection we derive another characterization of $\mathfrak{n}^{\prime}$ which is needed for the proof of Theorem 1.6.
Lemma 2.9 Let $x \in \mathfrak{g}$. Then $x \in \mathfrak{n}^{\prime}$ if and only if the transformation $\operatorname{ad}_{\mathfrak{q}} x \in \mathcal{L}(\mathfrak{q})$ is nilpotent. If $x \notin \mathfrak{n}^{\prime}$, there exists $n \in \mathfrak{n}$ such that $(\operatorname{ad} x)^{j} n \notin$ $\mathfrak{q}_{N ; 2}$ for all $j \in \mathbb{N}$.
Remark Since $\mathfrak{n}, \mathfrak{q}_{N ; 2}$ are ideals of $\mathfrak{g}$, it is clear that $n \notin \mathfrak{q}_{N ; 2}$ and $(\operatorname{ad} x)^{j} n \in$ $\mathfrak{n}$ for all $j \in \mathbb{N}$.

Proof. If $x \in \mathfrak{n}^{\prime}$ then $x=m+y, m \in \mathfrak{s}, y \in \mathfrak{n}$, and since $[\mathfrak{s}, \mathfrak{q}]=\{0\}$ we have $\operatorname{ad}_{\mathfrak{q}} x=\operatorname{ad}_{\mathfrak{q}} y=K_{\mathfrak{q}}(y)$. Hence $\operatorname{ad}_{\mathfrak{q}} x$ is nilpotent.

Suppose that $x \notin \mathfrak{n}^{\prime}$. We claim that $\tau(x)\left(\mathfrak{k}_{1}\right) \neq\{0\}$. Otherwise, if $\tau(x)\left(\mathfrak{k}_{1}\right)=\{0\}$ then $\tau(x)\left(\mathfrak{h}_{1}\right)=\{0\}$, because $\mathfrak{h}_{1}=\mathfrak{v} \oplus \mathfrak{k}_{1}$ and $\tau(y)(\mathfrak{v})=\{0\}$ for all $y \in \mathfrak{g}$. Since $\mathfrak{h}_{1}$ generates $\mathfrak{q}_{N}$ and $\tau(x)$ is a derivation of $\mathfrak{q}_{N}$ it follows that $\tau(x)\left(\mathfrak{q}_{N}\right)=\{0\}$. But $\tau(y)(\mathfrak{m})=\{0\}$ for all $y \in \mathfrak{g}$. Thus $\tau(x)=0$, which contradicts Lemma 2.4 and proves the claim.

Therefore we choose $n \in \mathfrak{k}_{1} \subseteq \mathfrak{n}$ with $\tau(x) n \neq 0$. By Lemma 2.7, $\tau(x)$ is a skew-symmetric, hence a semisimple transformation. Therefore $\tau(x)^{j} n \neq 0$ for all $j \in \mathbb{N}$. Since $\mathfrak{k}_{1}$ is $\tau$-invariant and $\mathfrak{k}_{1} \cap \mathfrak{q}_{N ; 2}=\{0\}$, it follows that

$$
\tau(x)^{j} n \notin \mathfrak{q}_{N ; 2}
$$

for all $j \in \mathbb{N}$.

From (2.4) and $\tau(\mathfrak{n})=\{0\}$ we have $[x, n]=[x, n]_{N}+\tau(x) n$. But $[x, n]_{N} \in$ $\left[\mathfrak{g}_{N}, \mathfrak{n}\right]_{N} \subseteq \mathfrak{q}_{N ; 2}$ so that

$$
(\operatorname{ad} x) n-\tau(x) n \in \mathfrak{q}_{N ; 2}
$$

Repetition of this argument (using the $\tau$-invariance and ad-invariance of $\mathfrak{n}$ and $\mathfrak{q}_{N ; 2}$ ) yields

$$
(\mathrm{ad} x)^{j} n-\tau(x)^{j} n \in \mathfrak{q}_{N ; 2}
$$

for all $j \in \mathbb{N}$. Therefore $(\operatorname{ad} x)^{j} n \notin \mathfrak{q}_{N ; 2}$ for all $j \in \mathbb{N}$. In particular ad $\mathfrak{q} x$ is not nilpotent, and the proof of the lemma is complete.

### 2.4. Derivatives and distances

In this subsection we compare derivatives and distances on the groups $G$ and $G_{N}$.

First we define a space of coefficient functions. For $a, b \in \mathfrak{g}$ define $\Lambda_{a, b}: G \rightarrow \mathbb{R}$ by

$$
\Lambda_{a, b}(g)=(\bar{T}(g) a, b)=(b, \bar{T}(g) a)
$$

for $g \in G$, and let $\mathcal{E}_{1}$ denote the complex vector space spanned by all $\Lambda_{a, b}$, $a, b \in \mathfrak{g}$.

Lemma $2.10 \mathcal{E}_{1}$ is a finite-dimensional vector space of smooth bounded functions on $G$ which contains the constant functions.
$\mathcal{E}_{1}$ is invariant under the left or right regular representations of $G_{N}$ or $G$ acting in $L_{\infty}$, that is, $L_{G_{N}}, L_{G}, R_{G_{N}}, R_{G}$ map $\mathcal{E}_{1}$ into itself.

If $\sigma \in \mathcal{E}_{1}$ then $d L_{G}(x)(\sigma)=d L_{G_{N}}(x)(\sigma) \in \mathcal{E}_{1}$, and $\check{\sigma} \in \mathcal{E}_{1}$ where $\check{\sigma}(g)=$ $\sigma\left(g^{-1}\right)=\sigma\left(g^{-1_{N}}\right), g \in G$.

Proof. Since $\bar{T}(g)$ is orthogonal with respect to the inner product $(\cdot, \cdot)$, one has $\Lambda_{a, b} \in L_{\infty}$. The statements about invariance under the regular representations are standard consequences of the fact that $\bar{T}$ is a representation of $G$, and $G_{N}$, by orthogonal transformations (cf. [24, 6]). For example, noting that

$$
\left(\bar{T}\left(h^{-1} g\right) a, b\right)=(\bar{T}(g) a, \bar{T}(h) b)=\left(\bar{T}\left(h^{-1_{N}} g\right) a, b\right)
$$

establishes that

$$
L_{G}(h) \Lambda_{a, b}=L_{G_{N}}(h) \Lambda_{a, b}=\Lambda_{a, \bar{T}(h) b} \in \mathcal{E}_{1}
$$

If $x \in \mathfrak{g}$, choose a curve $\gamma:[-1,1] \rightarrow G$ with $\dot{\gamma}(0)=x$. Setting $h=\gamma(t)$ in the above relation and differentiating at $t=0$ yields $d L_{G}(x)\left(\Lambda_{a, b}\right)=$ $d L_{G_{N}}(x)\left(\Lambda_{a, b}\right)=\Lambda_{a, \tau(x) b}$.

Similarly one sees that $\Lambda_{a, b}\left(g^{-1}\right)=\Lambda_{a, b}\left(g^{-1_{N}}\right)=\Lambda_{b, a}(g), g \in G$.
If $\operatorname{dim}(\mathfrak{m} \oplus \mathfrak{v})>0$ pick a nonzero $a \in \mathfrak{m} \oplus \mathfrak{v}$, otherwise $\mathfrak{g}=\mathfrak{n}$ and we pick any nonzero $a \in \mathfrak{g}$. Then $\tau(x) a=0$ for all $x \in \mathfrak{g}$, hence $\bar{T}(g) a=a$ for all $g \in G$, and therefore $\Lambda_{a, a}$ is a nonzero constant function on $G$. The lemma is proved.

Remark Elements of $\mathcal{E}_{1}$ are automatically almost-periodic functions on $G$, because they are matrix elements of the bounded, finite-dimensional representation $\bar{T}$ (see for example [10, Chapter 7$]$ ). The almost-periodicity is important for homogenization theory on $G$ (cf. [1, 2]) but is not used in this paper.

Lemma 2.11 Functions in $\mathcal{E}_{1}$ are constant along cosets of $N^{\prime}$ in the sense that

$$
\sigma(g * n)=\sigma(n * g)=\sigma\left(g *_{N} n\right)=\sigma\left(n *_{N} g\right)=\sigma(g)
$$

for all $\sigma \in \mathcal{E}_{1}, g \in G$ and $n \in N^{\prime}$.
Proof. Since $\bar{T}$ is a representation of both $G$ and $G_{N}$ this is immediate from (2.6).

To compare derivatives on $G$ and $G_{N}$ it is useful to introduce a basis. Let $p=\operatorname{dim}(\mathfrak{m})-1 \in\{-1,0,1,2, \ldots\}, d=\operatorname{dim}(\mathfrak{q}), d_{0}=\operatorname{dim}(\mathfrak{q} / \mathfrak{n})=\operatorname{dim}(\mathfrak{v})$, and $d_{1}=\operatorname{dim}\left(\mathfrak{q} / \mathfrak{q}_{N ; 2}\right)=\operatorname{dim}\left(\mathfrak{h}_{1}\right)$. Fix an orthonormal basis

$$
b_{-p}, \ldots, b_{0}, b_{1}, \ldots, b_{d}
$$

for $\mathfrak{g}$ which respects the orthogonal decomposition (2.7). In particular $b_{-p}, \ldots, b_{0}$ is a basis of $\mathfrak{m}, b_{1}, \ldots, b_{d_{0}}$ is a basis of $\mathfrak{v}, b_{1}, \ldots, b_{d_{1}}$ is a basis of $\mathfrak{h}_{1}$, and $b_{d_{0}+1}, \ldots, b_{d}$ is a basis of $\mathfrak{n}$.

We assign weights $w(j) \in\{0,1, \ldots, r\}$ to the $b_{j}$ such that $w(j)=0$ for $j \in\{-p, \ldots, 0\}$ and $b_{j} \in \mathfrak{h}_{w(j)}$ for $j \in\{1, \ldots, d\}$. Then

$$
\mathfrak{h}_{s}=\operatorname{span}\left\{b_{j}: w(j)=s\right\} \quad, \quad \mathfrak{q}_{N ; s}=\operatorname{span}\left\{b_{j}: w(j) \geq s\right\},
$$

for all $s \in\{1, \ldots, r\}$. For $j \in\{-p, \ldots, d\}$ we set $B_{j}=d L_{G}\left(b_{j}\right)$ and $B_{j}^{(N)}=$ $d L_{G_{N}}\left(b_{j}\right)$.

For derivatives we use multi-index notations as follows. If $h, k$ are integers with $h \leq k$ set

$$
J(h, k)=\bigcup_{n=0}^{\infty}\{h, h+1, \ldots, k\}^{n}
$$

and when $k \geq 1$ let $J(k)=J(1, k)$. If $\alpha=\left(i_{1}, \ldots, i_{n}\right) \in J(h, k)$ then the length of $\alpha$ is defined by $|\alpha|=n$ (then $|\alpha|=0$ if $\alpha$ is the empty multi-index). If $\alpha=\left(i_{1}, \ldots, i_{n}\right) \in J\left(d^{\prime}\right)$ set $A^{\alpha}=A_{i_{1}} \ldots A_{i_{n}}$ where $A_{i}=d L_{G}\left(a_{i}\right)$, and set $a_{[\alpha]}=\left[a_{i_{1}},\left[a_{i_{2}}, \cdots\left[a_{i_{n-1}}, a_{i_{n}}\right] \cdots\right]\right]$.

Similarly if $\alpha=\left(i_{1}, \ldots, i_{n}\right) \in J(-p, d)$ we set

$$
B^{\alpha}=B_{i_{1}} \ldots B_{i_{n}} \quad, \quad B^{(N) \alpha}=B_{i_{1}}^{(N)} \ldots B_{i_{n}}^{(N)}
$$

and define the weighted length

$$
\|\alpha\|=w\left(i_{1}\right)+\cdots+w\left(i_{n}\right) \in \mathbb{N}_{0}
$$

We write $J(\mathfrak{n})=J\left(d_{0}+1, d\right)$. Then for $\alpha \in J(\mathfrak{n})$ the derivatives $B^{\alpha}, B^{(N) \alpha}$ are in the direction of $\mathfrak{n}$.
Lemma 2.12 If $a \in \mathfrak{g}, \varphi \in L_{2 ; \infty}$ then

$$
\left(d L_{G}(a) \varphi\right)(g)=\left(d L_{G_{N}}\left(\bar{T}\left(g^{-1_{N}}\right) a\right) \varphi\right)(g)
$$

for all $g \in G$ and

$$
d L_{G}(a) \varphi=\sum_{j=-p}^{d} \sigma_{j} B_{j}^{(N)} \varphi
$$

where $\sigma_{j}=\Lambda_{b_{j}, a} \in \mathcal{E}_{1}$. The $\sigma_{j}$ are constants for $j \in\left\{-p, \ldots, d_{0}\right\}$. Moreover

$$
d L_{G_{N}}(a) \varphi=\sum_{j=-p}^{d} \check{\sigma}_{j} B_{j} \varphi
$$

with $\check{\sigma}_{j}=\Lambda_{a, b_{j}} \in \mathcal{E}_{1}$.
Proof. The first equation is a consequence of Lemma 10.6 applied to the groups $A=G_{N}, A^{\prime}=G$. Observing that

$$
\bar{T}\left(g^{-1_{N}}\right) a=\sum_{j=-p}^{d}\left(\bar{T}\left(g^{-1_{N}}\right) a, b_{j}\right) b_{j}=\sum_{j=-p}^{d} \Lambda_{b_{j}, a}(g) b_{j}
$$

gives the second equation. Since $\bar{T}(g) y=y$ for all $y \in \mathfrak{m} \oplus \mathfrak{v}$ it follows that $\Lambda_{b_{j}, a}=\left(b_{j}, a\right)$ is constant when $j \leq d_{0}$.

Writing $a=\bar{T}\left(g^{-1_{N}}\right) \bar{T}(g) a$, we deduce from the first equation of the lemma that $\left(d L_{G_{N}}(a) \varphi\right)(g)=\left(d L_{G}(\bar{T}(g) a) \varphi\right)(g)$. Since

$$
\bar{T}(g) a=\sum_{j} \Lambda_{a, b_{j}}(g) b_{j},
$$

we get the desired expression for $d L_{G_{N}}(a)$.
Let $\mathcal{E}$ denote the subalgebra of $L_{\infty}$ generated by $\mathcal{E}_{1}$; it is spanned by all products $\sigma_{1} \cdots \sigma_{k}, k \in \mathbb{N}, \sigma_{1}, \ldots, \sigma_{k} \in \mathcal{E}_{1}$.

Let $\mathcal{R}(G), \mathcal{R}\left(G_{N}\right)$ denote the algebras of complex right-invariant differential operators on $G$ and $G_{N}$ respectively. Then $\mathcal{R}(G)$ (respectively $\mathcal{R}\left(G_{N}\right)$ ) is spanned by $\left\{B^{\alpha}, \alpha \in J(-p, d)\right\}$ (respectively $\left\{B^{(N) \alpha}, \alpha \in J(-p, d)\right\}$ ). By combining the last three lemmas we obtain

Corollary 2.13 The subalgebra $\mathcal{E} \subseteq L_{\infty}$ is invariant under the left and right regular representations of $G$ and $G_{N}$, and $d L_{G}(x) \sigma=d L_{G_{N}}(x) \sigma \in \mathcal{E}$ whenever $\sigma \in \mathcal{E}, x \in \mathfrak{g}$. Each $\sigma \in \mathcal{E}$ is constant along cosets of $N^{\prime}$ in the sense of Lemma 2.11.

Moreover $\mathcal{R}(G)$ (respectively $\mathcal{R}\left(G_{N}\right)$ ) is contained in the span of all differential operators of the form $\sigma P, \sigma \in \mathcal{E}, P \in \mathcal{R}\left(G_{N}\right)$ (respectively $P \in \mathcal{R}(G))$.

Therefore $L_{2 ; \infty}=L_{2 ; \infty}\left(G_{N}\right)$, that is, the $C^{\infty}$ subspaces of $L_{2}$ for the representations $L_{G}, L_{G_{N}}$ coincide.

Next we compare various distances. Recall that $g \mapsto|g|_{a}$ denotes the modulus on $G$ associated with $a_{1}, \ldots, a_{d^{\prime}}$. Thus

$$
|g|_{a}=\inf _{\gamma} \int_{0}^{1} d t\left(\sum_{k=1}^{d^{\prime}} \xi_{k}(t)^{2}\right)^{1 / 2}
$$

with the infimum over all absolutely continuous paths $\gamma:[0,1] \rightarrow G$ with

$$
\gamma(0)=e, \gamma(1)=g \quad \text { and } \quad \dot{\gamma}(t)=\left.\sum_{k=1}^{d^{\prime}} \xi_{k}(t) A_{k}\right|_{\gamma(t)}
$$

(cf. [30], [35]). Similarly, let $g \mapsto|g|$ denote the modulus on $G$ associated with $b_{-p}, \ldots, b_{d_{1}}, g \mapsto|g|_{N}$ the modulus on $G_{N}$ associated with $b_{-p}, \ldots, b_{d_{1}}$, $m \mapsto|m|_{M}$ the modulus on $M$ associated with $b_{-p}, \ldots, b_{0}$, and $q \mapsto|q|_{Q_{N}}$ the modulus on $Q_{N}$ associated with $b_{1}, \ldots, b_{d_{1}}$.

Lemma 2.14 (I) For each compact neighborhood $U$ of $e$ there exists $c=$ $c(U)>0$ with

$$
c^{-1}|g| \leq|g|_{a} \leq c|g|
$$

for all $g \in G$ with $g \notin U$.
(II) $|g|^{2}=|g|_{N}^{2}=|m|_{M}^{2}+|q|_{Q_{N}}^{2}$ for all $g=m *_{N} q \in G$ with $m \in M$, $q \in Q_{N}$.
(III) The volume function $V_{a}(t)=d g\left\{g \in G:|g|_{a}<t\right\}$ satisfies

$$
c^{-1} t^{D} \leq V_{a}(t) \leq c t^{D}
$$

for all $t \geq 1$, where

$$
D=\sum_{k=1}^{r} k \operatorname{dim}\left(\mathfrak{q}_{N ; k} / \mathfrak{q}_{N ; k+1}\right)=\sum_{j=1}^{d} w(j)
$$

(IV) $|T(h) g|=|g|$ and $\left|g * h^{-1}\right|=\left|g *_{N} h^{-1_{N}}\right|$ for all $g, h \in G$.

Proof. For (I), see [35, Proposition III.4.2]. For (II), note from Lemma 2.12 that

$$
\left.B_{i}^{(N)}\right|_{g}=\left.\sum_{j=-p}^{d_{1}} T_{i, j}(g) B_{j}\right|_{g}
$$

for all $g \in G$ and $i \in\left\{-p, \ldots, d_{1}\right\}$, where $T_{i, j}=\Lambda_{b_{i}, b_{j}}$. The matrix $\left(T_{i, j}(g)\right)$ is orthogonal. Hence if $\gamma$ is a path with

$$
\dot{\gamma}(t)=\left.\sum_{i=-p}^{d_{1}} \xi_{i}(t) B_{i}^{(N)}\right|_{\gamma(t)}
$$

then $\dot{\gamma}(t)=\left.\sum_{i=-p}^{d_{1}} \eta_{i}(t) B_{i}\right|_{\gamma(t)}$ where $\sum_{i} \xi_{i}(t)^{2}=\sum_{i} \eta_{i}(t)^{2}$. Therefore $|g| \leq$ $|g|_{N}$, and the reverse inequality is proved similarly. The straightforward proof that $|g|_{N}^{2}=|m|_{M}^{2}+|q|_{Q_{N}}^{2}$ is left to the reader.

Since $Q_{N}$ is simply connected nilpotent, from [35, Section IV.5] we have

$$
c^{-1} t^{D} \leq d q\left\{q \in Q_{N}:|q|_{Q_{N}}<t\right\} \leq c t^{D}
$$

for $t \geq 1$. Then (III) follows easily from (I), (II) and the compactness of $M$.
If $\gamma$ is a path as above, then the path $\gamma_{h}=T(h) \circ \gamma$ satisfies

$$
\dot{\gamma}_{h}(t)=\left.\sum_{j=-p}^{d_{1}} \rho_{j}(t) B_{j}^{(N)}\right|_{\gamma_{h}(t)}
$$

where $\rho_{j}(t)=\sum_{i=-p}^{d_{1}} T_{i, j}(h) \xi_{i}(t)$. Then $\sum_{i} \rho_{i}(t)^{2}=\sum_{i} \xi_{i}(t)^{2}$ and we obtain $|T(h) g| \leq|g|$. But $|g|=\left|T\left(h^{-1_{N}}\right) T(h) g\right| \leq|T(h) g|$ so $|T(h) g|=|g|$.

Finally, from Lemma 10.6 we have $g * h^{-1}=T(h)\left(g *_{N} h^{-1_{N}}\right)$ and the last statement in (IV) follows.

### 2.5. Stratified nilshadows and scaling

In this subsection, we study scaling on $G$ under the assumption that $\mathfrak{g}$ has stratified nilshadow. That is, we assume that (2.8) holds.

Then the dilations $\gamma_{\varepsilon} \in \mathcal{L}\left(\mathfrak{q}_{N}\right)$ defined by $\gamma_{\varepsilon}\left(x_{j}\right)=\varepsilon^{j} x_{j}$ for $\varepsilon>0, x_{j} \in \mathfrak{h}_{j}$, $j \in\{1, \ldots, r\}$, are automorphisms of $\mathfrak{q}_{N}$. They extend to automorphisms of $\mathfrak{g}_{N}$ by setting $\gamma_{\varepsilon}(x+y)=x+\gamma_{\varepsilon}(y)$ for $x \in \mathfrak{m}, y \in \mathfrak{q}_{N}$.

Since $G_{N}$ is simply connected there exist automorphisms $\Gamma_{\varepsilon}$ of $G_{N}$ with $\Gamma_{\varepsilon}\left(\exp _{G_{N}} x\right)=\exp _{G_{N}}\left(\gamma_{\varepsilon} x\right)$ for all $x \in \mathfrak{g}$. Then $\Gamma_{\varepsilon} \circ \Gamma_{\delta}=\Gamma_{\varepsilon \delta}$ for $\varepsilon, \delta>0$, $\Gamma_{\varepsilon}\left(Q_{N}\right) \subseteq Q_{N}$, and $Q_{N}$ is a stratified nilpotent group with the dilations $\left.\Gamma_{\varepsilon}\right|_{Q_{N}}$ (see [25]). Note that $\Gamma_{\varepsilon}(m)=m$ for all $m \in M$.

Define $V_{\varepsilon}: L_{2} \rightarrow L_{2}$ by $V_{\varepsilon} \varphi=\varepsilon^{D / 2}\left(\varphi \circ \Gamma_{\varepsilon}\right)$.

Lemma 2.15 (I) $V_{\varepsilon}: L_{2} \rightarrow L_{2}$ is a unitary map, and $V_{\varepsilon}\left(L_{2 ; \infty}\right) \subseteq L_{2 ; \infty}$ for all $\varepsilon>0$.
(II) For $j \in\{-p, \ldots, d\}, B_{j}^{(N)}$ is homogeneous of order $w(j)$ in the sense that

$$
V_{\varepsilon}^{-1} B_{j}^{(N)} V_{\varepsilon}=\varepsilon^{w(j)} B_{j}^{(N)}
$$

for all $\varepsilon>0$.
(III) $\left|\Gamma_{\varepsilon} q\right|=\varepsilon|q|$ for all $q \in Q_{N}$ and $\varepsilon>0$.

Proof. That $V_{\varepsilon}$ is unitary is equivalent to the statement that $d g\left(\Gamma_{\varepsilon}(A)\right)=$ $\varepsilon^{D} d g(A)$ for Borel measurable $A \subseteq G_{N}$. Since the restriction $\gamma_{\varepsilon} \mid \mathfrak{q}_{N}$ has determinant $\varepsilon^{D}$, this follows by repeating the argument of Corollary 2.8.

Next, since $\Gamma_{\varepsilon}$ is an automorphism of $G_{N}$, one easily sees that $\varphi \circ \Gamma_{\varepsilon} \in$ $L_{2 ; \infty}\left(G_{N}\right)$ whenever $\varphi \in L_{2 ; \infty}\left(G_{N}\right)$. But $L_{2 ; \infty}\left(G_{N}\right)=L_{2 ; \infty}$ by Corollary 2.13, and part (I) follows.
(II) and (III) are straightforward consequences of the definitions and the automorphism property of $\Gamma_{\varepsilon}$; details are left to the reader.

Define $G_{\varepsilon}(\varepsilon>0)$ to be the Lie group with underlying manifold $G=G_{N}$ and multiplication law

$$
g *_{\varepsilon} h=\Gamma_{\varepsilon}\left(\left(\Gamma_{\varepsilon}^{-1} g\right) *\left(\Gamma_{\varepsilon}^{-1} h\right)\right)
$$

for $g, h \in G$. Note that $G_{1}=G$ and that $\Gamma_{\varepsilon}: G \rightarrow G_{\varepsilon}$ is a Lie isomorphism. For the Lie algebra $\mathfrak{g}_{\varepsilon}$ of $G_{\varepsilon}$ one has $\mathfrak{g}_{\varepsilon}=T_{e} G=\mathfrak{g}$ as vector spaces and the Lie bracket is

$$
[x, y]_{\varepsilon}=\gamma_{\varepsilon}\left(\left[\gamma_{\varepsilon}^{-1} x, \gamma_{\varepsilon}^{-1} y\right]\right)
$$

for all $x, y \in \mathfrak{g}$. Since the subspaces $\mathfrak{h}_{j}$ are $\tau$-invariant, one has $\gamma_{\varepsilon} \circ \tau(x)=$ $\tau(x) \circ \gamma_{\varepsilon}$ for $x \in \mathfrak{g}$ and hence $\Gamma_{\varepsilon} \circ T(g)=T(g) \circ \Gamma_{\varepsilon}$ for all $g \in G$ and $\varepsilon>0$. The group multiplications of $G_{\varepsilon}$ and $G_{N}$ are related by

$$
\begin{align*}
g *_{\varepsilon} h & =\Gamma_{\varepsilon}\left\{\left(T\left(\Gamma_{\varepsilon}^{-1}\left(h^{-1_{N}}\right)\right)\left(\Gamma_{\varepsilon}^{-1} g\right)\right) *_{N}\left(\Gamma_{\varepsilon}^{-1} h\right)\right\} \\
& =\left(\Gamma_{\varepsilon} \circ T\left(\Gamma_{\varepsilon}^{-1}\left(h^{-1_{N}}\right)\right) \circ \Gamma_{\varepsilon}^{-1}\right)(g) *_{N} h=T^{(\varepsilon)}\left(h^{-1_{N}}\right) g *_{N} h \tag{2.9}
\end{align*}
$$

where $T^{(\varepsilon)}=T \circ \Gamma_{\varepsilon}^{-1}: G_{N} \rightarrow \operatorname{Aut}\left(G_{N}\right)$. Observe that the argument of Corollary 2.8 shows that $d g$ is a Haar measure for $G_{\varepsilon}$.

Finally, we define rescaled versions of the operator $H$. Set $A_{k, \varepsilon}=$ $d L_{G_{\varepsilon}}\left(\varepsilon^{-1} \gamma_{\varepsilon} a_{k}\right)$ for $k \in\left\{1, \ldots, d^{\prime}\right\}$ and let

$$
H_{\varepsilon}=-\sum_{k, l=1}^{d^{\prime}} c_{k l} A_{k, \varepsilon} A_{l, \varepsilon}
$$

Then $A_{k, \varepsilon}, H_{\varepsilon}$ are right-invariant operators on $G_{\varepsilon}$, and $A_{k, 1}=A_{k}, H_{1}=H$. Because $\Gamma_{\varepsilon}: G \rightarrow G_{\varepsilon}$ and $\gamma_{\varepsilon}: \mathfrak{g} \rightarrow \mathfrak{g}_{\varepsilon}$ are Lie isomorphisms we have

$$
d L_{G_{\varepsilon}}\left(\gamma_{\varepsilon} a_{k}\right) \varphi=\left(d L_{G}\left(a_{k}\right)\left(\varphi \circ \Gamma_{\varepsilon}\right)\right) \circ \Gamma_{\varepsilon}^{-1}=V_{\varepsilon}^{-1} d L_{G}\left(a_{k}\right) V_{\varepsilon} \varphi
$$

for $\varphi$ in the domain of $A_{k, \varepsilon}$. This yields the scaling relations

$$
\begin{equation*}
A_{k, \varepsilon}=\varepsilon^{-1} V_{\varepsilon}^{-1} A_{k} V_{\varepsilon} \quad, \quad H_{\varepsilon}=\varepsilon^{-2} V_{\varepsilon}^{-1} H V_{\varepsilon} \tag{2.10}
\end{equation*}
$$

for all $\varepsilon>0$. By Lemma 2.12 we can express

$$
A_{k}=\sum_{j=-p}^{d} \sigma_{k, j} B_{j}^{(N)}
$$

(with equality in the sense of differential operators acting in $L_{2 ; \infty}$ ) where $\sigma_{k, j} \in \mathcal{E}_{1}$, and $\sigma_{k, j}$ constant for $j \in\left\{-p, \ldots, d_{0}\right\}$.

It follows using Lemma 2.15(II) that

$$
\begin{equation*}
A_{k, \varepsilon}=\sum_{j=-p}^{d} \varepsilon^{-1+w(j)} \sigma_{k, j}^{(\varepsilon)} B_{j}^{(N)} \tag{2.11}
\end{equation*}
$$

where $\sigma_{k, j}^{(\varepsilon)}=\sigma_{k, j} \circ \Gamma_{\varepsilon}^{-1}$ are bounded functions.
Also, since $\Gamma_{\varepsilon}\left(N^{\prime}\right) \subseteq N^{\prime}$ and from Lemma 2.11 we have

$$
\begin{equation*}
\sigma_{k, j}^{(\varepsilon)}\left(n *_{N} g\right)=\sigma_{k, j}^{(\varepsilon)}\left(g *_{N} n\right)=\sigma_{k, j}^{(\varepsilon)}(g) \tag{2.12}
\end{equation*}
$$

for all $n \in N^{\prime}$ and $g \in G$.

Remark If $\mathfrak{g}$ does not have stratified nilshadow, it is still possible to define dilation maps $\gamma_{\varepsilon}, \Gamma_{\varepsilon}$ and the groups $G_{\varepsilon}$. But in general, the $B_{j}^{(N)}$ are not homogeneous in the sense of Lemma 2.15, and equations (2.9), (2.11) are not valid.

One can express $B_{j}^{(N)}$ or $A_{k, \varepsilon}$ in terms of homogeneous vector fields on a group $G_{S}=M \times Q_{S}$, where $Q_{S}$ is a stratified limit group corresponding to the nilpotent group $Q_{N}$ (cf. [1, 29]). But when $Q_{S} \neq Q_{N}$ the coefficients in this expression involve polynomials and hence may be unbounded. Thus the assumption of stratified nilshadow leads to a simplification in the form of $A_{k, \varepsilon}$ which will be convenient later.

## 3. Preliminary estimates

In this section we record some initial regularity estimates for the operator $H$ in $L^{2}$, which serve as the basis for the proof of Theorem 1.1. We begin with results which follow by standard functional analysis from the definition of $H$, and then give more subtle estimates in terms of fractional, $G_{N}$-invariant derivatives.

Assume that $G$ has stratified nilshadow and continue all notations of previous sections.

Lemma 3.1 The operator $H_{\varepsilon}$ generates a bounded holomorphic semigroup $S_{z}^{\varepsilon}=e^{-z H_{\varepsilon}}$ in $L_{2}$, for $z$ in a complex sector $\Lambda(\Omega)=\{z \in \mathbb{C}-\{0\}:|\arg z|<$ $\Omega\}$, where $\Omega \in\langle 0, \pi / 2]$ is independent of $\varepsilon>0$. Moreover $\left\|S_{z}^{\varepsilon}\right\|_{2 \rightarrow 2} \leq 1$ for all $z \in \Lambda(\Omega)$.

For each $j \in \mathbb{N}$ and $k \in\left\{1, \ldots, d^{\prime}\right\}$ one has estimates

$$
\left\|H_{\varepsilon}^{j} S_{t}^{\varepsilon}\right\|_{2 \rightarrow 2} \leq c_{j} t^{-j} \quad, \quad\left\|A_{k, \varepsilon} S_{t}^{\varepsilon}\right\|_{2 \rightarrow 2} \leq c t^{-1 / 2}
$$

for all $t>0, \varepsilon>0$. One has resolvent estimates

$$
\begin{aligned}
\left\|\left(\lambda I+H_{\varepsilon}\right)^{-1}\right\|_{2 \rightarrow 2} & \leq c \lambda^{-1} \\
\left\|A_{k, \varepsilon}\left(\lambda I+H_{\varepsilon}\right)^{-1}\right\|_{2 \rightarrow 2}+\left\|\left(\lambda I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon}\right\|_{2 \rightarrow 2} & \leq c \lambda^{-1 / 2} \\
\left\|A_{k, \varepsilon}\left(\lambda I+H_{\varepsilon}\right)^{-1} A_{l, \varepsilon}\right\|_{2 \rightarrow 2} & \leq c
\end{aligned}
$$

for all $\lambda>0, \varepsilon>0, k, l \in\left\{1, \ldots, d^{\prime}\right\}$.
Proof. First consider the case $\varepsilon=1$. That $H=H_{1}$ generates a contractive holomorphic semigroup in $L_{2}$ was given in Section 1. The estimates $\left\|H^{j} S_{t}\right\|_{2 \rightarrow 2} \leq c_{j} t^{-j},\left\|A_{k} S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-1 / 2}$ and the resolvent estimates are straightforward consequences of the fact that $H$ generates a bounded holomorphic semigroup and/or the Gårding inequality (1.2).

For general $\varepsilon>0$, since $V_{\varepsilon}$ is a unitary transformation of $L_{2}$ it follows from (2.10) that $H_{\varepsilon}$ generates a holomorphic semigroup $S_{z}^{\varepsilon}, z \in \Lambda(\Omega)$. Moreover

$$
\begin{equation*}
S_{z}^{\varepsilon}=V_{\varepsilon}^{-1} S_{\varepsilon^{-2} z} V_{\varepsilon} \quad, \quad\left(\lambda I+H_{\varepsilon}\right)^{-1}=\varepsilon^{2} V_{\varepsilon}^{-1}\left(\varepsilon^{2} \lambda I+H\right)^{-1} V_{\varepsilon}, \tag{3.1}
\end{equation*}
$$

for all $z \in \Lambda(\Omega), \lambda>0$.
Once more applying (2.10) one easily obtains the estimates for $H_{\varepsilon}$ from the estimates for $H$, with constants $c$ independent of $\varepsilon$.

Corollary 3.2 Given $P \in \mathcal{R}(G)$, there exists $\rho \geq 0$ such that

$$
\left\|P S_{t}\right\|_{2 \rightarrow 2} \leq c\left(1+t^{-\rho}\right) \quad \text { for all } t>0
$$

Proof. Since $P$ is a linear combination of $A^{\alpha}, \alpha \in J\left(d^{\prime}\right)$, from the bounds (1.3) we obtain the existence of $\rho \geq 0$ such that $\left\|P S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-\rho}$ for all $0<t \leq 1$. For $t>1$ we have

$$
\left\|P S_{t}\right\|_{2 \rightarrow 2} \leq\left\|P S_{1}\right\|_{2 \rightarrow 2}\left\|S_{t-1}\right\|_{2 \rightarrow 2} \leq\left\|P S_{1}\right\|_{2 \rightarrow 2}
$$

and the corollary follows.
Let $r^{\prime}$ denote the rank of the generating list $a_{1}, \ldots, a_{d^{\prime}}$, that is, $r^{\prime}$ is the smallest positive integer $s$ such that $\mathfrak{g}$ is the linear span of all $a_{[\alpha]}$ with $\alpha \in J\left(d^{\prime}\right)$ and $1 \leq|\alpha| \leq s$. The following is the main result of this section.
Proposition 3.3 Given $\mu \in\left\langle 0,1 / r^{\prime}\right\rangle$, there exists $c=c(\mu)>0$ such that

$$
|q|^{-\mu}\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2} \leq c\|\chi\|_{2}+c \sum_{k=1}^{d^{\prime}}\left\|A_{k, \varepsilon} \chi\right\|_{2}
$$

for all $\chi \in L_{2 ; \infty}, \varepsilon \in\langle 0,1]$ and $q \in Q_{N}$ with $q \neq e$.
Remark The value $1 / r^{\prime}$ in the proposition is sufficient for our purposes, but is not sharp. For example, let $\mathfrak{g}=\mathfrak{q}_{N}$ be a stratified Lie algebra with nilpotent rank $r \geq 2$, and choose the generating list $a_{k}=b_{k}, k \in\left\{1, \ldots, d_{1}\right\}$, of $\mathfrak{g}$. Then $r^{\prime}=r \geq 2$, but the estimate of the proposition holds with $\mu=1$, by (3.3) below.

Proof. The proof is based on a global derivative estimate for sublaplacians obtained in [1] (one can give another proof based only on local regularity estimates from [17], but then the details are more complicated).

We will need the following elementary inequality. Let $U$ be a unitary representation of $G$ in a Hilbert space $\mathcal{H}$, let $d U\left(a_{k}\right)$ denote the generator of the unitary group $t \in \mathbb{R} \mapsto U\left(\exp \left(-t a_{k}\right)\right), k \in\left\{1, \ldots, d^{\prime}\right\}$, and let $\mathcal{H}_{\infty} \subseteq \mathcal{H}$ denote the $C^{\infty}$ subspace consisting of $u \in \mathcal{H}$ for which the vector-valued mapping $g \mapsto U(g) u$ is smooth. Then

$$
\begin{equation*}
\|(I-U(g)) u\|_{\mathcal{H}} \leq|g|_{a}\left(\sum_{k=1}^{d^{\prime}}\left\|d U\left(a_{k}\right) u\right\|_{\mathcal{H}}^{2}\right)^{1 / 2} \tag{3.2}
\end{equation*}
$$

for all $g \in G$ and $u \in \mathcal{H}_{\infty}$. The proof of (3.2) is straightforward from the definition of $|g|_{a}$ and the observation that if $\gamma:[0,1] \rightarrow G$ is a path from $e$ to $g^{-1}$ with $\dot{\gamma}(t)=\left.\sum_{k} \xi_{k}(t) A_{k}\right|_{\gamma(t)}$, then
$(I-U(g)) u=-\int_{0}^{1} d s \frac{d}{d s} U\left(\gamma(s)^{-1}\right) u=-\int_{0}^{1} d s \sum_{k=1}^{d^{\prime}} \xi_{k}(s) U\left(\gamma(s)^{-1}\right) d U\left(a_{k}\right) u$.

Let $\Delta=-\sum_{k=1}^{d^{\prime}} A_{k}^{2}$ be the sublaplacian on $G$ determined by $a_{1}, \ldots, a_{d^{\prime}}$, and $\Delta_{\varepsilon}=-\sum_{k=1}^{d^{\prime}} A_{k, \varepsilon}^{2}, \varepsilon>0$, the rescaled versions of $\Delta$. It is well known [35, 30] that the kernel $p_{t}$ of $e^{-t \Delta}$ satisfies Gaussian estimates of the form (1.4). Let $x \in \mathfrak{g}$ be arbitary and put $X=d L_{G}(x)$. From the Harnack inequalities of Theorem 7.7 of [1] we get an estimate

$$
\left|\left(X p_{t}\right)(g)\right| \leq c t^{-1 / 2} V_{a}(t)^{-1 / 2} e^{-b|g|_{a}^{2} / t}
$$

for all $t \geq 1$. Also, since $x$ is a linear combination of $a_{[\alpha]}$ with $1 \leq|\alpha| \leq r^{\prime}$, it follows from (1.3) that

$$
\left|\left(X p_{t}\right)(g)\right| \leq c^{\prime} t^{-r^{\prime} / 2} V_{a}(t)^{-1 / 2} e^{-b^{\prime}|g|_{a}^{2} / t}
$$

for $0<t<1$. By integration $\left\|X e^{-t \Delta}\right\|_{2 \rightarrow 2} \leq c\left(t^{-1 / 2}+t^{-r^{\prime} / 2}\right), t>0$, which by Lemma 2.12 yields

$$
\left\|B_{j}^{(N)} e^{-t \Delta}\right\|_{2 \rightarrow 2} \leq c\left(t^{-1 / 2}+t^{-r^{\prime} / 2}\right)
$$

for all $t>0$ and $j \in\left\{1, \ldots, d_{1}\right\}$. Using Lemma 2.15 we rescale to get

$$
\begin{aligned}
\left\|B_{j}^{(N)} e^{-t \Delta_{\varepsilon}}\right\|_{2 \rightarrow 2} & =\left\|\left(\varepsilon^{-1} V_{\varepsilon}^{-1} B_{j}^{(N)} V_{\varepsilon}\right)\left(V_{\varepsilon}^{-1} e^{-t \varepsilon^{-2} \Delta} V_{\varepsilon}\right)\right\|_{2 \rightarrow 2} \\
& =\varepsilon^{-1}\left\|B_{j}^{(N)} e^{-t \varepsilon^{-2} \Delta}\right\|_{2 \rightarrow 2} \\
& \leq c \varepsilon^{-1}\left(\left(t \varepsilon^{-2}\right)^{-1 / 2}+\left(t \varepsilon^{-2}\right)^{-r^{\prime} / 2}\right) \leq c\left(t^{-1 / 2}+t^{-r^{\prime} / 2}\right)
\end{aligned}
$$

for all $t>0, \varepsilon \in\langle 0,1]$ and $j \in\left\{1, \ldots, d_{1}\right\}$. Let us apply (3.2) to the representation $U(q)=L_{G_{N}}(q), q \in Q_{N}$, of $Q_{N}$ in $L_{2}$, with respect to the generating basis $b_{1}, \ldots, b_{d_{1}}$ of $\mathfrak{q}_{N}$. Since $q \mapsto|q|_{Q_{N}}=|q|$ is the associated modulus (Lemma 2.14) we obtain

$$
\begin{equation*}
|q|^{-1}\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2} \leq\left(\sum_{j=1}^{d_{1}}\left\|B_{j}^{(N)} \chi\right\|_{2}^{2}\right)^{1 / 2} \tag{3.3}
\end{equation*}
$$

for all $q \in Q_{N}, q \neq e$, and $\chi \in L_{2 ; \infty}$. Therefore

$$
|q|^{-1}\left\|\left(I-L_{G_{N}}(q)\right) e^{-t \Delta_{\varepsilon}}\right\|_{2 \rightarrow 2} \leq c\left(t^{-1 / 2}+t^{-r^{\prime} / 2}\right)
$$

for all $t>0, \varepsilon \in\langle 0,1]$ and $q \in Q_{N}, q \neq e$. Now fix $\mu \in\left\langle 0,1 / r^{\prime}\right\rangle$. Since

$$
\begin{aligned}
|q|^{-\mu}\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2} & =\left(|q|^{-1}\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2}\right)^{\mu}\left(\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2}\right)^{1-\mu} \\
& \leq\left(|q|^{-1}\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2}\right)^{\mu}\left(2\|\chi\|_{2}\right)^{1-\mu}
\end{aligned}
$$

and $e^{-t \Delta_{\varepsilon}}$ is a contraction semigroup on $L_{2}$, we deduce that

$$
|q|^{-\mu}\left\|\left(I-L_{G_{N}}(q)\right) e^{-t \Delta_{\varepsilon}}\right\|_{2 \rightarrow 2} \leq c\left(t^{-\mu / 2}+t^{-r^{\prime} \mu / 2}\right)
$$

for all $t>0$ and $\varepsilon \in\langle 0,1]$. The Laplace transform formula

$$
\left(I+\Delta_{\varepsilon}\right)^{-1 / 2}=c \int_{0}^{\infty} d t t^{-1 / 2} e^{-t} e^{-t \Delta_{\varepsilon}}
$$

then yields, because $r^{\prime} \mu<1$,

$$
|q|^{-\mu}\left\|\left(I-L_{G_{N}}(q)\right)\left(I+\Delta_{\varepsilon}\right)^{-1 / 2}\right\|_{2 \rightarrow 2} \leq c
$$

uniformly for all $\varepsilon \in\langle 0,1]$. Thus

$$
|q|^{-\mu}\left\|\left(I-L_{G_{N}}(q)\right) \chi\right\|_{2} \leq c\left\|\left(I+\Delta_{\varepsilon}\right)^{1 / 2} \chi\right\|_{2}
$$

for all $\varepsilon \in\langle 0,1], \chi \in L_{2 ; \infty}, q \in Q_{N}, q \neq e$. Since

$$
\left\|\left(I+\Delta_{\varepsilon}\right)^{1 / 2} \chi\right\|_{2}^{2}=\left(\left(I+\Delta_{\varepsilon}\right) \chi, \chi\right)=\|\chi\|_{2}^{2}+\sum_{k=1}^{d^{\prime}}\left\|A_{k, \varepsilon} \chi\right\|_{2}^{2}
$$

Proposition 3.3 follows.
We can combine Proposition 3.3 and Lemma 3.1 to get the following resolvent estimates. Introduce the operators

$$
L_{i}(t)=L_{G_{N}}\left(\exp _{G_{N}}\left(t b_{i}\right)\right) \quad, \quad L_{i}^{\prime}(t)=I-L_{i}(t)
$$

acting in $L_{2}$, for all $t \in \mathbb{R}$ and $i \in\{1, \ldots, d\}$. Note that $L_{i}(t)=e^{t B_{i}^{(N)}}$ is the one-parameter unitary group in $L_{2}$ generated by $-B_{i}^{(N)}$.

Corollary 3.4 There exist $c>0$ and $\mu \in\langle 0,1\rangle$ such that

$$
\begin{aligned}
\left\|L_{i}^{\prime}(t)\left(I+H_{\varepsilon}\right)^{-1}\right\|_{2 \rightarrow 2}+\left\|L_{i}^{\prime}(t)\left(I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon}\right\|_{2 \rightarrow 2} & \leq c|t|^{\mu} \\
\left\|\left(I+H_{\varepsilon}\right)^{-1} L_{i}^{\prime}(t)\right\|_{2 \rightarrow 2}+\left\|A_{k, \varepsilon}\left(I+H_{\varepsilon}\right)^{-1} L_{i}^{\prime}(t)\right\|_{2 \rightarrow 2} & \leq c|t|^{\mu}
\end{aligned}
$$

for all $i \in\{1, \ldots, d\}, k \in\left\{1, \ldots, d^{\prime}\right\}, t \in[-1,1]$ and $\varepsilon \in\langle 0,1]$.
Proof. The second estimate of the corollary follows by duality from the first estimate applied to the adjoint $H_{\varepsilon}^{*}$. To prove the first estimate, let $\varphi \in L_{2 ; \infty}$ and in Proposition 3.3 set $\chi=\left(I+H_{\varepsilon}\right)^{-1} \varphi$, or $\chi=\left(I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon} \varphi$, and $q=\exp _{G_{N}}\left(t b_{i}\right)$. Then the first estimate follows from Lemma 3.1, after noting that

$$
\left|\exp _{G_{N}}\left(t b_{i}\right)\right|=\left|\exp _{G_{N}}\left(|t| b_{i}\right)\right|=|t|^{1 / w(i)}\left|\exp _{G_{N}}\left(b_{i}\right)\right|
$$

for all $t \in \mathbb{R}$ by scaling (see Lemma 2.15(III)).

## 4. Proof of Theorem 1.1

### 4.1. The case of stratified nilshadow

In this subsection we prove Theorem 1.1, assuming that $G$ has stratified nilshadow (Definition 2.6). The main effort of the proof is to establish the estimate of Proposition 4.1 below. This is a regularity estimate for $H_{\varepsilon}$, because it essentially states that a certain derivative of a function $\varphi$ is estimated in $L_{2}$ by derivatives, of "lower order", of $H_{\varepsilon} \varphi$ and $\varphi$. This interpretation of the proposition is made precise in (4.5) below. The proof of Theorem 1.1 is then completed using an inductive argument on the "order".

For the proposition we need spaces of fractional derivatives in the direction of $B_{i}^{(N)}, i \in\{1, \ldots, d\}$. Our spaces are special cases of the Lipschitz spaces for semigroups studied in [7], Chapter 3. Fix $i \in\{1, \ldots, d\}$ and for $\nu \in\langle 0,2\rangle$ define a seminorm $[\cdot]_{2 ; \nu, i}$ by

$$
[\varphi]_{2 ; \nu, i}=\left(\int_{0}^{1} d t t^{-1}\left(t^{-\nu}\left\|L_{i}^{\prime}(t)^{2} \varphi\right\|_{2}\right)^{2}\right)^{1 / 2} .
$$

The Lipschitz space is $L_{2 ; \nu, i}=\left\{\varphi \in L_{2}:[\varphi]_{2 ; \nu, i}<\infty\right\}$, with norm

$$
\|\varphi\|_{2 ; \nu, i}=\|\varphi\|_{2}+[\varphi]_{2 ; \nu, i}
$$

Then $L_{2 ; \nu, i}$ is a Banach space and when $\nu<1$ the norm $\|\cdot\|_{2 ; \nu, i}$ is equivalent to the norm

$$
\varphi \mapsto\|\varphi\|_{2}+\left(\int_{0}^{1} d t t^{-1}\left(t^{-\nu}\left\|L_{i}^{\prime}(t) \varphi\right\|_{2}\right)^{2}\right)^{1 / 2}
$$

When $\nu=1$ the norm $\|\cdot\|_{2 ; 1, i}$ is equivalent to $\varphi \mapsto\|\varphi\|_{2}+\left\|B_{i}^{(N)} \varphi\right\|_{2}$. These equivalences follow by simple calculations from the spectral theorem for the skew-adjoint operator $B_{i}^{(N)}$ (compare, for example, Lemma 7.1 of [17]). It is also convenient to define $L_{2 ; 0, i}=L_{2}$ with norm $\|\cdot\|_{2,0, i}=\|\cdot\|_{2}$.

Finally, we need an ordering on the multi-indices in $J(d)$. If $\alpha=$ $\left(i_{1}, \ldots, i_{n}\right) \in J(d)$ define $[\alpha]_{j}$ as the number of $k \in\{1, \ldots, n\}$ such that $w\left(i_{k}\right)=j$ and set $[\alpha]=\left([\alpha]_{1}, \ldots,[\alpha]_{r}\right) \in \mathbb{N}_{0}^{r}$. Thus

$$
|\alpha|=\sum_{j=1}^{r}[\alpha]_{j} \quad \text { and } \quad\|\alpha\|=\sum_{j=1}^{r} j[\alpha]_{j} .
$$

Let $\prec$ be the dictionary order on the set $\{[\alpha]: \alpha \in J(d)\}$, so that $[\alpha] \prec[\beta]$ if and only if there exists an $l$ such that $[\alpha]_{l}<[\beta]_{l}$ and $[\alpha]_{j}=[\beta]_{j}$ for all $j<l$. Notice that $[\alpha]$ indicates the number of derivatives in $B^{(N) \alpha}$ in the direction of $\mathfrak{h}_{j}$ for each $j \in\{1, \ldots, r\}$.

Proposition 4.1 Let $\mu \in\langle 0,1\rangle$ be as in Corollary 3.4. Suppose $\alpha \in J(\mathfrak{n})$, $i \in\left\{d_{0}+1, \ldots, d\right\}, \nu \in\langle 0,1]$, and $\nu^{\prime} \in[0, \nu\rangle$ such that $\nu-\nu^{\prime} \leq \mu$. If $\nu=1$ let $\delta \in\langle 0,1\rangle$ be arbitrary, or if $\nu<1$ set $\delta=0$. Then there exists $c=c\left(\alpha, i, \nu, \nu^{\prime}, \delta\right)>0$ such that

$$
\begin{aligned}
\| B^{(N) \alpha} & \varphi\left\|_{2 ; \nu, i}+\sum_{k}\right\| B^{(N) \alpha} A_{k, \varepsilon} \varphi \|_{2 ; \nu, i} \leq \\
\leq & c\left\|B^{(N) \alpha} H_{\varepsilon} \varphi\right\|_{2 ; \nu^{\prime}, i}+c\left\|B^{(N) \alpha} \varphi\right\|_{2 ; \nu^{\prime}, i}+c\left\|B^{(N) \alpha} \varphi\right\|_{2} \\
& +c \sum_{l}\left\|B^{(N) \alpha} A_{l, \varepsilon} \varphi\right\|_{2}+c \sum_{\beta}\left(\left\|B^{(N) \beta} \varphi\right\|_{2 ; \nu, i}+\sum_{l}\left\|B^{(N) \beta} A_{l, \varepsilon} \varphi\right\|_{2 ; \nu, i}\right) \\
& +c \sum_{j}\left(\left\|B_{j}^{(N)} B^{(N) \alpha} \varphi\right\|_{2 ;, ;, i}+\sum_{l}\left\|B_{j}^{(N)} B^{(N) \alpha} A_{l, \varepsilon} \varphi\right\|_{2 ; \delta, i}\right)
\end{aligned}
$$

for all $\varepsilon \in\langle 0,1]$ and $\varphi \in L_{2 ; \infty}$, with the sums over $k, l \in\left\{1, \ldots, d^{\prime}\right\}, \beta \in$ $J(\mathfrak{n})$ with $|\beta|=|\alpha|,[\beta] \prec[\alpha]$, and $j \in\left\{d_{0}+1, \ldots, d\right\}$ with $w(j)>w(i)$.

The proof is based on the following formal identity. For an operator $P$, a function $\varphi$ and

$$
H_{\varepsilon}=-\sum_{k, l} c_{k l} A_{k, \varepsilon} A_{l, \varepsilon},
$$

we have

$$
\begin{align*}
& P \varphi=\left(I+H_{\varepsilon}\right)^{-1} P\left(I+H_{\varepsilon}\right) \varphi+\left(I+H_{\varepsilon}\right)^{-1}\left[H_{\varepsilon}, P\right] \varphi \\
&=\left(I+H_{\varepsilon}\right)^{-1} P\left(I+H_{\varepsilon}\right) \varphi-\sum_{k, l} c_{k l}\left(I+H_{\varepsilon}\right)^{-1}\left[A_{k, \varepsilon}, P\right] A_{l, \varepsilon} \varphi \\
&-\sum_{k, l} c_{k l}\left(I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon}\left[A_{l, \varepsilon}, P\right] \varphi . \tag{4.1}
\end{align*}
$$

To calculate $\left[A_{k, \varepsilon}, P\right]$ we require two lemmas on commutator identities, which exploit the nilpotency of $\mathfrak{q}_{N}$. Let $\operatorname{ad}_{N}$ denote the adjoint representation of $\mathfrak{g}_{N}$. The basic observation is that

$$
\left(\operatorname{ad}_{N} b_{i}\right)\left(\mathfrak{g}_{N}\right) \subseteq \mathfrak{q}_{N ; w(i)+1} \subseteq \mathfrak{n}
$$

for all $i=1, \ldots, d$. Indeed, the first inclusion follows because $b_{i} \in \mathfrak{q}_{N ; w(i)}$, $\left[\mathfrak{q}_{N ; w(i)}, \mathfrak{q}_{N}\right]_{N} \subseteq \mathfrak{q}_{N ; w(i)+1}$ and $\left[\mathfrak{q}_{N ; w(i)}, \mathfrak{m}\right]_{N} \subseteq\left[\mathfrak{q}_{N}, \mathfrak{m}\right]_{N}=\{0\}$. The second inclusion follows because $w(i) \geq 1$ so that $\mathfrak{q}_{N ; w(i)+1} \subseteq \mathfrak{q}_{N ; 2} \subseteq \mathfrak{n}$.

Lemma 4.2 If $X^{(N)}=d L_{G_{N}}(x), x \in \mathfrak{g}_{N}$, and $\alpha \in J(d)$, then there are real constants $c_{\beta}$ such that

$$
\begin{equation*}
\left[X^{(N)}, B^{(N) \alpha}\right]=\sum_{\beta} c_{\beta} B^{(N) \beta} \tag{4.2}
\end{equation*}
$$

with the sum over $\beta \in J(d)$ satisfying $|\beta|=|\alpha|,\|\beta\| \geq\|\alpha\|+1$ and $[\beta] \prec[\alpha]$. Moreover, if $\alpha \in J(\mathfrak{n})$ then $\beta \in J(\mathfrak{n})$ in the sum.

Proof. If $\alpha=\left(i_{1}, \ldots, i_{n}\right)$ then

$$
\left[X^{(N)}, B^{(N) \alpha}\right]=\sum_{q=1}^{n} B_{i_{1}}^{(N)} \ldots B_{i_{q-1}}^{(N)}\left[X^{(N)}, B_{i_{q}}^{(N)}\right] B_{i_{q+1}}^{(N)} \ldots B_{i_{n}}^{(N)} .
$$

From the observation preceding the lemma, there are $c_{q, j} \in \mathbb{R}$ with

$$
\left[x, b_{i_{q}}\right]_{N}=\sum_{j} c_{q, j} b_{j}
$$

with the sum over $j \in\left\{d_{0}+1, \ldots, d\right\}$ such that $w(j)>w\left(i_{q}\right)$. Hence

$$
\left[X^{(N)}, B_{i_{q}}^{(N)}\right]=\sum_{j} c_{q, j} B_{j}^{(N)}
$$

and the lemma follows.
Lemma 4.3 If $X^{(N)}=d L_{G_{N}}(x), x \in \mathfrak{g}_{N}$, and $i \in\{1, \ldots, d\}$, then there exist real constants $c_{q, j}$ such that

$$
\left[X^{(N)}, L_{i}(t)\right]=L_{i}(t) \sum_{q=1}^{r-1} \sum_{j} c_{q, j} t^{q} B_{j}^{(N)}
$$

for all $t \in \mathbb{R}$, with the sum over $j \in\left\{d_{0}+1, \ldots, d\right\}$ satisfying $w(j)>w(i)$.
Proof. One has

$$
\left[X^{(N)}, L_{i}(t)\right]=L_{i}(t)\left(L_{i}(-t) X^{(N)} L_{i}(t)-X^{(N)}\right)
$$

and

$$
L_{i}(-t) X^{(N)} L_{i}(t)=d L_{G_{N}}\left(\operatorname{Ad}_{N}\left(\exp _{G_{N}}\left(-t b_{i}\right)\right) x\right)=d L_{G_{N}}\left(e^{-t \operatorname{ad}_{N} b_{i}} x\right)
$$

where $\operatorname{Ad}_{N}$ denotes the adjoint representation of $G_{N}$ in $\mathfrak{g}_{N}$. Since $\mathfrak{q}_{N}$ has nilpotent rank $r$ and from the observations preceding Lemma 4.2, we have

$$
e^{-t \operatorname{ad}_{N} b_{i}} x=x+\sum_{q=1}^{r-1}(q!)^{-1}(-1)^{q} t^{q}\left(\operatorname{ad}_{N} b_{i}\right)^{q} x=x+\sum_{q=1}^{r-1} \sum_{j} c_{q, j} t^{q} b_{j}
$$

with the sum over $j \in\left\{d_{0}+1, \ldots, d\right\}$ satisfying $w(j)>w(i)$. The lemma follows.

Proof of Proposition 4.1. Let us fix $\mu, \alpha, i, \nu, \nu^{\prime}, \delta$ as in the hypothesis. By $\sum_{j}$ we will understand a sum over all $j \in\left\{d_{0}+1, \ldots, d\right\}$ satisfying $w(j)>w(i)$, and by $\sum_{\beta}$ a sum over all $\beta \in J(\mathfrak{n})$ with $|\beta|=|\alpha|$ and $[\beta] \prec[\alpha]$.

For $t \in \mathbb{R}$ we write $L(t)=L_{i}(t), L^{\prime}(t)=L_{i}^{\prime}(t)$, and consider the operator $D_{t}=L^{\prime}(t)^{2} B^{(N) \alpha}$. We put $P=D_{t}$ in the identity (4.1) and apply Lemma 3.1 and Corollary 3.4 to obtain

$$
\begin{align*}
\left\|D_{t} \varphi\right\|_{2} \leq & \left\|\left(I+H_{\varepsilon}\right)^{-1} L^{\prime}(t)\right\|_{2 \rightarrow 2}\left\|L^{\prime}(t) B^{(N) \alpha}\left(I+H_{\varepsilon}\right) \varphi\right\|_{2} \\
& +c \sum_{k, l}\left\|\left(I+H_{\varepsilon}\right)^{-1}\right\|_{2 \rightarrow 2}\left\|\left[A_{k, \varepsilon}, D_{t}\right] A_{l, \varepsilon} \varphi\right\|_{2} \\
& +c \sum_{k, l}\left\|\left(I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon}\right\|_{2 \rightarrow 2}\left\|\left[A_{l, \varepsilon}, D_{t}\right] \varphi\right\|_{2} \\
\leq & c t^{\mu}\left\|L^{\prime}(t) B^{(N) \alpha}\left(I+H_{\varepsilon}\right) \varphi\right\|_{2} \\
& +c \sum_{k, l}\left\|\left[A_{k, \varepsilon}, D_{t}\right] A_{l, \varepsilon} \varphi\right\|_{2}+c \sum_{k}\left\|\left[A_{k, \varepsilon}, D_{t}\right] \varphi\right\|_{2} \tag{4.3}
\end{align*}
$$

for all $t \in[0,1], \varphi \in L_{2 ; \infty}$ and $\varepsilon \in\langle 0,1]$. Next we derive an estimate for the commutator $\left[A_{k, \varepsilon}, D_{t}\right]$. From (2.11) we get

$$
\left[A_{k, \varepsilon}, D_{t}\right]=\sum_{u=-p}^{d} \varepsilon^{-1+w(u)}\left[\sigma_{k, u}^{(\varepsilon)} B_{u}^{(N)}, D_{t}\right]=\sum_{u=1}^{d} \varepsilon^{-1+w(u)} \sigma_{k, u}^{(\varepsilon)}\left[B_{u}^{(N)}, D_{t}\right]
$$

because (2.12) implies that $D_{t}$ commutes with multiplication by the functions $\sigma_{k, u}^{(\varepsilon)}$, and because $[\mathfrak{m}, \mathfrak{n}]_{N}=\{0\}$ implies that $\left[B_{u}^{(N)}, D_{t}\right]=0$ when $u \in\{-p, \ldots, 0\}$. We have

$$
\left[B_{u}^{(N)}, D_{t}\right]=L^{\prime}(t)^{2}\left[B_{u}^{(N)}, B^{(N) \alpha}\right]+\left[B_{u}^{(N)}, L^{\prime}(t)^{2}\right] B^{(N) \alpha}
$$

where the term $\left[B_{u}^{(N)}, B^{(N) \alpha}\right]$ may be expanded using Lemma 4.2. Also

$$
\begin{aligned}
{\left[B_{u}^{(N)}, L^{\prime}(t)^{2}\right] } & =2 L^{\prime}(t)\left[B_{u}^{(N)}, L^{\prime}(t)\right]+\left[\left[B_{u}^{(N)}, L^{\prime}(t)\right], L^{\prime}(t)\right] \\
& =2 L^{\prime}(t)\left[B_{u}^{(N)}, L(t)\right]+\left[\left[B_{u}^{(N)}, L(t)\right], L(t)\right]
\end{aligned}
$$

and applications of Lemma 4.3 yield that

$$
\left\|\left[B_{u}^{(N)}, L^{\prime}(t)^{2}\right] \chi\right\|_{2} \leq c t \sum_{j}\left\|L^{\prime}(t) B_{j}^{(N)} \chi\right\|_{2}+c t^{2} \sum_{j}\left\|B_{j}^{(N)} \chi\right\|_{2}
$$

for all $t \in[0,1]$ and $\chi \in L_{2 ; \infty}$.

Combining these observations gives the estimate

$$
\begin{aligned}
\left\|\left[A_{k, \varepsilon}, D_{t}\right] \chi\right\|_{2} \leq & c^{\prime} \sum_{u=1}^{d}\left\|\left[B_{u}^{(N)}, D_{t}\right] \chi\right\|_{2} \\
\leq & c \sum_{\beta}\left\|L^{\prime}(t)^{2} B^{(N) \beta} \chi\right\|_{2} \\
& \quad+c t \sum_{j}\left\|L^{\prime}(t) B_{j}^{(N)} B^{(N) \alpha} \chi\right\|_{2}+c t^{2} \sum_{j}\left\|B_{j}^{(N)} B^{(N) \alpha} \chi\right\|_{2}
\end{aligned}
$$

for all $t \in[0,1], \chi \in L_{2 ; \infty}, k \in\left\{1, \ldots, d^{\prime}\right\}$, and $\varepsilon \in\langle 0,1]$.
Substitute (4.4) with $\chi=\varphi$ and $\chi=A_{l, \varepsilon} \varphi$ into (4.3), and observe that $t^{-\nu} t^{\mu} \leq t^{-\nu^{\prime}}$ to get

$$
\begin{aligned}
& t^{-\nu}\left\|D_{t} \varphi\right\|_{2} \leq c t^{-\nu^{\prime}}\left\|L^{\prime}(t) B^{(N) \alpha}\left(I+H_{\varepsilon}\right) \varphi\right\|_{2} \\
& \quad+c t^{-\nu} \sum_{\beta}\left(\left\|L^{\prime}(t)^{2} B^{(N) \beta} \varphi\right\|_{2}+\sum_{l}\left\|L^{\prime}(t)^{2} B^{(N) \beta} A_{l, \varepsilon} \varphi\right\|_{2}\right) \\
& \quad+c t^{1-\nu} \sum_{j}\left(\left\|L^{\prime}(t) B_{j}^{(N)} B^{(N) \alpha} \varphi\right\|_{2}+\sum_{l}\left\|L^{\prime}(t) B_{j}^{(N)} B^{(N) \alpha} A_{l, \varepsilon} \varphi\right\|_{2}\right) \\
& \quad+c t^{2-\nu} \sum_{j}\left(\left\|B_{j}^{(N)} B^{(N) \alpha} \varphi\right\|_{2}+\sum_{l}\left\|B_{j}^{(N)} B^{(N) \alpha} A_{l, \varepsilon} \varphi\right\|_{2}\right)
\end{aligned}
$$

for all $t \in\langle 0,1]$ and $\varepsilon \in\langle 0,1]$. Take norms in $L_{2}\left(\langle 0,1\rangle ; t^{-1} d t\right)$ on both sides of this inequality. Note that if $\nu<1$ then $t \mapsto t^{1-\nu}$ is in $L_{2}\left(\langle 0,1\rangle ; t^{-1} d t\right)$, while if $\nu=1$ then $t^{1-\nu} \leq t^{-\delta}$. In either case one concludes that

$$
\begin{aligned}
{\left[B^{(N) \alpha} \varphi\right]_{2 ; \nu, i} \leq } & c\left\|B^{(N) \alpha}\left(I+H_{\varepsilon}\right) \varphi\right\|_{2 ; \nu^{\prime}, i} \\
& +c \sum_{\beta}\left(\left\|B^{(N) \beta} \varphi\right\|_{2 ; \nu, i}+\sum_{l}\left\|B^{(N) \beta} A_{l, \varepsilon} \varphi\right\|_{2 ; \nu, i}\right) \\
& +c \sum_{j}\left(\left\|B_{j}^{(N)} B^{(N) \alpha} \varphi\right\|_{2 ; \delta, i}+\sum_{l}\left\|B_{j}^{(N)} B^{(N) \alpha} A_{l, \varepsilon} \varphi\right\|_{2 ; \delta, i}\right)
\end{aligned}
$$

for all $\varepsilon \in\langle 0,1]$ and $\varphi \in L_{2 ; \infty}$. Therefore

$$
\left\|B^{(N) \alpha} \varphi\right\|_{2 ; \nu, i} \leq(*)
$$

where ( $*$ ) denotes the right side in the estimate of Proposition 4.1.

To complete the proof of the proposition it suffices to show that

$$
\left[B^{(N) \alpha} A_{h, \varepsilon} \varphi\right]_{2 ; \nu, i} \leq(*)
$$

for all $h \in\left\{1, \ldots, d^{\prime}\right\}$ and $\varepsilon \in\langle 0,1]$. This is achieved by a small variation of the above arguments. Note that

$$
\left\|D_{t} A_{h, \varepsilon} \varphi\right\|_{2} \leq\left\|A_{h, \varepsilon} D_{t} \varphi\right\|_{2}+\left\|\left[A_{h, \varepsilon}, D_{t}\right] \varphi\right\|_{2}
$$

where the second term on the right side is estimated by (4.4). To bound the first term we premultiply (4.1) by $A_{h, \varepsilon}$ and get

$$
\begin{aligned}
\left\|A_{h, \varepsilon} D_{t} \varphi\right\|_{2} \leq & \left\|A_{h, \varepsilon}\left(I+H_{\varepsilon}\right)^{-1} L^{\prime}(t)\right\|_{2 \rightarrow 2}\left\|L^{\prime}(t) B^{(N) \alpha}\left(I+H_{\varepsilon}\right) \varphi\right\|_{2} \\
& +c \sum_{k, l}\left\|A_{h, \varepsilon}\left(I+H_{\varepsilon}\right)^{-1}\right\|_{2 \rightarrow 2}\left\|\left[A_{k, \varepsilon}, D_{t}\right] A_{l, \varepsilon} \varphi\right\|_{2} \\
& +c \sum_{k, l}\left\|A_{h, \varepsilon}\left(I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon}\right\|_{2 \rightarrow 2}\left\|\left[A_{l, \varepsilon}, D_{t}\right] \varphi\right\|_{2} .
\end{aligned}
$$

In this inequality all terms on the right side can be estimated thanks to Lemma 3.1, Corollary 3.4 and (4.4). Reasoning as before, we get an estimate for $t^{-\nu}\left\|D_{t} A_{h, \varepsilon} \varphi\right\|_{2}, t \in\langle 0,1]$, which yields $\left[B^{(N) \alpha} A_{h, \varepsilon} \varphi\right]_{2 ; \nu, i} \leq(*)$ after taking norms in $L_{2}\left(\langle 0,1\rangle ; t^{-1} d t\right)$. This finishes the proof of Proposition 4.1.

We now complete the proof of Theorem 1.1 in the case that $G$ has stratified nilshadow. Let $\mu \in\langle 0,1\rangle$ be as in Corollary 3.4. Choose $q \in \mathbb{N}$ with $q \mu>1$ and fix $\mu_{0}, \mu_{1}, \ldots, \mu_{q}$ satisfying

$$
0=\mu_{0}<\mu_{1}<\ldots<\mu_{q}=1
$$

and $\mu_{j}-\mu_{j-1}<\mu$ for $j \in\{1, \ldots, q\}$. Let $\mathcal{J}$ denote the set of all triples $\mathcal{A}=(\alpha, \nu, i)$ where $\alpha \in J(\mathfrak{n}), \nu \in\left\{0, \mu_{1}, \ldots, \mu_{q-1}\right\}$ and $i \in\left\{d_{0}+1, \ldots, d\right\}$. We write $|\mathcal{A}|=|\alpha|$ and set

$$
|\varphi|_{\mathcal{A}}=\left\|B^{(N) \alpha} \varphi\right\|_{2 ; \nu, i}
$$

for all $\varphi \in L_{2 ; \infty}$. Define an $r$-tuple $[\mathcal{A}]=\left(\rho_{1}, \ldots, \rho_{r}\right)$, the "order" of $\mathcal{A}$, by

$$
[\mathcal{A}]=[\alpha]+\nu \mathbf{e}_{w(i)} \in \mathbb{R}^{r}
$$

where $\mathbf{e}_{j}$ denotes the $j$-th standard basis vector in $\mathbb{R}^{r}$. Then $\mathcal{O}=\{[\mathcal{A}]: \mathcal{A} \in \mathcal{J}\}$ is a countable subset of $\mathbb{R}^{r}$. Moreover $\mathcal{O}$ is a well-ordered set under the dictionary order $\prec$, where $\left(\rho_{1}, \ldots, \rho_{r}\right) \prec\left(\rho_{1}^{\prime}, \ldots, \rho_{r}^{\prime}\right)$ means that there is an $l$ with $\rho_{l}<\rho_{l}^{\prime}$ and $\rho_{j}=\rho_{j}^{\prime}$ for all $j<l$.

With this notation, Proposition 4.1 yields the following inequality. For each $\mathcal{A} \in \mathcal{J}$ with $[\mathcal{A}] \neq 0$, there exists $c=c(\mathcal{A})>0$ such that

$$
\begin{equation*}
|\varphi|_{\mathcal{A}}+\sum_{k}\left|A_{k, \varepsilon} \varphi\right|_{\mathcal{A}} \leq c \sum_{\substack{\mid \mathcal{B}]<[\mathcal{A}] \\|\mathcal{B}| \leq|\mathcal{A}|+1}}\left(\left|H_{\varepsilon} \varphi\right|_{\mathcal{B}}+|\varphi|_{\mathcal{B}}+\sum_{k}\left|A_{k, \varepsilon} \varphi\right|_{\mathcal{B}}\right) \tag{4.5}
\end{equation*}
$$

for all $\varphi \in L_{2 ; \infty}$ and $\varepsilon \in\langle 0,1]$. Note that the sum on the right side is over a finite number of $\mathcal{B} \in \mathcal{J}$, and sums over $k$ are understood to be over $k \in\left\{1, \ldots, d^{\prime}\right\}$. Remark that in case $\mathcal{A}=(\alpha, 0, i)$, we derive (4.5) from the $\nu=1$ case of Proposition 4.1 and the fact that for each $j \in\left\{d_{0}+1, \ldots, d\right\}$ the norm $\|\cdot\|_{2 ; 1, j}$ is equivalent to $\varphi \mapsto\|\varphi\|_{2}+\left\|B_{j}^{(N)} \varphi\right\|_{2}$.

Next we claim that for each $\mathcal{A} \in \mathcal{J}$, there exists $c=c(\mathcal{A})>0$ and $j=j(\mathcal{A}) \in \mathbb{N}$ such that

$$
\begin{equation*}
|\varphi|_{\mathcal{A}}+\sum_{k}\left|A_{k, \varepsilon} \varphi\right|_{\mathcal{A}} \leq c\left(\|\varphi\|_{2}+\sum_{l=1}^{j}\left\|H_{\varepsilon}^{l} \varphi\right\|_{2}\right) \tag{4.6}
\end{equation*}
$$

for all $\varphi \in L_{2 ; \infty}$ and $\varepsilon \in\langle 0,1]$. Indeed, when $[\mathcal{A}]=0$ then $|\cdot|_{\mathcal{A}}=\|\cdot\|_{2}$, and the claim (with $j=1$ ) is a consequence of the resolvent estimates of Lemma 3.1. Suppose $[\mathcal{A}] \neq 0$. By induction on the well-ordered set $\mathcal{O}$, we may assume the claim is true for all $\mathcal{B} \in \mathcal{J}$ with $[\mathcal{B}] \prec[\mathcal{A}]$. But applying (4.5) and then the induction hypothesis, we see that the claim is true for $\mathcal{A}$. This proves (4.6) for all $\mathcal{A}$.

In (4.6), choose $\mathcal{A}$ of the form $\mathcal{A}=(\alpha, 0, i)$ and set $\varphi=S_{1}^{\varepsilon} \psi, \psi \in L_{2}$. (Note that $S_{t}$ maps $L_{2}$ into $L_{2 ; \infty}$ for $t>0$ as a consequence of local estimates (1.3), and that $V_{\varepsilon}\left(L_{2 ; \infty}\right) \subseteq L_{2 ; \infty}$ by Lemma 2.15(I). Hence $\varphi \in L_{2 ; \infty}$ by scaling.) From Lemma 3.1 we have for each $l \in \mathbb{N}$ an estimate $\left\|H^{l} S_{1}^{\varepsilon} \psi\right\|_{2} \leq$ $c_{l}\|\psi\|_{2}$. We conclude that for each $\alpha \in J(\mathfrak{n})$, there is $c(\alpha)>0$ such that

$$
\left\|B^{(N) \alpha} S_{1}^{\varepsilon}\right\|_{2 \rightarrow 2}+\sum_{k}\left\|B^{(N) \alpha} A_{k, \varepsilon} S_{1}^{\varepsilon}\right\|_{2 \rightarrow 2} \leq c(\alpha)
$$

for all $\varepsilon \in\langle 0,1]$. Now rescale using Lemma 2.15 and the identities (2.10), (3.1) to get

$$
\begin{equation*}
\left\|B^{(N) \alpha} S_{t}\right\|_{2 \rightarrow 2}+t^{1 / 2} \sum_{k}\left\|B^{(N) \alpha} A_{k} S_{t}\right\|_{2 \rightarrow 2} \leq c(\alpha) t^{-\|\alpha\| / 2} \tag{4.7}
\end{equation*}
$$

for all $t \geq 1$. Let $y_{1}, \ldots, y_{m}$ be as in the statement of Theorem 1.1. Then $y_{i} \in \mathfrak{n} \cap \mathfrak{q}_{N ; j_{i}}$ and it follows by Lemma 2.12 that

$$
Y_{i}=\sum_{l} \sigma_{i, l} B_{l}^{(N)}
$$

where $\sigma_{i, l} \in \mathcal{E}$ and the sum is over $l \in\left\{d_{0}+1, \ldots, d\right\}$ with $w(l) \geq j_{i}$.

By Corollary 2.13 , the $B_{l}^{(N)}$ for $l>d_{0}$ commute with multiplication by elements of $\mathcal{E}$. Thus we may express

$$
\begin{equation*}
Y_{1} \ldots Y_{m}=\sum_{\alpha} \sigma_{\alpha} B^{(N) \alpha} \tag{4.8}
\end{equation*}
$$

where $\sigma_{\alpha} \in \mathcal{E}$ and the sum is over $\alpha \in J(\mathfrak{n})$ with $|\alpha|=m$ and $\|\alpha\| \geq$ $w=j_{1}+\cdots+j_{m}$. Therefore the bounds of Theorem 1.1 follow immediately from (4.7).

## Remarks

(a) We have assumed that $\varphi \in L_{2 ; \infty}$ in Proposition 4.1, but the proof shows that the estimate of the proposition is valid whenever $\varphi \in L_{2}$ and the right side of the estimate is finite. Then (4.5) holds whenever $\varphi \in L_{2}$ and the right side of (4.5) is finite, and we deduce that (4.6) holds for all $\varphi \in L_{2}$ in the domain of $H_{\varepsilon}^{j}$. Thus we see that the local regularity result $S_{t}\left(L_{2}\right) \subseteq L_{2 ; \infty}(t>0)$ is not essential for the proof of (4.7).
(b) Let us justify Remark (d) in Section 1. Suppose that $G$ is stratified nilpotent, with $\left\{\mathfrak{h}_{j}\right\}$ a stratification of the nilpotent Lie algebra $\mathfrak{g}=\mathfrak{q}_{N}=\mathfrak{n}$, and that $a_{1}, \ldots, a_{d^{\prime}}$ is a basis of the "first slice" $\mathfrak{h}_{1}$ (thus $d^{\prime}=d_{1}$, and we may assume that $a_{k}=b_{k}$ for $\left.k \in\left\{1, \ldots, d^{\prime}\right\}\right)$. Then $G=G_{\varepsilon}=G_{N}=Q_{N}$ as Lie groups, $A_{k, \varepsilon}=A_{k}, H_{\varepsilon}=H$, for all $\varepsilon>0$, and $B^{(N) \alpha}=B^{\alpha}$ for all $\alpha \in J(d)=J(\mathfrak{n})$. Proposition 3.3 holds with $\mu=1$ : indeed, this is just the elementary estimate (3.3). The estimate (4.6), Remark (a) above, and interpolation between powers of $H$, yield that

$$
\begin{equation*}
\left\|B^{\alpha} \varphi\right\|_{2} \leq c\left(\|\varphi\|_{2}+\left\|H^{j} \varphi\right\|_{2}\right) \tag{4.9}
\end{equation*}
$$

for all $\varphi \in L_{2}$ in the domain of $H^{j}$. This estimate is a special case of results of [27] for homogeneous hypoelliptic operators, but is here derived independently. The estimates (4.9), together with the fact that $H$ is homogeneous of order 2, are sufficient to apply Sobolev-embedding, scaling and perturbation arguments, as in [3], Section 2, or [14],Section 2. The conclusion, as in these references, is that $S_{t}$ has a kernel $K_{t}$ which, together with all its $B^{\alpha}$-derivatives, satisfies global Gaussian bounds.

### 4.2. The general case

We now prove Theorem 1.1 for general $G$ without an assumption of stratified nilshadow. Our method is to realize $G$ as a quotient of a group $\widetilde{G}$ with stratified nilshadow, and transfer the estimates of the theorem from $\widetilde{G}$ to $G$ with a standard transference result (see [9]). The details are as follows.

If $\mathfrak{g}$ is the Lie algebra of $G$, Proposition 10.7 gives the existence of a type $R$ Lie algebra $\tilde{\mathfrak{g}}$, with stratified nilshadow in the sense of Definition 2.6, and a surjective homomorphism $\pi: \tilde{\mathfrak{g}} \rightarrow \mathfrak{g}$. Let $\widetilde{G}$ be the connected, simply connected group of polynomial growth with Lie algebra $\tilde{\mathfrak{g}}$. Since $\widetilde{G}$ is simply connected, there is a surjective homomorphism $\Lambda: \widetilde{G} \rightarrow G$ such that $d \Lambda=\pi$.

As usual we write $A_{k}=d L_{G}\left(a_{k}\right), k \in\left\{1, \ldots, d^{\prime}\right\}$ and consider

$$
H=-\sum_{k, l=1}^{d^{\prime}} c_{k l} A_{k} A_{l}
$$

acting in $L_{2}(G ; d g)$, with $K_{t}$ the convolution kernel of $S_{t}=e^{-t H}$. Choose elements $\tilde{a}_{k} \in \tilde{\mathfrak{g}}$ with $\pi\left(\tilde{a}_{k}\right)=a_{k}, k \in\left\{1, \ldots, d^{\prime}\right\}$. Let $\tilde{a}_{d^{\prime}+1}, \ldots, \tilde{a}_{d^{\prime \prime}}$ be a vector space basis for the kernel $\mathfrak{e}=\pi^{-1}\{0\}$ of $\pi$, where $d^{\prime \prime}=d^{\prime}+\operatorname{dim}(\mathfrak{e})$. If $\mathfrak{h}$ denotes the Lie subalgebra of $\tilde{\mathfrak{g}}$ generated by $\tilde{a}_{1}, \ldots, \tilde{a}_{d^{\prime \prime}}$, then $\pi(\mathfrak{h})=\mathfrak{g}$ and hence

$$
\tilde{\mathfrak{g}}=\pi^{-1}(\mathfrak{g})=\pi^{-1}(\pi(\mathfrak{h}))=\mathfrak{h}+\mathfrak{e}=\mathfrak{h} .
$$

Therefore $\tilde{a}_{1}, \ldots, \tilde{a}_{d^{\prime \prime}}$ generate $\tilde{\mathfrak{g}}$. Write $\widetilde{A}_{k}=d L_{\widetilde{G}}\left(\tilde{a}_{k}\right)$ and consider the subelliptic operator

$$
\widetilde{H}=-\sum_{k, l=1}^{d^{\prime}} c_{k l} \widetilde{A}_{k} \widetilde{A}_{l}-\sum_{k=d^{\prime}+1}^{d^{\prime \prime}} \widetilde{A}_{k}^{2}
$$

acting in $L_{2}(\widetilde{G} ; d \tilde{g})$, where $d \tilde{g}$ is Haar measure for $\widetilde{G}$. Let $\widetilde{K}_{t}$ denote the convolution kernel of the semigroup $\widetilde{S}_{t}=e^{-t \widetilde{H}}, t>0$. Since $\widetilde{G}$ has stratified nilshadow, the estimates of Theorem 1.1 are valid for $\widetilde{S}_{t}$.

For $\varphi \in C^{\infty}(G)$ one has

$$
\widetilde{A}_{k}(\varphi \circ \Lambda)=\left(A_{k} \varphi\right) \circ \Lambda
$$

for $k \in\left\{1, \ldots, d^{\prime}\right\}$, and $\widetilde{A}_{k}(\varphi \circ \Lambda)=0$ for $k \in\left\{d^{\prime}+1, \ldots, d^{\prime \prime}\right\}$. Hence

$$
\begin{equation*}
\widetilde{H}(\varphi \circ \Lambda)=(H \varphi) \circ \Lambda \tag{4.10}
\end{equation*}
$$

for $\varphi \in C^{\infty}(G)$. For $1 \leq q<\infty$, let $U$ be the isometric representation of $\widetilde{G}$ in $L_{q}(G)$ given by $U(\tilde{g})=L_{G}(\Lambda \tilde{g}), \tilde{g} \in \widetilde{G}$. For $\psi \in L_{1}(\widetilde{G})$ define the operator $U(\psi)$ acting in $L_{q}(G)$ by

$$
U(\psi)=\int_{\widetilde{G}} d \tilde{g} \psi(\widetilde{g}) U(\widetilde{g})
$$

It follows from (4.10) and standard group-theoretic considerations, as in [22], that

$$
S_{t}=U\left(\widetilde{K}_{t}\right)
$$

as operators in $L_{q}(G)$, and more generally

$$
X_{1} \cdots X_{m} S_{t}=U\left(\widetilde{X}_{1} \cdots \widetilde{X}_{m} \widetilde{K}_{t}\right)
$$

where $X_{j}=d L_{G}\left(\pi\left(\tilde{x}_{j}\right)\right)=d U\left(\tilde{x}_{j}\right)$ and $\widetilde{X}_{j}=d L_{\widetilde{G}}\left(\tilde{x}_{j}\right)$ for arbitrary elements $\tilde{x}_{1}, \ldots, \tilde{x}_{m}$ of $\tilde{\mathfrak{g}}$. Note that $\widetilde{X}_{1} \cdots \widetilde{X}_{m} \widetilde{K}_{t}$ is the convolution kernel of the operator $\widetilde{X}_{1} \cdots \widetilde{X}_{m} \widetilde{S}_{t}$, and is an element of $L_{1}(\widetilde{G})$ (as follows from the Gaussian estimates (1.3) applied to $\widetilde{K}_{t}$ ). Therefore we can apply a transference theorem, Theorem 2.4 of [9], to get

$$
\begin{equation*}
\left\|X_{1} \cdots X_{m} S_{t}\right\|_{q \rightarrow q} \leq\left\|\widetilde{X}_{1} \cdots \widetilde{X}_{m} \widetilde{S}_{t}\right\|_{q \rightarrow q} \tag{4.11}
\end{equation*}
$$

(with the operator norm in $L_{q}(G)$ on the left side, and in $L_{q}(\widetilde{G})$ on the right side). From Proposition 10.7 we have $\pi\left(\tilde{\mathfrak{q}}_{N ; j}\right)=\mathfrak{q}_{N ; j}$ for all $j \in \mathbb{N}$, and $\pi^{-1}(\mathfrak{n})=\tilde{\mathfrak{n}}$. Therefore if $x_{1}, \ldots, x_{m} \in \mathfrak{n}$ with $x_{i} \in \mathfrak{q}_{N ; j i}$, then there exist $\tilde{x}_{i} \in \tilde{\mathfrak{n}} \cap \tilde{\mathfrak{q}}_{N ; j_{i}}$ such that $x_{i}=\pi\left(\tilde{x}_{i}\right)$ for all $i \in\{1, \ldots, m\}$. Then applying Theorem 1.1 to $\widetilde{H}$, we deduce from (4.11) that

$$
\left\|X_{1} \cdots X_{m} S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-w / 2}
$$

for $t \geq 1$, with $w=j_{1}+\cdots+j_{m}$. Similarly, we can get the second estimate of Theorem 1.1 by putting $X_{m}=A_{k}, \widetilde{X}_{m}=\widetilde{A}_{k}$ in (4.11). This ends the proof of Theorem 1.1.

## 5. Proof of Theorem 1.2

Let $G_{\mathfrak{s}}$ be the analytic subgroup of $G$ with Lie algebra $\mathfrak{s}$. The key to proving Theorem 1.2 is the remark that $G_{\mathfrak{s}}$ is compact and normal, because $\mathfrak{s}$ is a type $R$ semisimple ideal of $\mathfrak{g}$.

To avoid triviality, we assume that $\operatorname{dim}(\mathfrak{s}) \geq 1$. Let $Y=d L_{G}(y)$ where $y \in \mathfrak{s}$, and let $P, Q \in \mathcal{R}(G)$. Our first goal is to obtain the $L_{2}$-estimate

$$
\begin{equation*}
\left\|P Y Q S_{t}\right\|_{2 \rightarrow 2} \leq c e^{-\sigma t} \tag{5.1}
\end{equation*}
$$

for some $c, \sigma>0$ and all $t \geq 1$.
Let $\mathcal{P}: L_{2} \rightarrow L_{2}$ denote the orthogonal projection onto the subspace of $L_{2}$ consisting of functions which are constant along the cosets $g G_{\mathfrak{s}}=G_{\mathfrak{s}} g$ for all $g \in G$. If $\varphi \in L_{2}$ is continuous and compactly supported, it is easy to see that

$$
(\mathcal{P} \varphi)(g)=\int_{G_{\mathfrak{s}}} d s \varphi(g s)=\int_{G_{\mathfrak{s}}} d s \varphi(s g)
$$

for all $g \in G$, where $d s$ is Haar measure for $G_{\mathfrak{s}}$ normalized so that $d s\left(G_{\mathfrak{s}}\right)=1$. The main step to prove (5.1) is the following lemma, which extends arguments of [23, Section 4].

Lemma 5.1 The projection $\mathcal{P}: L_{2} \rightarrow L_{2}$ commutes with $X=d L_{G}(x)$ for any $x \in \mathfrak{g}$, and hence commutes with $H$ and $S_{t}$. There exist $c, \omega>0$ such that

$$
\left\|S_{t}(I-\mathcal{P})\right\|_{2 \rightarrow 2} \leq c e^{-\omega t}
$$

for all $t>0$.
Proof. The first formula for $\mathcal{P} \varphi$ easily implies that $L_{G}(g) \mathcal{P}=\mathcal{P} L_{G}(g)$ for all $g \in G$. Therefore $\mathcal{P}$ commutes with $d L_{G}(x)$, with $H$ and with $S_{t}=e^{-t H}$.

Let $e_{1}, \ldots, e_{q}$ be a vector space basis for $\mathfrak{s}$ and set $E_{j}=d L_{G}\left(e_{j}\right), F_{j}=$ $d L_{G_{\mathfrak{s}}}\left(e_{j}\right)$. Since $G_{\mathfrak{s}}$ is compact and connected, the operator

$$
H_{\mathfrak{s}}=-\sum_{j=1}^{q} F_{j}^{2}
$$

acting in $L_{2}\left(G_{\mathfrak{s}} ; d s\right)$ has a compact resolvent. Moreover, there exists $\lambda>0$ such that $H_{\mathfrak{s}} \geq \lambda I$ on the orthogonal complement in $L_{2}\left(G_{\mathfrak{s}}\right)$ of the constant functions (see [30], Section IV.3).

Let $\varphi \in(I-\mathcal{P})\left(C_{c}^{\infty}(G)\right) \subseteq C_{c}^{\infty}(G)$ and define $\varphi_{g} \in C^{\infty}\left(G_{\mathfrak{s}}\right)$ by $\varphi_{g}(s)=$ $\varphi(s g)$ for all $g \in G, s \in G_{\mathfrak{s}}$. Observe that $F_{j}\left(\varphi_{g}\right)=\left(E_{j} \varphi\right)_{g}$, and that $\varphi_{g}$ is orthogonal to constants because $0=(\mathcal{P} \varphi)(g)=\int_{G_{\mathfrak{s}}} d s \varphi_{g}(s)$. For $\psi \in C_{c}(G)$ we have the integration formula

$$
\int_{G} d g \psi(g)=\int_{G / G_{\mathfrak{s}}} d \dot{g} \int_{G_{\mathfrak{s}}} d s \psi(s g)
$$

where $\dot{g}=g G_{\mathfrak{s}}=G_{\mathfrak{s}} g$ and $d \dot{g}$ is Haar measure for the group $G / G_{\mathfrak{s}}$ (see for example [24]). Combining these remarks we obtain

$$
\begin{aligned}
\sum_{j=1}^{q}\left\|E_{j} \varphi\right\|_{2}^{2} & =\sum_{j=1}^{q} \int_{G / G_{\mathfrak{s}}} d \dot{g} \int_{G_{\mathfrak{s}}} d s\left|\left(E_{j} \varphi\right)(s g)\right|^{2} \\
& =\sum_{j=1}^{q} \int_{G / G_{\mathfrak{s}}} d \dot{g} \int_{G_{\mathfrak{s}}} d s\left|\left(F_{j} \varphi_{g}\right)(s)\right|^{2} \\
& \geq \lambda \int_{G / G_{\mathfrak{s}}} d \dot{g} \int_{G_{\mathfrak{s}}} d s\left|\left(\varphi_{g}\right)(s)\right|^{2}=\lambda\|\varphi\|_{2}^{2}
\end{aligned}
$$

for all $\varphi \in(I-\mathcal{P}) C_{c}^{\infty}$. Next, the argument of Lemma 4.2 of [23] shows that for each $\alpha \in J\left(d^{\prime}\right)$ with $|\alpha| \geq 1$, there is $l=l(\alpha) \in \mathbb{N}$ such that

$$
\left\|A^{\alpha} \varphi\right\|_{2} \leq \varepsilon\|\varphi\|_{2}+c_{\varepsilon}\left\|H^{l} \varphi\right\|_{2}
$$

for all $\varphi \in C_{c}^{\infty}$ and $\varepsilon>0$, where $c_{\varepsilon}>0$ depends on $\varepsilon$.

Since each $E_{j}$ is expressible as a linear combination of $A^{\alpha}$ with $|\alpha| \geq 1$, it easily follows that there is an $l \in \mathbb{N}$ such that

$$
\sum_{j=1}^{q}\left\|E_{j} \varphi\right\|_{2}^{2} \leq \varepsilon\|\varphi\|_{2}^{2}+c_{\varepsilon}\left\|H^{l} \varphi\right\|_{2}^{2}
$$

for all $\varphi \in C_{c}^{\infty}$ and $\varepsilon>0$, with $c_{\varepsilon}>0$ depending on $\varepsilon$. Fixing $\varepsilon<\lambda$ we obtain the existence of $\lambda^{\prime}>0$ such that

$$
\begin{equation*}
\left\|H^{l} \varphi\right\|_{2} \geq \lambda^{\prime}\|\varphi\|_{2} \tag{5.2}
\end{equation*}
$$

for all $\varphi \in(I-\mathcal{P}) C_{c}^{\infty}$. Note that $S_{t}^{\prime}=S_{t}(I-\mathcal{P})$ is the holomorphic semigroup generated by the operator $H(I-\mathcal{P})$ in $L_{2}$. Then the estimate $\left\|S_{t}^{\prime}\right\|_{2 \rightarrow 2} \leq c e^{-\omega t}$ is a consequence of (5.2) and a spectral lemma for holomorphic semigroups, Lemma 4.2 of [14].

Remark The lemma and its proof remain valid with $G_{\mathfrak{s}}$ replaced by any compact, connected normal subgroup $K$ of $G$, with $\mathcal{P}$ the projection corresponding to $K$.

Continuing with the proof of (5.1), since $y \in \mathfrak{s}$ we have $Y \mathcal{P}=0$. Hence

$$
P Y Q S_{t} \mathcal{P}=P(Y \mathcal{P}) Q S_{t}=0
$$

because $\mathcal{P}$ commutes with $Q$ and with $S_{t}$. From Corollary 3.2 we have for some $\rho>0$ an estimate $\left\|P Y Q S_{t}\right\|_{2 \rightarrow 2} \leq c\left(1+t^{-\rho}\right)$ for all $t>0$. Then if $\delta \in\langle 0,1\rangle$ we see that

$$
\begin{aligned}
\left\|P Y Q S_{t}\right\|_{2 \rightarrow 2} & \leq\left\|P Y Q S_{\delta t}\right\|_{2 \rightarrow 2}\left\|S_{(1-\delta) t}(I-\mathcal{P})\right\|_{2 \rightarrow 2} \\
& \leq c^{\prime}\left(1+(\delta t)^{-\rho}\right) e^{-\omega(1-\delta) t}
\end{aligned}
$$

for all $t>0$, where $\omega$ is as in Lemma 5.1. After fixing $\delta$ this implies (5.1) with $\sigma=(1-\delta) \omega$ (in particular, we see that $\sigma$ can be chosen arbitrarily close to but less than $\omega$ ).

Finally, we obtain the kernel bounds of Theorem 1.2 by interpolating (5.1) with the local bounds (1.3). Write $P^{\prime}=P Y Q \in \mathcal{R}(G)$. Integration of (1.3) yields for some $\omega>0$ that

$$
\left\|K_{t}\right\|_{2} \leq c t^{-D_{a} / 4} e^{\omega t}
$$

for all $t>0$. Let $\delta \in\langle 0,1 / 4\rangle$ to be chosen. By convolution and applying (5.1) we get

$$
\begin{aligned}
\left\|P^{\prime} K_{t}\right\|_{\infty} & \leq\left\|P^{\prime} K_{(1-\delta) t}\right\|_{2}\left\|K_{\delta t}\right\|_{2} \\
& \leq\left\|P^{\prime} S_{(1-2 \delta) t}\right\|_{2 \rightarrow 2}\left\|K_{\delta t}\right\|_{2}^{2} \leq c e^{-\sigma_{1} t}
\end{aligned}
$$

for some $\sigma_{1}>0$ and all $t \geq 2$, provided $\delta$ is chosen sufficiently small.

From (1.3) we get the existence of $\rho, \omega, b>0$ such that

$$
\left|\left(P^{\prime} K_{t}\right)(g)\right| \leq c t^{-\rho} e^{\omega t} e^{-b|g|_{a}^{2} / t}
$$

for all $t>0$ and $g \in G$. Let $\delta \in\langle 0,1\rangle$ to be chosen, and observe that

$$
\begin{aligned}
\left|\left(P^{\prime} K_{t}\right)(g)\right| & \leq\left(\left\|P^{\prime} K_{t}\right\|_{\infty}\right)^{1-\delta}\left|\left(P^{\prime} K_{t}\right)(g)\right|^{\delta} \\
& \leq c e^{-(1-\delta) \sigma_{1} t}(\delta t)^{-\rho} e^{\delta \omega t} e^{-\delta b|g|_{a}^{2} / t}
\end{aligned}
$$

for all $t \geq 2$ and $g \in G$. Fixing $\delta$ small enough so that

$$
\sigma_{2}:=(1-\delta) \sigma_{1}-\delta \omega>0
$$

we finish the proof of Theorem 1.2.

## 6. Proof of Theorem 1.4

It is not difficult to obtain the correct decrease in $t$ for the $L_{\infty}$ norm of the kernels in Theorem 1.4. Indeed, for any right-invariant differential operator $P$, one can use the convolution identity $P K_{t}=P K_{t / 2} * K_{t / 2}$ to estimate

$$
\left\|P K_{t}\right\|_{\infty} \leq\left\|P K_{t / 2}\right\|_{2}\left\|K_{t / 2}\right\|_{2} \leq\left\|P S_{t / 4}\right\|_{2 \rightarrow 2}\left\|K_{t / 4}\right\|_{2}\left\|K_{t / 2}\right\|_{2}
$$

Thus, when $K_{t}$ satisfies Gaussian bounds (1.4), and $y_{1}, \ldots, y_{m}$ are as in the statement of the theorem, one can deduce that $\left\|Y_{1} \ldots Y_{m} K_{t}\right\|_{\infty} \leq c t^{-w / 2} t^{-D / 2}$ for $t \geq 1$. But to derive Gaussian bounds, we will need more elaborate arguments.

First, the following lemma gives the case $m=0$ of Theorem 1.4. Since the proof follows the method of Saloff-Coste explained in [31, 35, 30], we do not repeat the details.

Lemma 6.1 Suppose that the global Gaussian bounds (1.4) are satisfied. Then there exist $c, b>0$ such that

$$
\left|\left(A_{k} K_{t}\right)(g)\right| \leq c t^{-1 / 2} V_{a}(t)^{-1 / 2} e^{-b|g|_{a}^{2} / t}
$$

for all $k \in\left\{1, \ldots, d^{\prime}\right\}, t>0$ and $g \in G$.
Note that in the statement of Theorem 1.4, the modulus $|\cdot|_{a}$ can equivalently be replaced by the modulus $|\cdot|$, because $t \geq 1$ and the moduli are equivalent at infinity (Lemma 2.14(I)). In this rest of this section we prefer to work with $|\cdot|$.

For $r>0$ let $B(r)=\left\{g \in G_{N}:|g|<r\right\}$. The next lemma, which is a slight elaboration of results of [23], shows that the modulus can be approximated by "cutoff" functions whose $G_{N}$-derivatives satisfy nice estimates.

Lemma 6.2 There exist $\tau_{1}>\tau_{2}>0$ and a family $\left\{\eta_{R}\right\}_{R \geq 1}$ of $C^{\infty}$ functions on $G_{N}$ satisfying $0 \leq \eta_{R} \leq 1$, the support of $\eta_{R}$ is contained in $B\left(\tau_{1} R\right)$, and $\eta_{R}(g)=1$ if $g \in B\left(\tau_{2} R\right)$, for all $R \geq 1$. For each $\alpha \in J(-p, d)$ there exists $c_{\alpha} \geq 0$ such that

$$
\left\|B^{(N) \alpha} \eta_{R}\right\|_{\infty} \leq c_{\alpha} R^{-\|\alpha\|}
$$

for all $R \geq 1$, with $c_{\alpha}=0$ if $\alpha \notin J(d)$.
Proof. Consider the subgroup $Q_{N}$ of $G_{N}$, the derivatives $\widetilde{B}_{j}=d L_{Q_{N}}\left(b_{j}\right)$, $j \in\left\{1, \ldots, d_{1}\right\}$, and the corresponding modulus $q \mapsto|q|_{Q_{N}}$ defined in Subsection 2.4. Let $B^{\prime}(t)=\left\{q \in Q_{N}:|q|_{Q_{N}}<t\right\}$ for $t>0$. Since $Q_{N}$ is nilpotent, by results of [23] there exist $\tau_{1}^{\prime}>\tau_{2}^{\prime}>0$ and a family $\left\{\eta_{R}^{\prime}\right\}_{R \geq 1}$ of $C^{\infty}$ functions on $Q_{N}$ with $0 \leq \eta_{R}^{\prime} \leq 1$, the support of $\eta_{R}^{\prime}$ is contained in $B^{\prime}\left(\tau_{1}^{\prime} R\right)$, and $\eta_{R}^{\prime}(g)=1$ for $g \in B^{\prime}\left(\tau_{2}^{\prime} R\right)$. For each $\alpha \in J\left(d_{1}\right)$ there is $c_{\alpha}^{\prime}>0$ with

$$
\begin{equation*}
\left\|\widetilde{B}^{\alpha} \eta_{R}^{\prime}\right\|_{\infty} \leq c_{\alpha}^{\prime} R^{-|\alpha|} \quad \text { for } R \geq 1 \tag{6.1}
\end{equation*}
$$

Define $\eta_{R} \in C^{\infty}\left(G_{N}\right)$ by setting $\eta_{R}\left(m *_{N} q\right)=\eta_{R}^{\prime}(q)$ for $m \in M, q \in Q_{N}$. It easily follows from the compactness of $M$ and Lemma 2.14 that $\eta_{R}$ have the desired support properties, for some $\tau_{1}>\tau_{2}>0$. Since the $\eta_{R}$ are constant in the direction of $M$, one has $B_{i}^{(N)} \eta_{R}=0$ for $i \in\{-p, \ldots, 0\}$. But $B_{i}^{(N)}$ commutes with $B_{j}^{(N)}$ when $i \leq 0$ and $j \geq 1$, so that $B^{(N) \alpha} \eta_{R}=0$ whenever $\alpha \in J(-p, d)-J(d)$.

The proof of Proposition 2.3 shows that for each $j \in \mathbb{N}, \mathfrak{q}_{N ; j}$ is spanned by all commutators $\left[b_{i_{1}},\left[\cdots,\left[b_{i_{s-1}}, b_{i_{s}}\right]_{N} \cdots\right]_{N}\right]_{N}$ with $s \geq j$ and $i_{1}, \ldots, i_{s} \in$ $\left\{1, \ldots, d_{1}\right\}$. It easily follows that for each $\beta \in J(d)$ one can write

$$
B^{(N) \beta}=\sum_{\alpha} r_{\alpha} B^{(N) \alpha}
$$

with $r_{\alpha} \in \mathbb{R}$ and the sum over a finite number of $\alpha \in J\left(d_{1}\right)$ with $|\alpha| \geq$ $\|\beta\|$. But (6.1) implies that $\left\|B^{(N) \alpha} \eta_{R}\right\|_{\infty} \leq c_{\alpha}^{\prime} R^{-|\alpha|}$ for $R \geq 1, \alpha \in J\left(d_{1}\right)$. Therefore $\left\|B^{(N) \beta} \eta_{R}\right\|_{\infty} \leq c_{\beta} R^{-\|\beta\|}$.

Let us note a consequence of Lemma 6.2 for $G$-invariant derivatives. If $x \in \mathfrak{g}, X=d L_{G}(x)$ and $j \in \mathbb{N}$ such that $x \in \mathfrak{m} \oplus \mathfrak{q}_{N ; j}$, then by Lemma 2.12 we can express

$$
X=\sum_{i=-p}^{0} r_{i} B_{i}^{(N)}+\sum_{l} \sigma_{l} B_{l}^{(N)}
$$

where $r_{i} \in \mathbb{R}, \sigma_{l} \in \mathcal{E}$ and the sum is over $l \in\{1, \ldots, d\}$ with $w(l) \geq j$. Then Lemma 6.2 yields an estimate

$$
\begin{equation*}
\left\|X \eta_{R}\right\|_{\infty} \leq c R^{-j} \tag{6.2}
\end{equation*}
$$

for all $R \geq 1$.

Define $\psi_{R}=R\left(1-\eta_{R}\right)$ and let $U_{\rho}$ denote the operator of multiplication by $e^{\rho \psi_{R}}$, for any $R \geq 1$ and $\rho \geq R^{-1}$. Unless otherwise stated, subsequent estimates involving $U_{\rho}$ are understood to hold for all $R \geq 1$ and $\rho>0$ such that $\rho \geq R^{-1}$, though for brevity we have omitted $R$ from the notation. Next, we show that Gaussian estimates are equivalent to $U_{\rho}$-weighted $L_{2}$ estimates.

Lemma 6.3 Let $\delta \geq 0$ and let $P \in \mathcal{R}(G)$ be a right-invariant differential operator on $G$. The following conditions are equivalent:
(I) There exist $c, b>0$ such that

$$
\left|K_{t}(g)\right|+t^{\delta}\left|\left(P K_{t}\right)(g)\right| \leq c t^{-D / 2} e^{-b|g|^{2} / t}
$$

for all $t \geq 1$ and $g \in G$;
(II) There exists $c, \omega>0$ such that

$$
\left\|U_{\rho} K_{t}\right\|_{2}+t^{\delta}\left\|U_{\rho} P K_{t}\right\|_{2} \leq c t^{-D / 4} e^{\omega \rho^{2} t}
$$

for all $t \geq 1, \rho>0, R \geq 1$ with $\rho \geq R^{-1}$.
Proof. "(I) $\Rightarrow$ (II)" With $\tau_{2}>0$ as in Lemma 6.2 we have

$$
\psi_{R}(g) \leq \tau_{2}^{-1}|g|
$$

for all $g \in G, R \geq 1$, by considering the two cases $|g|<\tau_{2} R,|g| \geq \tau_{2} R$. Let $b$ be as in Condition (I), fix $b^{\prime} \in\langle 0, b\rangle$ and choose an $\omega>0$ large enough so that

$$
-\left(b-b^{\prime}\right) s^{2} / t \leq \omega \rho^{2} t-\tau_{2}^{-1} \rho s
$$

for all $s \geq 0, t>0, \rho>0$. Setting $s=|g|$, we obtain from (I) that

$$
\left|\left(U_{\rho} K_{t}\right)(g)\right| \leq c t^{-D / 2} e^{-b|g|^{2} / t} e^{\tau_{2}^{-1} \rho|g|} \leq c t^{-D / 2} e^{-b^{\prime}|g|^{2} / t} e^{\omega \rho^{2} t}
$$

for all $t \geq 1$ and $\rho>0$. Integration of these bounds yields $\left\|U_{\rho} K_{t}\right\|_{2} \leq$ $c^{\prime} t^{-D / 4} e^{\omega \rho^{2} t}$ for $t \geq 1, \rho>0$. Similarly we obtain the desired estimate for $\left\|U_{\rho} P K_{t}\right\|_{2}$.
"(II) $\Rightarrow(\mathrm{I})$ ". From the convolution identity $P K t=P K_{t / 2} * K_{t / 2}$ and (II) we have

$$
\begin{aligned}
\left\|P K_{t}\right\|_{\infty} & \leq\left\|P K_{t / 2}\right\|_{2}\left\|K_{t / 2}\right\|_{2} \\
& \leq\left\|U_{\rho} P K_{t / 2}\right\|_{2}\left\|U_{\rho} K_{t / 2}\right\|_{2} \leq c t^{-\delta} t^{-D / 2} e^{\omega \rho^{2} t}
\end{aligned}
$$

for all $t \geq 2$ and $\rho \in\langle 0,1\rangle$. Letting $\rho \rightarrow 0$ gives

$$
\begin{equation*}
\left\|P K_{t}\right\|_{\infty} \leq c t^{-\delta} t^{-D / 2} \tag{6.3}
\end{equation*}
$$

for $t \geq 2$.

Next, let $\tau_{1}$ be as in Lemma 6.2, let $g \in G$ with $|g| \geq 3 \tau_{1}$ and set $R=\left(3 \tau_{1}\right)^{-1}|g|$. Then $|g| / 2>\tau_{1} R$. For any $h \in G$ we have $|g| \leq|h|+\left|h^{-1} g\right| ;$ considering the two cases $|h| \geq|g| / 2,\left|h^{-1} g\right| \geq|g| / 2$, we deduce from the properties of $\eta_{R}$ that

$$
|g|=3 \tau_{1} R=3 \tau_{1} \max \left\{\psi_{R}(h), \psi_{R}\left(h^{-1} g\right)\right\} \leq 3 \tau_{1}\left(\psi_{R}(h)+\psi_{R}\left(h^{-1} g\right)\right)
$$

for all $h \in G$. Therefore

$$
\begin{aligned}
e^{\rho|g|}\left|\left(P K_{t}\right)(g)\right| & \leq \int d h e^{3 \tau_{1} \rho \psi_{R}(h)}\left|\left(P K_{t / 2}\right)(h)\right| e^{3 \tau_{1} \rho \psi_{R}\left(h^{-1} g\right)} \mid\left(K_{t / 2}\left(h^{-1} g\right) \mid\right. \\
& \leq\left\|U_{3 \tau_{1} \rho} P K_{t / 2}\right\|_{2}\left\|U_{3 \tau_{1} \rho} K_{t / 2}\right\|_{2} \\
& \leq c t^{-\delta} t^{-D / 2} e^{\omega \rho^{2} t}
\end{aligned}
$$

for all $t \geq 2,|g| \geq 3 \tau_{1}$, and $\rho>0$ satisfying $3 \tau_{1} \rho \geq R^{-1}=3 \tau_{1}|g|^{-1}$. Fixing $\sigma>0$ sufficiently small and setting $\rho=\sigma|g| / t$, we obtain an estimate

$$
\left|\left(P K_{t}\right)(g)\right| \leq c t^{-\delta} t^{-D / 2} e^{-b|g|^{2} / t}
$$

for all $t \geq 2$ and $g \in G$ such that $\sigma|g|^{2} / t \geq 1$. If $t \geq 2$ and $\sigma|g|^{2} / t \leq 1$ then an estimate of the same form follows from (6.3). Repeating the above reasoning with $P=I, \delta=0$, we complete the proof of (I).

To prove Theorem 1.4, suppose that $K_{t}$ satisfies global Gaussian bounds (1.4) and let $m \in \mathbb{N}, y_{1}, \ldots, y_{m} \in \mathfrak{n}^{\prime}, j_{1}, \ldots, j_{m}, w=j_{1}+\cdots+j_{m}$ be as in the statement of the theorem. We prove the desired Gaussian estimate for the kernel $Y_{1} \cdots Y_{m} A_{k} K_{t}$; the similar estimate for $Y_{1} \cdots Y_{m} K_{t}$ is left to the reader. Note that Lemma 6.3 (with $P=0$ ) yields an estimate

$$
\left\|U_{\rho} K_{t}\right\|_{2} \leq c t^{-D / 4} e^{\omega \rho^{2} t}
$$

for all $t \geq 1, \rho \geq R^{-1}$.
For $X=d L_{G}(x), x \in \mathfrak{g}$, and a smooth function $\varphi$ on $G$, we define $X_{\rho} \varphi=U_{\rho} X U_{\rho}^{-1} \varphi$; then

$$
X_{\rho} \varphi=X \varphi-\rho\left(X \psi_{R}\right) \varphi
$$

Write $P=Y_{2} \cdots Y_{m} A_{k} \in \mathcal{R}(G)$, let $t>0, R \geq 1, \rho \geq R^{-1}$, and observe that

$$
\begin{align*}
\| U_{\rho} Y_{1} Y_{2} \cdots & Y_{m} A_{k} K_{t} \|_{2}^{2}= \\
& =\left(Y_{1} P K_{t}, U_{2 \rho} Y_{1} P K_{t}\right) \\
& =\left(Y_{1} P K_{t},\left(Y_{1}\right)_{2 \rho} U_{2 \rho} P K_{t}\right) \\
& =-\left(Y_{1}^{2} P K_{t}, U_{2 \rho} P K_{t}\right)-2 \rho\left(Y_{1} P K_{t},\left(Y_{1} \psi_{R}\right) U_{2 \rho} P K_{t}\right) \\
& \leq\left\|Y_{1}^{2} P K_{t}\right\|_{2}\left\|U_{2 \rho} P K_{t}\right\|_{2}+2 \rho\left\|Y_{1} \psi_{R}\right\|_{\infty}\left\|Y_{1} P K_{t}\right\|_{2}\left\|U_{2 \rho} P K_{t}\right\|_{2} . \tag{6.4}
\end{align*}
$$

By induction on $m$, and Lemma 6.1, we may assume that the correct Gaussian estimate holds for $P K_{t}$. Thus Lemma 6.3 gives for some $\omega^{\prime}>0$ an estimate

$$
\left\|U_{2 \rho} P K_{t}\right\|_{2} \leq c t^{-1 / 2} t^{-\left(w-j_{1}\right) / 2} t^{-D / 4} e^{\omega^{\prime} \rho^{2} t}
$$

for $t \geq 1, \rho \geq R^{-1}$. Next, application of Corollary 1.3 and the assumption that $K_{t}$ satisfies global Gaussian bounds yields

$$
\begin{aligned}
\left\|Y_{1} P K_{t}\right\|_{2} & \leq\left\|Y_{1} P S_{t / 2}\right\|_{2 \rightarrow 2}\left\|K_{t / 2}\right\|_{2} \leq c t^{-1 / 2} t^{-w / 2} t^{-D / 4} \\
\left\|Y_{1}^{2} P K_{t}\right\|_{2} & \leq\left\|Y_{1}^{2} P S_{t / 2}\right\|_{2 \rightarrow 2}\left\|K_{t / 2}\right\|_{2} \leq c t^{-1 / 2} t^{-\left(w+j_{1}\right) / 2} t^{-D / 4}
\end{aligned}
$$

for all $t \geq 1$. Since $y_{1} \in \mathfrak{s} \oplus \mathfrak{q}_{N ; j_{1}} \subseteq \mathfrak{m} \oplus \mathfrak{q}_{N ; j_{1}}$, we obtain from (6.2) a bound

$$
\left\|Y_{1} \psi_{R}\right\|_{\infty} \leq c R^{-j_{1}+1} \leq c \rho^{j_{1}-1}
$$

for $\rho \geq R^{-1}$. Inserting the above estimates in (6.4) gives for some $\omega^{\prime \prime}>0$ that

$$
\left\|U_{\rho} Y_{1} \cdots Y_{m} A_{k} K_{t}\right\|_{2} \leq c t^{-1 / 2} t^{-w / 2} t^{-D / 4} e^{\omega^{\prime \prime} \rho^{2} t}
$$

for all $t \geq 1$. Applying Lemma 6.3, we finish the proof of Theorem 1.4.

## 7. Proof of Theorem 1.5

Let us prove the theorem for the operators $Y_{1} \cdots Y_{m} H^{-w / 2, \infty}$; the arguments for the operators $H^{-w / 2, \infty} Y_{1} \cdots Y_{m}$ are quite similar.

The difficulty with applying standard singular integration theory to $Y_{1} \cdots Y_{m} H^{-w / 2, \infty}$ is that its two-variable integral kernel may not satisfy standard Hölder continuity estimates with respect to the first variable (for a related discussion, see [1, Section 1]). We will avoid this problem by treating the operators $B^{(N) \alpha} H^{-\|\alpha\| / 2, \infty}, \alpha \in J(\mathfrak{n})$, whose kernels turn out to satisfy Lipschitz estimates with respect to either variable.

Assume that $K_{t}$ satisfies Gaussian bounds (1.4). Of course the kernel $K_{t}^{*}(g)=\overline{K_{t}\left(g^{-1}\right)}$ of the adjoint $H^{*}=-\sum_{k, l} \overline{c_{l k}} A_{k} A_{l}$ then satisfies the same bounds, so that Theorem 1.4 can be applied to both $H$ and $H^{*}$.

Proposition 7.1 For each $\alpha \in J(\mathfrak{n})$ with $|\alpha| \geq 1$, the transform $R_{\alpha}=$ $B^{(N) \alpha} H^{-\|\alpha\| / 2, \infty}$ is bounded in $L_{q}, 1<q<\infty$, and from $L_{1}$ to weak- $L_{1}$.

Proof. Fix $\alpha \in J(\mathfrak{n})$ with $|\alpha| \geq 1$. Let $K_{t}^{\prime}$ denote the two-variable integral kernel of $S_{t}$, so that $K_{t}^{\prime}(g ; h)=K_{t}\left(g h^{-1}\right)$ for $g, h \in G$. Let $d_{a}$ be the standard right-invariant distance on $G$ given by $d_{a}(g ; h)=\left|g h^{-1}\right|_{a}$ for $g, h \in G$. Consider the kernel $B^{(N) \alpha} K_{t}^{\prime}(g ; h)=B^{(N) \alpha(g)} K_{t}^{\prime}(g ; h)$, where we use superscript $(g)$ or $(h)$ to denote differentiation with respect to the variables $g, h$ respectively.

We first prove estimates

$$
\begin{align*}
\left|B^{(N) \alpha} K_{t}^{\prime}(g ; h)\right| & \leq c t^{-\|\alpha\| / 2} t^{-D / 2} e^{-b d_{a}(g ; h)^{2} / t}  \tag{7.1}\\
\left|B^{(N) \alpha} K_{t}^{\prime}(g ; h)-B^{(N) \alpha} K_{t}^{\prime}(g ; l)\right| & \leq c d_{a}(h ; l) t^{-(\|\alpha\|+1) / 2} t^{-D / 2} e^{-b d_{a}(g ; h)^{2} / t}  \tag{7.2}\\
\left|B^{(N) \alpha} K_{t}^{\prime}(h ; g)-B^{(N) \alpha} K_{t}^{\prime}(l ; g)\right| & \leq c d_{a}(h ; l) t^{-(\|\alpha\|+1) / 2} t^{-D / 2} e^{-b d_{a}(g ; h)^{2} / t} \tag{7.3}
\end{align*}
$$

for all $t \geq 1$ and $g, h, l \in G$ such that $d_{a}(h ; l) \leq(1 / 2) d_{a}(g ; h)+t^{1 / 2}$. Indeed, using the results of Subsection 2.4 one obtains for each $\gamma \in J(\mathfrak{n})$ an expression

$$
B^{(N) \gamma}=\sum_{\delta} \sigma_{\gamma, \delta} B^{\delta}
$$

where $\sigma_{\gamma, \delta} \in \mathcal{E}$ and with summation over $\delta \in J(\mathfrak{n})$ satisfying $|\delta|=|\gamma|$ and $\|\delta\|=\|\gamma\|$. Setting $\gamma=\alpha$, we obtain (7.1) as a consequence of Theorem 1.4. Next, for $k \in\left\{1, \ldots, d^{\prime}\right\}$ observe that $A_{k}^{(h)} B^{(N) \alpha} K_{t}^{\prime}(g ; h)$ is the kernel of the operator

$$
(-1) B^{(N) \alpha} S_{t} A_{k}=B^{(N) \alpha} S_{t / 2}\left(A_{k} S_{t / 2}^{*}\right)^{*}
$$

By Theorem 1.4 applied to $H^{*}$, the kernel of $A_{k} S_{t / 2}^{*}$ satisfies global Gaussian bounds (with an extra $t^{-1 / 2}$ factor). Combining with (7.1) we deduce an estimate

$$
\left|A_{k}^{(h)} B^{(N) \alpha} K_{t}^{\prime}(g ; h)\right| \leq c t^{-(\|\alpha\|+1) / 2} t^{-D / 2} e^{-b d_{a}(g ; h)^{2} / t}
$$

for all $t \geq 1, g, h \in G$, and (7.2) follows in a straightforward way.
Reasoning as in the proof of Proposition 4.1, we can write

$$
A_{k} B^{(N) \alpha}=B^{(N) \alpha} A_{k}+\left[A_{k}, B^{(N) \alpha}\right]=B^{(N) \alpha} A_{k}+\sum_{\beta} \sigma_{k, \beta}^{\prime} B^{(N) \beta}
$$

where $\sigma_{k, \beta}^{\prime} \in \mathcal{E}$ and the sum is over $\beta \in J(\mathfrak{n})$ with $|\beta|=|\alpha|$ and $\|\beta\| \geq$ $\|\alpha\|+1$. Then applying Theorem 1.4 gives that

$$
\left|A_{k}^{(g)} B^{(N) \alpha} K_{t}^{\prime}(g ; h)\right| \leq c t^{-(\|\alpha\|+1) / 2} t^{-D / 2} e^{-b d_{a}(g ; h)^{2} / t}
$$

for all $t \geq 1, g, h \in G$, and (7.3) follows.
The kernel $K^{(\alpha)}$ of $R_{\alpha}$ is given by

$$
K^{(\alpha)}(g ; h)=\frac{1}{\Gamma(\|\alpha\| / 2)} \int_{1}^{\infty} d t t^{(\|\alpha\| / 2)-1} B^{(N) \alpha} K_{t}^{\prime}(g ; h) .
$$

It is routine to verify from (7.1)-(7.3) that $K^{(\alpha)}$ satisfies standard CalderónZygmund estimates with respect to the distance $d_{a}$, with a singularity only at infinity.

More precisely

$$
\left|K^{(\alpha)}(g ; h)\right| \leq c\left(1+d_{a}(g ; h)\right)^{-D}
$$

and
$\left|K^{(\alpha)}(g ; h)-K^{(\alpha)}(g ; l)\right|+\left|K^{(\alpha)}(h ; g)-K^{(\alpha)}(l ; g)\right| \leq c d_{a}(h ; l)\left(1+d_{a}(g ; h)\right)^{-(D+1)}$
for all $g, h, l \in G$ such that $d_{a}(h ; l) \leq(1 / 2) d_{a}(g ; h)$. Then by standard singular integration theory (see for example [8]), to prove Proposition 7.1 it is enough to prove that $R_{\alpha}$ is bounded in $L_{2}$. This we achieve by an almost-orthogonal decomposition, whose form follows [2, Section 25].

We write $R_{\alpha}=\sum_{j=1}^{\infty} R_{j}$, where $R_{j}$ has kernel $K_{(j)}$ defined by

$$
K_{(j)}(g ; h)=\frac{1}{\Gamma(\|\alpha\| / 2)} \int_{2^{j-1}}^{2^{j}} d t t^{(\|\alpha\| / 2)-1} B^{(N) \alpha} K_{t}^{\prime}(g ; h) .
$$

It is easy to see that

$$
\begin{equation*}
\int d g K_{(j)}(g ; h)=\int d g K_{(j)}(h ; g)=0 \tag{7.4}
\end{equation*}
$$

and from (7.1)-(7.3) one derives the estimates

$$
\begin{align*}
\int d g\left|K_{(j)}(g ; h)\right|+\int d g\left|K_{(j)}(h ; g)\right| & \leq c  \tag{7.5}\\
\int d g\left|K_{(j)}(g ; h)-K(j)(g ; l)\right|+\int d g \mid K_{(j)}(h ; g)- & K_{(j)}(l ; g) \mid  \tag{7.6}\\
& \leq c 2^{-j / 2} d_{a}(h ; l) \\
\int d g\left|K_{(j)}(g ; h)\right| d_{a}(g ; h)+\int d g\left|K_{(j)}(h ; g)\right| d_{a}(g ; h) & \leq c 2^{j / 2} \tag{7.7}
\end{align*}
$$

for all $j \in \mathbb{N}$ and $h, l \in G$. Let $K_{j, k}$ be the kernel of the operator $R_{j}^{*} R_{k}$. In case $j \leq k$ we argue in a standard way using (7.4)-(7.7) to get the estimate

$$
\begin{aligned}
\int d h\left|K_{j, k}(g ; h)\right| & \leq \int d l\left|K_{(j)}(l ; g)\right|\left\{\int d h\left|K_{(k)}(l ; h)-K_{(k)}(g ; h)\right|\right\} \\
& \leq c^{\prime} 2^{-(k-j) / 2}
\end{aligned}
$$

(for a similar argument, see [12, Section III]). It follows that $\left\|R_{j}^{*} R_{k}\right\|_{\infty \rightarrow \infty} \leq$ $c^{\prime} 2^{-(k-j) / 2}$. On the other hand, (7.5) implies that

$$
\left\|R_{j}^{*} R_{k}\right\|_{1 \rightarrow 1} \leq\left\|R_{j}^{*}\right\|_{1 \rightarrow 1}\left\|R_{k}\right\|_{1 \rightarrow 1} \leq c^{2}
$$

By interpolation we obtain $\left\|R_{j}^{*} R_{k}\right\|_{2 \rightarrow 2} \leq c^{\prime \prime} 2^{-(k-j) / 4}$ for $j \leq k$. Because $R_{k}^{*} R_{j}=\left(R_{j}^{*} R_{k}\right)^{*}$ it follows that

$$
\left\|R_{j}^{*} R_{k}\right\|_{2 \rightarrow 2} \leq c^{\prime \prime} 2^{-|j-k| / 4}
$$

for all $j, k \in \mathbb{N}$. A repetition of these arguments yields

$$
\left\|R_{j} R_{k}^{*}\right\|_{2 \rightarrow 2} \leq c^{\prime \prime} 2^{-|j-k| / 4}
$$

Applying the Cotlar-Stein lemma and routine arguments, we deduce that $R_{\alpha}=\sum_{j} R_{j}$ is bounded in $L_{2}$. This concludes the proof of the proposition.

Let $Y_{1}, \ldots, Y_{m}$ and $w=j_{1}+\cdots+j_{m}$ be as in the statement of Theorem 1.5. As remarked after Corollary 1.3, there are $w_{i} \in \mathfrak{n} \cap \mathfrak{q}_{N ; j_{i}}$ such that $Y_{1} \cdots Y_{m}$ equals $W_{1} \cdots W_{m}$ modulo terms of form $P Z Q$, where $W_{i}=$ $d L_{G}\left(w_{i}\right), P, Q \in \mathcal{R}(G), Z=d L_{G}(z)$ for some $z \in \mathfrak{s}$. Using an expression (4.8) for $W_{1} \cdots W_{m}$ we have

$$
Y_{1} \cdots Y_{m}=\sum_{\alpha} \sigma_{\alpha} B^{(N) \alpha}+\sum P Z Q
$$

with $\sigma_{\alpha} \in \mathcal{E}$ and summation over $\alpha \in J(\mathfrak{n})$ such that $|\alpha|=m,\|\alpha\| \geq w$. It easily follows from Theorem 1.2 that the operators $P Z Q H^{-w / 2, \infty}$ are bounded in $L_{1}$ and in $L_{\infty}$, hence in $L_{q}$ for all $q \in[1, \infty]$. Similarly, if $\|\alpha\|>w$ it follows from (7.1) that $B^{(N) \alpha} H^{-w / 2, \infty}$ is bounded in $L_{q}$ for all $q \in[1, \infty]$. If $\|\alpha\|=w$ we apply Proposition 7.1. Thus $Y_{1} \cdots Y_{m} H^{-w / 2, \infty}$ is bounded in $L_{q}, 1<q<\infty$, and from $L_{1}$ to weak- $L_{1}$.

## 8. Proof of Theorem 1.6

In this section we assume that the kernel $K_{t}$ satisfies global Gaussian bounds (1.4). To prove Theorem 1.6 we exploit a non-nilpotency property, given in Lemma 2.9 above, of elements of $\mathfrak{g}-\mathfrak{n}^{\prime}$. The details are as follows.

Fix $x \in \mathfrak{g}-\mathfrak{n}^{\prime}$. By Lemma 2.9 there exists $n \in \mathfrak{n}$ such that $(\operatorname{ad} x)^{j} n \notin \mathfrak{q}_{N ; 2}$ for all $j \in \mathbb{N}$. Set $y_{j}=(\operatorname{ad} x)^{j+1} n$ for all $j \in \mathbb{N}_{0}$. Note that $y_{j} \notin \mathfrak{q}_{N ; 2}$ and $y_{j} \in \mathfrak{g}_{x} \cap \mathfrak{n}$ (where $\mathfrak{g}_{x}$ is the smallest ideal of $\mathfrak{g}$ containing $x$ ).

Set $X=d L_{G}(x), Y_{j}=d L_{G}\left(y_{j}\right)$ and write $(\operatorname{ad} X) Z=[X, Z]$ for $Z \in$ $\mathcal{R}(G)$. To establish Theorem 1.6, it suffices to obtain for each $j \in \mathbb{N}$ an estimate

$$
\begin{equation*}
\left\|X^{j} Y_{0} S_{t}\right\|_{2 \rightarrow 2} \geq c(j) t^{-1 / 2} \tag{8.1}
\end{equation*}
$$

for all $t \geq 1$, where $c(j)>0$.

The key is the commutator identity

$$
\begin{align*}
X^{j} Y_{0} & =(\operatorname{ad} X)^{j} Y_{0}+\sum_{m=0}^{j-1} c_{j m}\left((\operatorname{ad} X)^{m} Y_{0}\right) X^{j-m} \\
& =Y_{j}+\sum_{m=0}^{j-1} c_{j m} Y_{m} X^{j-m} \tag{8.2}
\end{align*}
$$

where $c_{j m}$ are universal constants; this identity is easily derived by induction on $j \in \mathbb{N}$. To establish (8.1) we show that, for large $t,\left\|Y_{j} S_{t}\right\|_{2 \rightarrow 2} \geq c t^{-1 / 2}$ while $\left\|Y_{m} X^{j-m} S_{t}\right\| \leq c^{\prime} t^{-3 / 4}$.

We need the following estimate: for each $j \in \mathbb{N}_{0}$ there is $c_{j}^{\prime}>0$ such that

$$
\begin{equation*}
\left|\exp \left(s y_{j}\right)\right|_{a} \geq c_{j}^{\prime} s \tag{8.3}
\end{equation*}
$$

for all $s \geq 1$, with $\exp$ the exponential map of $G$. This is a consequence of the fact that $y_{j} \in \mathfrak{n}-\mathfrak{q}_{N ; 2}$, and can be justified as follows. Since $y_{j} \in \mathfrak{n}$ we have $\tau\left(y_{j}\right)=0$, and then it follows from part (V) of Lemma 10.6 that $\exp \left(s y_{j}\right)=\exp _{G_{N}}\left(s y_{j}\right)=\exp _{Q_{N}}\left(s y_{j}\right)$ for all $s \in \mathbb{R}$. Moreover by Lemma 2.14 we may replace the modulus $|\cdot|_{a}$ in (8.3) with the $Q_{N}$-modulus $|\cdot|_{Q_{N}}$. Thus we are reduced to proving $\left|\exp _{Q_{N}}\left(s y_{j}\right)\right|_{Q_{N}} \geq c_{j}^{\prime \prime} s, s \geq 1 ;$ since $y_{j} \in \mathfrak{q}_{N}-\mathfrak{q}_{N ; 2}$, this is a consequence of well-known estimates for the modulus on the simply connected nilpotent group $Q_{N}$ (see Section IV. 5 of [35]). Thus (8.3) holds.

Therefore we can apply the following result with $y=y_{j}$.
Proposition 8.1 Suppose the kernel $K_{t}$ corresponding to $H$ satisfies Gaussian bounds (1.4). Let $y \in \mathfrak{g}$ and set $Y=d L_{G}(y)$.
(I) There exist $\kappa, c>0$ such that

$$
\left\|Y S_{t}\right\|_{2 \rightarrow 2} \geq c s^{-1}
$$

for all $t, s>0$ such that $|\exp (s y)|_{a}^{2} \geq \kappa t$.
(II) If there exists $c_{1}>0$ such that $|\exp (s y)|_{a} \geq c_{1} s$ for all $s \geq 1$, then there exists $c_{2}>0$ such that

$$
\left\|Y S_{t}\right\|_{2 \rightarrow 2} \geq c_{2} t^{-1 / 2}
$$

for all $t \geq 1$.
Proof. Let $K_{t}^{*}(g)=\overline{K_{t}\left(g^{-1}\right)}$ denote the kernel of the adjoint semigroup $S_{t}^{*}$, and define a positive-definite function $W_{t}$ as the convolution $W_{t}=K_{t} * K_{t}^{*}$ for all $t>0$. The arguments of [13, Section 2] or [19] show that there is $c_{1}>0$ such that

$$
\begin{equation*}
W_{t}(e) \geq c_{1} V_{a}(t)^{-1 / 2} \tag{8.4}
\end{equation*}
$$

for all $t>0$. Moreover, it is easy to argue that $W_{t}$ satisfies global Gaussian bounds

$$
\left|W_{t}(g)\right| \leq c^{\prime} V_{a}(t)^{-1 / 2} e^{-\left.b^{\prime}| | g\right|_{a} ^{2} / t}
$$

for all $t>0, g \in G$. Hence one can choose $\kappa>0$ such that

$$
\left|W_{t}(g)\right| \leq 2^{-1} c_{1} V_{a}(t)^{-1 / 2}
$$

for all $t>0, g \in G$ satisfying the condition $|g|_{a}^{2} \geq \kappa t$, where $c_{1}$ is as in (8.4). Combining with (8.4) we deduce that

$$
\left|W_{t}(e)-W_{t}(g)\right| \geq 2^{-1} c_{1} V_{a}(t)^{-1 / 2}
$$

whenever $|g|_{a}^{2} \geq \kappa t$. Now set $g=\exp (s y)$ and note that $\frac{d}{d u} W_{t}(\exp u y)=$ $-\left(Y W_{t}\right)(\exp u y)$ to obtain
$2^{-1} c_{1} V_{a}(t)^{-1 / 2} \leq\left|W_{t}(e)-W_{t}(\exp s y)\right| \leq \int_{0}^{s} d u\left|\left(Y W_{t}\right)(\exp u y)\right| \leq s\left\|Y W_{t}\right\|_{\infty}$ for all $t, s>0$ satisfying $|\exp (s y)|_{a}^{2} \geq \kappa t$. Observing that $Y W_{t}=\left(Y K_{t}\right) *$ $K_{t}^{*}=\left(Y S_{t / 2} K_{t / 2}\right) * K_{t}^{*}$, we have

$$
\left\|Y W_{t}\right\|_{\infty} \leq\left\|Y S_{t / 2}\right\|_{2 \rightarrow 2}\left\|K_{t / 2}\right\|_{2}\left\|K_{t}^{*}\right\|_{2} \leq c V_{a}(t)^{-1 / 2}\left\|Y S_{t / 2}\right\|_{2 \rightarrow 2}
$$

for all $t>0$ (the estimate $\left\|K_{t}^{*}\right\|_{2}=\left\|K_{t}\right\|_{2} \leq c V_{a}(t)^{-1 / 4}$ is a consequence of (1.4)). Part (I) of the proposition follows immediately from the previous two displayed inequalities.

It suffices to prove the estimate of part (II) for all $t \geq T$ for some $T>0$, since

$$
\left\|Y S_{t_{2}}\right\|_{2 \rightarrow 2} \leq\left\|Y S_{t_{1}}\right\|_{2 \rightarrow 2}\left\|S_{t_{2}-t_{1}}\right\|_{2 \rightarrow 2} \leq\left\|Y S_{t_{1}}\right\|_{2 \rightarrow 2}
$$

whenever $t_{2}>t_{1}>0$. Let $\kappa$ be as in the statement of part (I) and set

$$
t(s)=\kappa^{-1}|\exp (s y)|_{a}^{2} .
$$

Then part (I) and the assumption of part (II) give

$$
\left\|Y S_{t(s)}\right\|_{2 \rightarrow 2} \geq c s^{-1} \geq c^{\prime} t(s)^{-1 / 2}
$$

for all $s \geq 1$. Since $\{t(s): s \geq 1\}$ contains an interval $[T, \infty\rangle$ for some $T>0$, the proposition follows.

From (8.3) and Proposition 8.1, for each $j \in \mathbb{N}_{0}$ there is $c_{j}>0$ such that

$$
\begin{equation*}
\left\|Y_{j} S_{t}\right\|_{2 \rightarrow 2} \geq c_{j} t^{-1 / 2} \tag{8.5}
\end{equation*}
$$

for all $t \geq 1$. The next proposition yields an estimate for the terms $Y_{m} X^{j-m} S_{t}$ coming from (8.2). Let $\mathcal{R}^{+}(G)$ denote the subspace of $\mathcal{R}(G)$ spanned by all $d L_{G}\left(x_{1}\right) \cdots d L_{G}\left(x_{m}\right), m \in \mathbb{N}, x_{1}, \ldots, x_{m} \in \mathfrak{g}$; it is an ideal of codimension one in $\mathcal{R}(G)$. Note that $\mathcal{R}^{+}(G)$ is spanned by all $A^{\alpha}$ with $\alpha \in J\left(d^{\prime}\right)$ and $|\alpha| \geq 1$.

Proposition 8.2 If $N=d L_{G}(n), n \in \mathfrak{n}$, and $P \in \mathcal{R}^{+}(G)$, then there is $c>0$ such that

$$
\left\|N P S_{t}\right\|_{2 \rightarrow 2} \leq c t^{-3 / 4} \quad \text { for all } t \geq 1
$$

Remark The factor $t^{-3 / 4}$ can be improved to $t^{-1}$ (this is a special case of Remark (e) in Section 1), but this is not necessary for our current purposes.

The proof of Proposition 8.2 requires a preliminary lemma (whose statement remains valid if $\mathfrak{n}$ is replaced by an arbitrary ideal of $\mathfrak{g}$ ).

Lemma 8.3 If $N=d L_{G}(n), n \in \mathfrak{n}$, and $P \in \mathcal{R}(G)$, then $N P \in \mathcal{R}(G)$ can be written as a finite sum

$$
N P=\sum_{i} P_{i} N_{i}
$$

where $P_{i} \in \mathcal{R}(G)$ and $N_{i}=d L_{G}\left(n_{i}\right), n_{i} \in \mathfrak{n}$.
Proof. It suffices to prove it in the case $P=X_{1} \cdots X_{m}$ where $m \in \mathbb{N}$, $X_{j}=d L_{G}\left(x_{j}\right), x_{j} \in \mathfrak{g}$. Since $\mathfrak{n}$ is an ideal of $\mathfrak{g}$ we have $n^{\prime \prime}=\left[x_{1}, n\right] \in \mathfrak{n}$. Setting $N^{\prime \prime}=d L_{G}\left(n^{\prime \prime}\right)$ we note that

$$
N X_{1} \cdots X_{m}=-N^{\prime \prime} X_{2} \cdots X_{m}+X_{1} N X_{2} \cdots X_{m}
$$

and the lemma is easily derived by induction on $m$.
Continuing with the proof of Proposition 8.2, it suffices to prove the estimate with $P=Q A_{k}$ for some $Q \in \mathcal{R}(G), k \in\left\{1, \ldots, d^{\prime}\right\}$. Then for $\varphi \in L_{2 ; \infty}$ we have

$$
\|N P \varphi\|_{2}^{2}=-\left(P \varphi, N^{2} Q A_{k} \varphi\right)
$$

and Lemma 8.3 yields that

$$
N^{2} Q=N\left(\sum_{i} Q_{i} N_{i}\right)=\sum_{i, j} Q_{i j} M_{j} N_{i}
$$

for some $Q_{i}, Q_{i j} \in \mathcal{R}(G)$ and $N_{i}=d L_{G}\left(n_{i}\right), M_{j}=d L_{G}\left(m_{j}\right), n_{i}, m_{j} \in \mathfrak{n}$. Thus

$$
\|N P \varphi\|_{2}^{2} \leq \sum_{i, j}\left\|Q_{i j}^{*} P \varphi\right\|_{2}\left\|M_{j} N_{i} A_{k} \varphi\right\|_{2}
$$

where $Q_{i j}^{*}$ denotes the formal adjoint of $Q_{i j}$ in $\mathcal{R}(G)$. Set $\varphi=S_{t} \psi$ where $\psi \in L_{2}$, and note from Corollary 3.2 that $\left\|Q_{i j}^{*} P S_{t}\right\|_{2 \rightarrow 2} \leq c$ for all $t \geq 1$. Therefore applying Theorem 1.1 we get

$$
\left\|N P S_{t} \psi\right\|_{2}^{2} \leq c t^{-3 / 2}\|\psi\|_{2}^{2}
$$

for all $t \geq 1, \psi \in L_{2}$, and the proposition follows.

Proposition 8.2 yields for each $m \in \mathbb{N}_{0}$ and $q \in \mathbb{N}$ an estimate

$$
\begin{equation*}
\left\|Y_{m} X^{q} S_{t}\right\|_{2 \rightarrow 2} \leq c(m, q) t^{-3 / 4} \tag{8.6}
\end{equation*}
$$

for all $t \geq 1$. Combining (8.2), (8.5), and (8.6) we see that an estimate (8.1) holds for all sufficiently large $t$. Since the function $t \mapsto\left\|X^{j} Y_{0} S_{t}\right\|_{2 \rightarrow 2}$ is nonincreasing (cf. the proof of Proposition 8.1(II)), this suffices to give an estimate of the form (8.1) for all $t \geq 1$. The proof of Theorem 1.6 is complete.

## 9. Extensions

We briefly describe two extensions of our results: to subelliptic systems, and to non-simply connected groups.

### 9.1. Subelliptic systems

It is of interest that Theorem 1.1 extends to certain $s \times s$ subelliptic systems, where $s \in \mathbb{N}$.

Observe that $A_{k}$ extends naturally to an operator in the space $L_{2}\left(G ; \mathbb{C}^{s}\right)$ of $\mathbb{C}^{s}$-valued $L_{2}$ functions. Consider an operator $H=-\sum_{k, l=1}^{d^{\prime}} A_{k} c_{k l} A_{l}$, with each $c_{k l}$ an $s \times s$ matrix of complex constants: $c_{k l}$ acts on elements of $L_{2}\left(G ; \mathbb{C}^{s}\right)$ (regarded as row vectors) by matrix multiplication. As before, $H$ is precisely defined as the maximal accretive operator in $L_{2}\left(G ; \mathbb{C}^{s}\right)$ associated with the quadratic form $q_{H}(\varphi)=\sum_{k, l}\left(c_{k l} A_{l} \varphi, A_{k} \varphi\right)$, assuming that $q_{H}$ satisfies a Gårding inequality (1.2).

Then the estimates of Theorem 1.1 are valid for $H$, at least when $G$ has stratified nilshadow. One needs the following minor change in the proof of Proposition 4.1. The identity (4.1) (with $P=D_{t}=L^{\prime}(t)^{2} B^{(N) \alpha}$ ) is no longer valid, but can be replaced by

$$
\begin{aligned}
D_{t} \varphi= & \left(I+H_{\varepsilon}\right)^{-1} D_{t}\left(I+H_{\varepsilon}\right) \varphi \\
& -\sum_{k, l}\left(I+H_{\varepsilon}\right)^{-1}\left[A_{k, \varepsilon}, D_{t}\right] c_{k l} A_{l, \varepsilon} \varphi-\sum_{k, l}\left(I+H_{\varepsilon}\right)^{-1} A_{k, \varepsilon} c_{k l}\left[A_{l, \varepsilon}, D_{t}\right] \varphi
\end{aligned}
$$

after noting that $D_{t}$ commutes with $c_{k l}$. Note also that we do not need local regularity estimates for $H$ for the proof of Theorem 1.1: see Remark (a) in Subsection 4.1.

Finally, let us note that if $G$ is stratified nilpotent and $a_{1}, \ldots, a_{d^{\prime}}$ is a basis for $\mathfrak{h}_{1}$ then Remark (b) in Subsection 4.1 applies also to systems. In particular, one has an estimate of the form (4.9) for each $\alpha \in J(d)$, and one can argue that the semigroup $e^{-t H}$ has a smooth kernel satisying global Gaussian bounds. Details are left to the reader.

### 9.2. Non-simply connected groups

Theorems 1.1 to 1.6 are actually valid for any connected Lie group $G$ of polynomial growth, without the assumption of simple connectedness. For completeness, we outline here the extension of our arguments to the nonsimply connected case.

For Theorems 1.1 to 1.3 and Theorem 1.5, no changes in the proofs are required. In particular, remark that in the transference argument of Subsection 4.2 we used simple connectedness of $\widetilde{G}$, but not of $G$, to obtain the homomorphism $\Lambda: \widetilde{G} \rightarrow G$.

Some changes are required, however, in the proofs of Theorems 1.4 and 1.6. Before outlining these, we briefly sketch the structure theory of $G$ : our exposition relies on the detailed results obtained in [1, Section 3], and we refer to that paper for further details.

We may assume that $G=G^{\prime} / \Gamma$ where $G^{\prime}$ is the simply connected universal covering group of $G$ and $\Gamma$ is a discrete central subgroup of $G^{\prime}$ : the Lie algebras of $G, G^{\prime}$ are identified $\left(=\mathfrak{g}\right.$, say). Let $G_{N}^{\prime}$ denote the shadow of the simply connected group $G^{\prime}$, with Lie algebra $\mathfrak{g}_{N}$, and with $G^{\prime}=G_{N}^{\prime}$ identified as manifolds (we often use primes to indicate objects associated with the group $\left.G^{\prime}\right)$. Let $\tau: \mathfrak{g}_{N} \rightarrow \mathcal{L}\left(\mathfrak{g}_{N}\right), \bar{T}^{\prime}: G_{N}^{\prime} \rightarrow \operatorname{Aut}\left(\mathfrak{g}_{N}\right), T^{\prime}: G_{N}^{\prime} \rightarrow \operatorname{Aut}\left(G_{N}^{\prime}\right)$ denote the corresponding homomorphisms, as defined in Section 2.

From the properties of the group $\Gamma$ given in Section 3.2 of [1], it is straightforward to deduce that

$$
\begin{equation*}
\bar{T}^{\prime}(\gamma) x=x \quad, \quad T^{\prime}(\gamma) g^{\prime}=g^{\prime} \quad, \quad T^{\prime}\left(g^{\prime}\right) \gamma=\gamma \tag{9.1}
\end{equation*}
$$

for all $\gamma \in \Gamma, g^{\prime} \in G^{\prime}$ and $x \in \mathfrak{g}$. It follows from (9.1) and the multiplication law (2.5) (with $T$ replaced by $T^{\prime}$ ), that

$$
\gamma *_{N} g^{\prime}=\gamma g^{\prime}=g^{\prime} \gamma=g^{\prime} *_{N} \gamma
$$

for all $\gamma \in \Gamma, g^{\prime} \in G^{\prime}$. Hence $\Gamma$ is a central subgroup of $G_{N}^{\prime}$, and the quotient $G_{N}=G_{N}^{\prime} / \Gamma$ is a Lie group with Lie algebra $\mathfrak{g}_{N}$. Observe that $G_{N}$ is identical as a manifold with $G=G^{\prime} / \Gamma$, and that the natural homomorphisms $G^{\prime} \rightarrow G$, $G_{N}^{\prime} \rightarrow G_{N}$ are identical as set maps: let us call this map $\Lambda$. It follows from (9.1) that $T^{\prime}$ induces a homomorphism $T: G_{N} \rightarrow \operatorname{Aut}\left(G_{N}\right)$ such that

$$
T\left(\Lambda g^{\prime}\right)\left(\Lambda h^{\prime}\right)=\Lambda\left(T^{\prime}\left(g^{\prime}\right) h^{\prime}\right)
$$

for all $g^{\prime}, h^{\prime} \in G^{\prime}$. Then $T(T(g) h)=T(h)$ for $g, h \in G$, and the multiplications in $G$ and $G_{N}$ are related by the formula (2.5).

Again from (9.1) it follows that $\bar{T}^{\prime}$ induces a homomorphism $\bar{T}: G_{N} \rightarrow$ $\operatorname{Aut}\left(\mathfrak{g}_{N}\right)$ such that $\bar{T}\left(\Lambda g^{\prime}\right)=\bar{T}^{\prime}\left(g^{\prime}\right)$ for all $g^{\prime} \in G^{\prime}$. Then the vector fields on $G$ and $G_{N}$ are related by the formulae of Lemma 2.12.

As in the simply connected case, let $M, Q_{N}$ denote the analytic subgroups of $G_{N}$ with respective Lie algebras $\mathfrak{m}, \mathfrak{q}_{N}$. Then $M, Q_{N}$ are closed normal subgroups of $G_{N}$ such that $M$ commutes with $Q_{N}$, and $G_{N}=$ $M *_{N} Q_{N}$, but the intersection $\Gamma_{2}:=M \cap Q_{N}$ is a possibly nontrivial, finite central subgroup of $G_{N}$.

Proof of Theorem 1.4. The only change required is in the definition of $\eta_{R}$ in the proof of Lemma 6.2, and is due to the fact that $\Gamma_{2}=M \cap Q_{N}$ may be nontrivial. We now set

$$
\eta_{R}^{\prime \prime}\left(m *_{N} q\right)=\frac{1}{\left|\Gamma_{2}\right|} \sum_{y \in \Gamma_{2}} \eta_{R}^{\prime}\left(y *_{N} q\right)
$$

for all $m \in M, q \in Q_{N}$, where $\left|\Gamma_{2}\right|<\infty$ is the cardinality of $\Gamma_{2}$. It is easily verified that $\eta_{R}^{\prime \prime}$ is a well-defined function on $G_{N}$ and that it satisfies the properties of Lemma 6.2 for all sufficiently large $R$, say for $R \geq R_{0}$. (The restriction to large $R$ is necessary, since it might happen that $\eta_{R}^{\prime \prime}(e)<1$ for $R$ close to 1.) We complete the proof of Lemma 6.2 by defining $\eta_{R}=\eta_{R}^{\prime \prime}$ for $R \geq R_{0}$ and $\eta_{R}=\eta_{R_{0}}^{\prime \prime}$ for $1 \leq R \leq R_{0}$.

Proof of Theorem 1.6. Let the elements $x$ and $y_{j}=(\operatorname{ad} x)^{j+1} n, j \in \mathbb{N}_{0}$, be as in the proof of this theorem. The only change required is to justify the estimate (8.3) for non-simply connected $G$. Again it reduces to showing that $\left|\exp _{Q_{N}}\left(s y_{j}\right)\right|_{Q_{N}} \geq c s, s \geq 1$, where $|\cdot|_{Q_{N}}$ is the modulus on $Q_{N}$ corresponding to $b_{1}, \ldots, b_{d_{1}}$.

Define a subalgebra of $\mathfrak{q}_{N}$ by $\mathfrak{q}_{0}=\{u \in \mathfrak{q}: \tau(y) u=0$ for all $y \in \mathfrak{g}\}$. As in the proof of Lemma 2.9 we have $(\operatorname{ad} x) y_{j}-\tau(x) y_{j} \in \mathfrak{q}_{N ; 2}$, and since $(\operatorname{ad} x) y_{j} \notin \mathfrak{q}_{N ; 2}$ it follows that $\tau(x) y_{j} \notin \mathfrak{q}_{N ; 2}$. Since $\tau(x)\left(\mathfrak{q}_{0}+\mathfrak{q}_{N ; 2}\right) \subseteq \mathfrak{q}_{N ; 2}$, we deduce that $y_{j} \notin \mathfrak{q}_{0}+\mathfrak{q}_{N ; 2}$.

Let $Q_{\mathfrak{t}}$ be the unique maximal torus in the nilpotent group $Q_{N}$, and $\mathfrak{t}$ be its Lie algebra. Then $Q_{\mathrm{t}}$ is contained in the centre of $Q_{N}$, and the quotient group $\bar{Q}_{N}=Q_{N} / Q_{\mathfrak{t}}$ is simply connected and nilpotent (see IV.1.5 in [35]). Moreover, it easily follows from results of Sections 3.2, 3.3 of [1] that $\mathfrak{t} \subseteq \mathfrak{q}_{0}$.

Combining the above remarks, we obtain (8.3) as a consequence of the following lemma for the nilpotent group $Q_{N}$.

Lemma 9.1 If $y \in \mathfrak{q}_{N}, y \notin \mathfrak{t}+\mathfrak{q}_{N ; 2}$ then there is $c>0$ with

$$
\left|\exp _{Q_{N}}(s y)\right|_{Q_{N}} \geq c s \quad \text { for all } s \geq 1
$$

Proof. Consider the quotient $\bar{Q}_{N}=Q_{N} / Q_{\mathfrak{t}}$. Note that if $\pi: \mathfrak{q}_{N} \rightarrow \overline{\mathfrak{q}}_{N}=$ $\mathfrak{q}_{N} / \mathfrak{t}$ denotes the corresponding Lie algebra homomorphism, and $\overline{\mathfrak{q}}_{N ; 2}$ is the commutator ideal of $\overline{\mathfrak{q}}_{N}$, then $\pi y \notin \overline{\mathfrak{q}}_{N ; 2}$.

If $|\cdot|$ is a modulus on $\bar{Q}_{N}$ then modulus estimates for a simply connected nilpotent group ([35, Section IV.5]) yield $\left|\exp _{\bar{Q}_{N}}(s \pi y)\right| \geq c s$ for all $s \geq 1$. But it is elementary (e.g., Lemma 3.1 of [23]) that $\left|\exp _{Q_{N}}(s y)\right|_{Q_{N}} \geq$ $c\left|\exp _{\bar{Q}_{N}}(s \pi y)\right|$ for $s \geq 1$. This completes the proof of the lemma, and the proof of Theorem 1.6 for non-simply connected groups.

## 10. Appendix

In this Appendix, we prove a number of algebraic results which are used in the main text.

### 10.1. Invariance of the $\mathfrak{q}_{N ; j}$

We show in this subsection that the nilshadow $\mathfrak{q}_{N}$ is uniquely defined up to isomorphism, and that the subspaces $\mathfrak{q}_{N ; j}$ in the lower central series are invariants, and characteristic ideals, of $\mathfrak{g}$.

First we reformulate the definition of the nilshadow in terms of Cartan subalgebras of $\mathfrak{q}$. Let $\mathfrak{v}$ satisfy properties (I) and (II) of Lemma 2.1, and consider the associated nilshadow $\mathfrak{q}_{N}=\left(\mathfrak{q},[\cdot, \cdot]_{N}\right)$ defined by (2.3).

Lemma 10.1 Given $\mathfrak{v}$ as above, there is a unique Cartan subalgebra $\mathfrak{h}=$ $\mathfrak{h}(\mathfrak{v})$ of $\mathfrak{q}$ with $\mathfrak{v} \subseteq \mathfrak{h}$. Then $\mathfrak{q}=\mathfrak{h}+\mathfrak{n}$ and the bracket $[\cdot, \cdot]_{N}$ is given by

$$
\begin{equation*}
\left[w_{1}+n_{1}, w_{2}+n_{2}\right]_{N}=\left[w_{1}+n_{1}, w_{2}+n_{2}\right]-S\left(w_{1}\right) n_{2}+S\left(w_{2}\right) n_{1} \tag{10.1}
\end{equation*}
$$

for all $w_{1}, w_{2} \in \mathfrak{h}, n_{1}, n_{2} \in \mathfrak{n}$.
Proof. Define

$$
\mathfrak{h}=\{x \in \mathfrak{q}: S(v) x=0 \text { for all } v \in \mathfrak{v}\} ;
$$

since the $S(v)$ are derivations this is a subalgebra of $\mathfrak{q}$. It follows from the properties of $\mathfrak{v}$ and Lemma 2.2 that $\mathfrak{v} \subseteq \mathfrak{h}$ and $\mathfrak{h}=\mathfrak{v} \oplus(\mathfrak{h} \cap \mathfrak{n})$. From the latter splitting and (2.3) it is easy to verify that $[x, y]_{N}=[x, y]$ for all $x, y \in \mathfrak{h}$. Therefore $\mathfrak{h}$ is nilpotent.

Suppose $y \in \mathfrak{q}$ satisfies $[y, \mathfrak{h}] \subseteq \mathfrak{h}$. Then $S(v) y \in \mathfrak{h}$ for all $v \in \mathfrak{v}$, because $\mathfrak{v} \subseteq \mathfrak{h}$ and $S(v)$ is a polynomial in adv. Therefore $S(v)^{2} y=0$ and the semisimplicity of $S(v)$ implies that $S(v) y=0$. Thus $y \in \mathfrak{h}$, and we have verified that $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{q}$.

If $\mathfrak{h}^{\prime}$ is any Cartan subalgebra of $\mathfrak{q}$ with $\mathfrak{v} \subseteq \mathfrak{h}^{\prime}$ then nilpotency of $\mathfrak{h}^{\prime}$ implies that $S(x) y=0$ for all $x, y \in \mathfrak{h}^{\prime}$ (Lemma 2.2). Taking $x \in \mathfrak{v}$ we obtain $\mathfrak{h}^{\prime} \subseteq \mathfrak{h}$, hence $\mathfrak{h}^{\prime}=\mathfrak{h}$ since all Cartan subalgebras have the same dimension.

Finally, (10.1) follows straightforwardly from (2.3), the splitting $\mathfrak{h}=$ $\mathfrak{v} \oplus(\mathfrak{h} \cap \mathfrak{n})$, and the following observation: if $w=v+n, v \in \mathfrak{v}, n \in \mathfrak{h} \cap \mathfrak{n}$, then $S(w)=S(v)$. Indeed the mapping $y \mapsto S(y)$ is linear on $\mathfrak{h}$ by Lemma 2.2, whence $S(w)=S(v)+S(n)=S(v)$.

Let $\mathfrak{v}^{(1)}, \mathfrak{v}^{(2)}$ be subspaces of $\mathfrak{q}$ which satisfy properties (I) and (II) of Lemma 2.1. Consider the associated nilshadows $\mathfrak{q}_{N}^{(i)}=\left(\mathfrak{q},[\cdot, \cdot]_{N}^{(i)}\right)$, and the corresponding lower central series $\mathfrak{q}_{N ; j}^{(i)}, j \in \mathbb{N}, i=1,2$.

If $\Phi$ is an arbitrary automorphism of $\mathfrak{g}$ then it is straightforward to see that

$$
\begin{equation*}
\Phi(S(x) y)=S(\Phi x)(\Phi y) \quad, \quad \Phi(K(x) y)=K(\Phi x)(\Phi y) \tag{10.2}
\end{equation*}
$$

for all $x, y \in \mathfrak{g}$.
Lemma 10.2 There exists $n \in \mathfrak{n}$ such that $\Phi=\left.\left(e^{\mathrm{ad} n}\right)\right|_{\mathfrak{q}} \in G L(\mathfrak{q})$ is a Lie isomorphism of $\mathfrak{q}_{N}^{(1)}$ onto $\mathfrak{q}_{N}^{(2)}$. One has equality of subspaces $\mathfrak{q}_{N ; j}^{(1)}=\mathfrak{q}_{N ; j}^{(2)}$ for all $j \in \mathbb{N}$.

Proof. Applying Lemma 10.1, let $\mathfrak{h}^{(i)}, i=1,2$, be the Cartan subalgebras of $\mathfrak{q}$ with $\mathfrak{v}^{(i)} \subseteq \mathfrak{h}^{(i)}$. A standard conjugacy result for Cartan subalgebras of solvable algebras $([4,36])$ gives the existence of $n \in \mathfrak{n}$ such that $\Phi\left(\mathfrak{h}^{(1)}\right)=\mathfrak{h}^{(2)}$ with $\Phi=\left(e^{\mathrm{ad} n}\right) \mid \mathfrak{q}$. From (10.1) and (10.2) we then obtain $\Phi\left([x, y]_{N}^{(1)}\right)=$ $[\Phi x, \Phi y]_{N}^{(2)}$ for all $x, y \in \mathfrak{q}$, proving the first statement.

Since $\mathfrak{q}_{N ; 1}^{(1)}=\mathfrak{q}=\mathfrak{q}_{N ; 1}^{(2)}$ it suffices to prove the second statement when $j \geq 2$. Then $\mathfrak{q}_{N ; j}^{(1)} \subseteq \mathfrak{n}$ by Proposition 2.3. Since $\mathfrak{q}_{N ; j}^{(1)}$ is an ideal of $\mathfrak{q}_{N}^{(1)}$ and $[x, y]_{N}^{(1)}=[x, y]$ for all $x, y \in \mathfrak{n}$, it follows that $\mathfrak{q}_{N ; j}^{(1)}$ is an ideal of $\mathfrak{n}$. Therefore $\Phi\left(\mathfrak{q}_{N ; j}^{(1)}\right)=e^{\text {adn }}\left(\mathfrak{q}_{N ; j}^{(1)}\right)=\mathfrak{q}_{N ; j}^{(1)}$. But $\Phi\left(\mathfrak{q}_{N ; j}^{(1)}\right)=\mathfrak{q}_{N ; j}^{(2)}$ because $\Phi$ maps $\mathfrak{q}_{N}^{(1)}$ isomorphically to $\mathfrak{q}_{N}^{(2)}$, and the lemma follows.

Therefore the subspaces $\mathfrak{q}_{N ; j}$ are invariants of $\mathfrak{g}$. Finally we have
Corollary 10.3 The subspaces $\mathfrak{q}_{N ; j}$ are characteristic ideals of $\mathfrak{g}$.
Proof. Let $\mathfrak{q}_{N}$ be the nilshadow associated with the subspace $\mathfrak{v}$, and let $\Phi$ be an arbitrary automorphism of $\mathfrak{g}$. Then $\Phi(\mathfrak{q})=\mathfrak{q}, \Phi(\mathfrak{n})=\mathfrak{n}$, and the subspace $\mathfrak{v}^{\prime}=\Phi(\mathfrak{v})$ satisfies properties (I), (II) of Lemma 2.1. If $\mathfrak{q}_{N}^{\prime}$ denotes the nilshadow associated with $\mathfrak{v}^{\prime}$ then it is easy to see from (2.3) or (10.1), applying (10.2), that $\Phi$ maps $\mathfrak{q}_{N}$ isomorphically onto $\mathfrak{q}_{N}^{\prime}$. Therefore $\Phi\left(\mathfrak{q}_{N ; j}\right)=\mathfrak{q}_{N ; j}^{\prime}=\mathfrak{q}_{N ; j}$ with the second equality by Lemma 10.2.

### 10.2. The ideals $\mathfrak{s}$ and $\mathfrak{n}^{\prime}$

Let $\mathfrak{g}$ be a Lie algebra of type $R$, with radical $\mathfrak{q}$ and nilradical $\mathfrak{n}$.
Lemma 10.4 There exists a semisimple ideal $\mathfrak{s}$ of $\mathfrak{g}$ which contains every semisimple ideal of $\mathfrak{g}$, and a nilcompact ideal $\mathfrak{n}^{\prime}$ of $\mathfrak{g}$ which contains every nilcompact ideal of $\mathfrak{g}$. Moreover, $\mathfrak{s}, \mathfrak{n}^{\prime}$ are characteristic ideals of $\mathfrak{g}$, and $\mathfrak{n}^{\prime}=\mathfrak{s} \oplus \mathfrak{n}, \mathfrak{s} \cap \mathfrak{q}=\{0\}$.

For any Levi subalgebra $\mathfrak{m}$ of $\mathfrak{g}$ one has $\mathfrak{s} \subseteq \mathfrak{m}$ and

$$
\begin{equation*}
\mathfrak{s}=\{x \in \mathfrak{m}:[x, \mathfrak{q}]=\{0\}\} . \tag{10.3}
\end{equation*}
$$

Proof. Fix a Levi subalgebra $\mathfrak{m}$ and define $\mathfrak{s}$ by (10.3). One easily checks that $\mathfrak{s}$ is an ideal of $\mathfrak{m}$, and hence $\mathfrak{s}$ is semisimple because $\mathfrak{m}$ is semisimple. Then $\mathfrak{s}$ is an ideal of $\mathfrak{g}$, because $\mathfrak{g}=\mathfrak{m} \oplus \mathfrak{q}$ and $[\mathfrak{s}, \mathfrak{q}]=\{0\}$. Because $\mathfrak{s}$ is semisimple, the intersection $\mathfrak{s} \cap \mathfrak{q}$ is trivial.

Suppose that $\mathfrak{a}$ is a semisimple ideal of $\mathfrak{g}$; we show $\mathfrak{a} \subseteq \mathfrak{s}$. Let $\operatorname{Int}(\mathfrak{n})$ denote the group of automorphisms of $\mathfrak{g}$ generated by the $e^{\text {ada } a}$ for $a \in \mathfrak{n}$. Since $\mathfrak{a}$ is a semisimple subalgebra of $\mathfrak{g}$, by Corollary 3.14 .3 of [32] there exists $\Phi \in \operatorname{Int}(\mathfrak{n})$ such that $\Phi(\mathfrak{a}) \subseteq \mathfrak{m}$. Since $\mathfrak{a}$ is an ideal, $\Phi(\mathfrak{a})=\mathfrak{a}$ so that $\mathfrak{a} \subseteq \mathfrak{m}$. Because $\mathfrak{a}$ and $\mathfrak{q}$ are ideals we get

$$
[\mathfrak{a}, \mathfrak{q}] \subseteq \mathfrak{a} \cap \mathfrak{q} \subseteq \mathfrak{m} \cap \mathfrak{q}=\{0\}
$$

and therefore $\mathfrak{a} \subseteq \mathfrak{s}$, as desired.
Thus $\mathfrak{s}$ contains every semisimple ideal; it easily follows that $\mathfrak{s}$ is independent of the choice of Levi subalgebra $\mathfrak{m}$ used to define it, and that $\mathfrak{s}$ is a characteristic ideal of $\mathfrak{g}$.

Defining $\mathfrak{n}^{\prime}=\mathfrak{s} \oplus \mathfrak{n}$, it is clear that $\mathfrak{n}^{\prime}$ is a nilcompact ideal and a characteristic ideal of $\mathfrak{g}$. Let us show $\mathfrak{a} \subseteq \mathfrak{n}^{\prime}$ for any nilcompact ideal $\mathfrak{a}$. Write $\mathfrak{a}=\mathfrak{a}_{s} \oplus \mathfrak{a}_{n}$, where $\mathfrak{a}_{s}, \mathfrak{a}_{n}$ are respectively semisimple and nilpotent ideals of $\mathfrak{a}$. It is easy to see that $\mathfrak{a}_{n}$ is the radical (or nilradical) of $\mathfrak{a}$, and $\mathfrak{a}_{s}$ contains every semisimple ideal of $\mathfrak{a}$. Therefore $\mathfrak{a}_{s}, \mathfrak{a}_{n}$ are characteristic ideals of $\mathfrak{a}$, and hence $\mathfrak{a}_{s}, \mathfrak{a}_{n}$ are ideals of $\mathfrak{g}$. Since $\mathfrak{s}, \mathfrak{n}$ are respectively the largest semisimple and nilpotent ideals of $\mathfrak{g}$, we get $\mathfrak{a}_{s} \subseteq \mathfrak{s}$ and $\mathfrak{a}_{n} \subseteq \mathfrak{n}$. Then $\mathfrak{a} \subseteq \mathfrak{n}^{\prime}$ as desired.

### 10.3. Twisted multiplications on Lie groups

First we consider a twisting construction for Lie algebras.
Lemma 10.5 Let $\mathfrak{a}$ be a Lie algebra with Lie bracket $[\cdot, \cdot]$, and let $\tau: \mathfrak{a} \rightarrow$ $\mathcal{L}(\mathfrak{a})$ be a representation of $\mathfrak{a}$ in itself by derivations. If

$$
\begin{equation*}
\tau(\tau(x) y)=0 \tag{10.4}
\end{equation*}
$$

for all $x, y \in \mathfrak{a}$, then

$$
[x, y]^{\prime}=[x, y]+\tau(x) y-\tau(y) x
$$

defines a Lie bracket $[\cdot, \cdot]^{\prime}$ on the vector space $\mathfrak{a}$.
Proof. To check the Jacobi identity for $[\cdot, \cdot]^{\prime}$ is a straightforward computation using (10.4) and the representation and derivation properties.

The following two examples illustrate the generality of this lemma.
(1) Let $\mathfrak{a}_{1}, \mathfrak{a}_{2}$ be Lie algebras and $\tau_{0}: \mathfrak{a}_{1} \rightarrow \mathcal{L}\left(\mathfrak{a}_{2}\right)$ a representation of $\mathfrak{a}_{1}$ in $\mathfrak{a}_{2}$ by derivations. Consider the direct sum algebra $\mathfrak{a}=\mathfrak{a}_{1} \times \mathfrak{a}_{2}$ and $\tau: \mathfrak{a} \rightarrow \mathcal{L}(\mathfrak{a})$ defined by

$$
\tau\left(x_{1}, x_{2}\right)\left(y_{1}, y_{2}\right)=\left(0, \tau_{0}\left(x_{1}\right) y_{2}\right)
$$

for $x_{i}, y_{i} \in \mathfrak{a}_{i}, i=1,2$. Then $\tau$ satisfies the hypotheses of Lemma 10.5 and the algebra $\mathfrak{a}^{\prime}=\left(\mathfrak{a},[\cdot, \cdot]^{\prime}\right)$ is (isomorphic to) the semidirect product $\mathfrak{a}_{1} \times{ }_{\tau_{0}} \mathfrak{a}_{2}$.
(2) Let $\mathfrak{a}=\mathfrak{q}$ be solvable with nilradical $\mathfrak{n}$ and let the subspace $\mathfrak{v} \subseteq \mathfrak{q}$ satisfy properties (I), (II) of Lemma 2.1. Define $\tau: \mathfrak{q} \rightarrow \mathcal{L}(\mathfrak{q})$ by $\tau(v+n) y=$ $-S(v) y$ for $v \in \mathfrak{v}, n \in \mathfrak{n}$, and $y \in \mathfrak{q}$. By Lemma 2.2, $\tau$ is a linear map and the $\tau(x), x \in \mathfrak{q}$, are mutually commuting derivations of $\mathfrak{q}$. Since $[\mathfrak{q}, \mathfrak{q}] \subseteq \mathfrak{n}$ and $\tau(n)=0$ for $n \in \mathfrak{n}$, it follows that $\tau$ is a representation. Moreover (10.4) holds because $S(v) y \in[\mathfrak{q}, \mathfrak{q}] \subseteq \mathfrak{n}$ and $\tau(n)=0$ for $n \in \mathfrak{n}$. The algebra $\mathfrak{a}^{\prime}=\left(\mathfrak{a},[\cdot, \cdot]^{\prime}\right)$ equals the nilshadow $\mathfrak{q}_{N}$ defined by relations (2.3).

We study the Lie group analogue of Lemma 10.5. Let $A$ be a Lie group with product $*$, Lie algebra $\mathfrak{a}$ and exponential map exp, and suppose $T: A \rightarrow$ $\operatorname{Aut}(A)$ is a homomorphism into the $\operatorname{group} \operatorname{Aut}(A)$ of smooth automorphisms of $A$. (We assume that $T$ is smooth in the sense that the map $(g, h) \mapsto T(g) h$ is smooth from $A \times A$ into $A$.) Thus $T(h) \in \operatorname{Aut}(A)$ for each $h \in A$, with $T(e)$ the identity automorphism, and $T\left(h_{1}\right) T\left(h_{2}\right)=T\left(h_{1} * h_{2}\right)$. If Aut $(\mathfrak{a})$ is the group of automorphisms of $\mathfrak{a}$ then a homomorphism $\bar{T}: A \rightarrow \operatorname{Aut}(\mathfrak{a})$ is defined by

$$
\bar{T}(g) x=\left.\frac{d}{d t}\right|_{t=0} T(g)(\exp t x)
$$

for $g \in A, x \in \mathfrak{a}$. Then a Lie algebra representation $\tau: \mathfrak{a} \rightarrow \mathcal{L}(\mathfrak{a})$ of $\mathfrak{a}$ in itself by derivations is given by

$$
\tau(y) x=\left.\frac{d}{d t}\right|_{t=0} \bar{T}(\exp t y) x
$$

for $x, y \in \mathfrak{a}$.

Let us make a note on identifications. The Lie algebra $\mathfrak{a}$ is the space of (real) left invariant vector fields on $A$, equipped with the commutator bracket; when convenient we identify $\mathfrak{a}=T_{e} A$, the tangent space of $A$ at the identity, by identifying $x \in T_{e} A$ with its unique extension to a left invariant vector field. With this convention, the differential operator $d L_{A}(x), x \in \mathfrak{a}$, is the right-invariant vector field whose value at $e$ is $-x$.

Lemma 10.6 let $T: A \rightarrow \operatorname{Aut}(A)$ be a smooth homomorphism and define $\bar{T}$ and $\tau$ as above. Suppose

$$
\begin{equation*}
T(T(g) h)=T(h) \tag{10.5}
\end{equation*}
$$

for all $g, h \in A$. Then
(I) The operation $*^{\prime}$ defined by

$$
\begin{equation*}
g *^{\prime} h=\left(T\left(h^{-1}\right) g\right) * h \tag{10.6}
\end{equation*}
$$

is a Lie group multiplication on the manifold $A$. For the Lie group $A^{\prime}=$ $\left(A, *^{\prime}\right)$ the identity element is $e^{\prime}=e$ and the inverse of $h$ is given by $h^{-^{\prime}}=$ $T(h)\left(h^{-1}\right)$. Moreover $g *^{\prime} h^{-1^{\prime}}=T(h)\left(g * h^{-1}\right)$ for all $g, h \in A$.
(II) Let $\mathfrak{a}, \mathfrak{a}^{\prime}$ be the Lie algebras of $A$ and $A^{\prime}$ respectively. Identifying $\mathfrak{a}=T_{e} A=\mathfrak{a}^{\prime}$ as vector spaces, the Lie brackets $[\cdot, \cdot]$ of $\mathfrak{a}$ and $[\cdot, \cdot]^{\prime}$ of $\mathfrak{a}^{\prime}$ are related by

$$
\begin{equation*}
[x, y]^{\prime}=[x, y]+\tau(x) y-\tau(y) x \tag{10.7}
\end{equation*}
$$

and $\tau(\tau(x) y)=0$ for all $x, y \in \mathfrak{a}$.
(III) The left regular representations of $A$ and $A^{\prime}$ are related by

$$
\begin{equation*}
\left(\left(d L_{A^{\prime}}(x)\right) \varphi\right)(g)=\left(\left(d L_{A}\left(\bar{T}\left(g^{-1}\right) x\right)\right) \varphi\right)(g) \tag{10.8}
\end{equation*}
$$

for all $\varphi \in C_{c}^{\infty}(A), x \in \mathfrak{a}, g \in A$.
(IV) The maps $T, \bar{T}$ are homomorphisms of $A^{\prime}$, thus

$$
T\left(g *^{\prime} h\right)=T(g) T(h)=T(g * h) \quad, \quad \bar{T}\left(g *^{\prime} h\right)=\bar{T}(g) \bar{T}(h)=\bar{T}(g * h)
$$

for all $g, h \in A$.
(V) If $x \in \mathfrak{a}$ satisfies $\tau(x) x=0$ then $\exp (x)=\exp ^{\prime}(x)$, where $\exp$, $\exp ^{\prime}$ are the exponential maps of $A, A^{\prime}$ respectively.

Proof. The proof of (I) is by straightforward computations using (10.5). Here we just check the associative law: one has

$$
\begin{aligned}
g_{1} *^{\prime}\left(g_{2} *^{\prime} g_{3}\right) & =g_{1} *^{\prime}\left(T\left(g_{3}^{-1}\right) g_{2} * g_{3}\right) \\
& =T\left(g_{3}^{-1}\right) T\left(T\left(g_{3}^{-1}\right) g_{2}^{-1}\right) g_{1} *\left(T\left(g_{3}^{-1}\right) g_{2} * g_{3}\right) \\
& =T\left(g_{3}^{-1}\right) T\left(g_{2}^{-1}\right) g_{1} * T\left(g_{3}^{-1}\right) g_{2} * g_{3} \\
& =T\left(g_{3}^{-1}\right)\left(T\left(g_{2}^{-1}\right) g_{1} * g_{2}\right) * g_{3} \\
& =\left(g_{1} *^{\prime} g_{2}\right) *^{\prime} g_{3}
\end{aligned}
$$

for all $g_{1}, g_{2}, g_{3} \in A$.
For (III), if $g \in A$ let $R_{g}: A \rightarrow A$ be the right translation map $h \mapsto h * g$, and let $R_{g}^{\prime}$ be the right translation map $h \mapsto h *^{\prime} g$ relative to $A^{\prime}$. Let $d R_{g}, d R_{g}^{\prime}$ be the differentials of these maps. Regarding $d L_{A^{\prime}}(x)$ as a right-invariant vector field (see the remarks preceding the lemma), we have

$$
\left.d L_{A^{\prime}}(x)\right|_{g}=\left(d R_{g}^{\prime}\right)(-x)
$$

for all $g \in A, x \in \mathfrak{a}=T_{e} A$, and a similar result for $d L_{A}(x)$ with $R_{g}$ replacing $R_{g}^{\prime}$. But $R_{g}^{\prime}=R_{g} \circ\left(T\left(g^{-1}\right)\right)$, hence by differentiation

$$
d R_{g}^{\prime}=\left(d R_{g}\right) \circ\left(\bar{T}\left(g^{-1}\right)\right): T_{e} A \rightarrow T_{g} A
$$

and we get

$$
\left.d L_{A^{\prime}}(x)\right|_{g}=\left(d R_{g}^{\prime}\right)(-x)=\left(d R_{g}\right)\left(-\bar{T}\left(g^{-1}\right) x\right)=\left.d L_{A}\left(\bar{T}\left(g^{-1}\right) x\right)\right|_{g}
$$

which is equivalent to (III).
For (II), let $x, y \in \mathfrak{a}=T_{e} A$, let $\varphi \in C_{c}^{\infty}(A)$, and set $X=d L_{A}(x)$, $X^{\prime}=d L_{A^{\prime}}(x), Y=d L_{A}(y), Y^{\prime}=d L_{A^{\prime}}(y)$. Then $\left.X^{\prime}\right|_{e}=\left.X\right|_{e}=-x$ so that

$$
\begin{aligned}
\left(X^{\prime} Y^{\prime} \varphi\right)(e) & =\left(X Y^{\prime} \varphi\right)(e) \\
& =\left.\frac{d}{d t}\right|_{t=0}\left(Y^{\prime} \varphi\right)(\exp (-t x)) \\
& =\left.\frac{d}{d t}\right|_{t=0}\left(d L_{A}(\bar{T}(\exp t x) y) \varphi\right)(\exp (-t x))
\end{aligned}
$$

by part (III), where exp is the exponential map of $A$. Setting

$$
F(s, t)=\left(d L_{A}(\bar{T}(\exp s x) y) \varphi\right)(\exp (-t x))
$$

we have

$$
\begin{aligned}
\left(\partial_{s} F\right)(0,0) & =\left.\frac{d}{d s}\right|_{s=0}\left(d L_{A}(\bar{T}(\exp s x) y) \varphi\right)(e)=\left(d L_{A}(\tau(x) y) \varphi\right)(e) \\
\left(\partial_{t} F\right)(0,0) & =(X Y \varphi)(e)
\end{aligned}
$$

It follows that

$$
\left(X^{\prime} Y^{\prime} \varphi\right)(e)=(X Y \varphi)(e)+\left(d L_{A}(\tau(x) y) \varphi\right)(e)
$$

Combining this with a similar expression for $\left(Y^{\prime} X^{\prime} \varphi\right)(e)$ we get

$$
\begin{aligned}
\left(d L_{A}([x, y]\right. & +\tau(x) y-\tau(y) x) \varphi)(e)= \\
& =((X Y-Y X) \varphi)(e)+\left(d L_{A}(\tau(x) y) \varphi\right)(e)-\left(d L_{A}(\tau(y) x) \varphi\right)(e) \\
& =\left(\left(X^{\prime} Y^{\prime}-Y^{\prime} X^{\prime}\right) \varphi\right)(e) \\
& =\left(d L_{A^{\prime}}\left([x, y]^{\prime}\right) \varphi\right)(e)=\left(d L_{A}\left([x, y]^{\prime}\right) \varphi\right)(e),
\end{aligned}
$$

and comparing the left and right sides of this equation yields (10.7). We leave the reader to verify that $\tau(\tau(x) y)=0$ for all $x$ and $y$, and then part (II) is proved.

For (IV) we note that

$$
T\left(g *^{\prime} h\right)=T\left(T\left(h^{-1}\right) g * h\right)=T\left(T\left(h^{-1}\right) g\right) T(h)=T(g) T(h)
$$

and the corresponding property for $\bar{T}$ follows by differentiation.
For (V), suppose $\tau(x) x=0$. To prove that $\exp (t x)=\exp ^{\prime}(t x)$ for all $t \in \mathbb{R}$, it suffices to show that $t \mapsto \exp (t x)$ is a one-parameter subgroup of $A^{\prime}$. Noting for $s, t \in \mathbb{R}$ that

$$
T(\exp (-t x)) \exp s x=\exp (\bar{T}(\exp (-t x)) s x)=\exp \left(e^{-t \tau(x)} s x\right)=\exp s x
$$

it follows from the multiplication law (10.6) that

$$
\exp (s x) *^{\prime} \exp (t x)=\exp (s x) * \exp (t x)=\exp ((s+t) x)
$$

This ends the proof of the lemma.

### 10.4. Lie algebras with stratified nilshadow

The following proposition shows that any (type $R$ ) Lie algebra is a quotient of a Lie algebra with stratified nilshadow (see Definition 2.6 for the definition of stratified nilshadow). This generalizes the well-known fact that any nilpotent algebra is a quotient of a stratified Lie algebra.

Proposition 10.7 Let $\mathfrak{g}$ be a Lie algebra of type $R$ with radical $\mathfrak{q}$ and nilradical $\mathfrak{n}$. There exists a Lie algebra $\mathfrak{\mathfrak { g }}$ of type $R$ which has stratified nilshadow $\tilde{\mathfrak{q}}_{N}$ with respect to a pair $(\tilde{\mathfrak{m}}, \tilde{\mathfrak{v}})$, and a surjective homomorphism $\pi: \tilde{\mathfrak{g}} \rightarrow \mathfrak{g}$. Moreover $\pi$ restricts to a homomorphism of $\tilde{\mathfrak{q}}_{N}$ onto the nilshadow $\mathfrak{q}_{N}$ of $\mathfrak{g}$, and $\pi\left(\tilde{\mathfrak{q}}_{N ; j}\right)=\mathfrak{q}_{N ; j}$ for all $j \in \mathbb{N}$.

If $\tilde{\mathfrak{q}}, \tilde{\mathfrak{n}}$ denote respectively the radical and nilradical of $\tilde{\mathfrak{g}}$, then

$$
\pi^{-1}(\mathfrak{q})=\tilde{\mathfrak{q}} \quad, \quad \pi^{-1}(\mathfrak{n})=\tilde{\mathfrak{n}}
$$

(Therefore if $\mathfrak{g}$ is respectively solvable or nilpotent, then $\tilde{\mathfrak{g}}$ possesses the same property.)

Proof. We divide the proof into three steps. In the first step we consider a stratified, "free nilpotent" Lie algebra $\mathfrak{r}$ such that $\mathfrak{q}_{N}$ is a quotient of $\mathfrak{r}$, and define certain semisimple derivations $R(v)$ of $\mathfrak{r}$. Second, from these derivations and Lemma 10.5 we construct a solvable Lie algebra $\tilde{\mathfrak{q}}$ such that $\tilde{\mathfrak{q}}=\mathfrak{r}$ as vector spaces, and show that $\mathfrak{r}$ is the nilshadow of $\tilde{\mathfrak{q}}$. Finally, we define $\tilde{\mathfrak{g}}$ as a semidirect product of $\tilde{\mathfrak{q}}$ with a Levi subalgebra of $\mathfrak{g}$.

Step 1. Fix a Levi subalgebra $\mathfrak{m}$ and a subspace $\mathfrak{v}$ of $\mathfrak{g}$ satisfying all properties of Lemma 2.1. Then the nilshadow $\mathfrak{q}_{N}$, the shadow $\mathfrak{g}_{N}$ and the representation $\tau: \mathfrak{g}_{N} \rightarrow \mathcal{L}\left(\mathfrak{g}_{N}\right)$ are defined as in Section 2. We choose $\tau$ invariant subspaces $\mathfrak{h}_{j}, j \in \mathbb{N}$, and $\mathfrak{k}_{1}=\mathfrak{h}_{1} \cap \mathfrak{n}$ as in Lemma 2.5. Fix a basis $b_{1}, \ldots, b_{d_{1}}$ of $\mathfrak{h}_{1}=\mathfrak{v} \oplus \mathfrak{k}_{1}$ such that $b_{1}, \ldots, b_{d_{0}}$ is a basis of $\mathfrak{v}$ and $b_{d_{0}+1}, \ldots, b_{d_{1}}$ is a basis of $\mathfrak{k}_{1}$. By Proposition 2.3, $b_{1}, \ldots, b_{d_{1}}$ generate the Lie algebra $\mathfrak{q}_{N}$.

Suppose $\mathfrak{q}_{N}$ is step $r$ nilpotent. Let $\mathfrak{r}$ be the nilpotent Lie algebra with $d_{1}$ generators $\tilde{b}_{1}, \ldots, \tilde{b}_{d_{1}}$ which is free of step $r$, with Lie bracket $[\cdot, \cdot]_{\mathfrak{r}}$ (cf. [29], and Example 1.1.5 of [11]). More precisely, $\mathfrak{r}$ may be defined as the quotient $\mathcal{F} / \mathcal{I}$, where $\mathcal{F}$ is the free Lie algebra generated by $\tilde{b}_{1}, \ldots, \tilde{b}_{d_{1}}$ and $\mathcal{I}$ is the ideal of $\mathcal{F}$ spanned by all commutators $\left[\tilde{b}_{i_{1}},\left[\cdots,\left[\tilde{b}_{i_{s-1}}, \tilde{b}_{i_{s}}\right] \cdots\right]\right]$ with $s>r$. There is a surjective homomorphism $\pi: \mathfrak{r} \rightarrow \mathfrak{q}_{N}$ such that $\pi\left(\tilde{b}_{i}\right)=b_{i}$ for $i \in\left\{1, \ldots, d_{1}\right\}$.

The algebra $\mathfrak{r}$ decomposes as

$$
\mathfrak{r}=\bigoplus_{j=1}^{\infty} \tilde{\mathfrak{h}}_{j}=\bigoplus_{j=1}^{r} \tilde{\mathfrak{h}}_{j}
$$

where $\tilde{\mathfrak{h}}_{j}$ is spanned by all commutators $\left[\tilde{b}_{i_{1}},\left[\cdots,\left[\tilde{b}_{i_{j-1}}, \tilde{b}_{i_{j}}\right]_{\mathfrak{r}} \cdots\right]_{\mathfrak{r}}\right]_{\mathfrak{r}}$ of length $j$. This decomposition is a stratification of $\mathfrak{r}$ in the sense of [25], that is, $\tilde{\mathfrak{h}}_{1}$ generates $\mathfrak{r}$ and $\left[\tilde{\mathfrak{h}}_{j}, \tilde{\mathfrak{h}}_{k}\right]_{\mathfrak{r}} \subseteq \tilde{\mathfrak{h}}_{j+k}$ for all $j, k \in \mathbb{N}$.

Let us set $\tilde{\mathfrak{v}}=\operatorname{span}\left\{\tilde{b}_{1}, \ldots, \tilde{b}_{d_{0}}\right\}, \tilde{\mathfrak{k}}_{1}=\operatorname{span}\left\{\tilde{b}_{d_{0}+1}, \ldots, \tilde{b}_{d_{1}}\right\}$, and $\tilde{\mathfrak{n}}=$ $\tilde{\mathfrak{k}_{1}} \oplus[\mathfrak{r}, \mathfrak{r}]_{\mathfrak{r}}$. Then $\tilde{\mathfrak{h}}_{1}=\tilde{\mathfrak{v}} \oplus \tilde{\mathfrak{k}}_{1}$ and

$$
\mathfrak{r}=\tilde{\mathfrak{h}}_{1} \oplus[\mathfrak{r}, \mathfrak{r}]_{\mathfrak{r}}=\tilde{\mathfrak{v}} \oplus \tilde{\mathfrak{k}}_{1} \oplus[\mathfrak{r}, \mathfrak{r}]_{\mathfrak{r}}=\tilde{\mathfrak{v}} \oplus \tilde{\mathfrak{n}}
$$

Observe that $\pi$ restricts to a linear bijection $\pi_{1}: \tilde{\mathfrak{h}}_{1} \rightarrow \mathfrak{h}_{1}$, and that $\pi^{-1}(\mathfrak{n})=\tilde{\mathfrak{n}}$. Define linear transformations $\widehat{R}(v) \in \mathcal{L}\left(\tilde{\mathfrak{h}}_{1}\right)$ by

$$
\widehat{R}(v)=\pi_{1}^{-1} \circ S\left(\pi_{1} v\right) \circ \pi_{1}
$$

for $v \in \tilde{\mathfrak{v}}$.

It follows using Lemma 2.2 that the $\widehat{R}(v), v \in \tilde{\mathfrak{v}}$, are mutually commuting, semisimple transformations such that $\widehat{R}(v) w=0$ for all $v, w \in \tilde{\mathfrak{v}}$, and the mapping $v \mapsto \widehat{R}(v)$ is linear on $\tilde{\mathfrak{v}}$. Since $\mathfrak{g}$ is type $R$, the $S\left(\pi_{1} v\right)$ and hence $\widehat{R}(v)$ have only purely imaginary eigenvalues.

Consider a fixed $v \in \tilde{\mathfrak{v}}$. Because $\mathfrak{r}$ is free nilpotent on $\tilde{b}_{1}, \ldots, \tilde{b}_{d_{1}}$, the transformations $e^{t \widehat{R}(v)} \in \mathcal{L}\left(\tilde{\mathfrak{h}}_{1}\right), t \in \mathbb{R}$, extend uniquely to automorphisms $A(t)$ of $\mathfrak{r}$ such that $A(s) A(t)=A(s+t)$ for all $s, t \in \mathbb{R}$. Then

$$
R(v)=\lim _{t \rightarrow 0} t^{-1}(A(t)-I)
$$

defines a derivation $R(v)$ of $\mathfrak{r}$ whose restriction to $\tilde{\mathfrak{h}}_{1}$ equals $\widehat{R}(v)$. Combining the derivation property and the fact that $\tilde{b}_{1}, \ldots, \tilde{b}_{d_{1}}$ generate $\mathfrak{r}$, one verifies the following properties. The $R(v), v \in \tilde{\mathfrak{v}}$, are mutually commuting, semisimple derivations of $\mathfrak{r}$ with only purely imaginary eigenvalues, $R(v)(\tilde{\mathfrak{b}})=\{0\}, R(v)\left(\tilde{\mathfrak{k}}_{1}\right) \subseteq \tilde{\mathfrak{k}}_{1}, R(v)\left(\tilde{\mathfrak{h}}_{j}\right) \subseteq \tilde{\mathfrak{h}}_{j}$ for all $j \in \mathbb{N}$, and the mapping $v \mapsto R(v)$ is linear. (To verify the semisimplicity and the eigenvalue property, one may extend $R(v)$ to a derivation $R(v)^{\mathbb{C}}$ of the complexification $\mathfrak{r}^{\mathbb{C}}$ of $\mathfrak{r}$.) Moreover

$$
\begin{equation*}
\pi \circ R(v)=S(\pi v) \circ \pi \tag{10.9}
\end{equation*}
$$

for all $v \in \tilde{\mathfrak{v}}$.
Step 2. Define $\tilde{\tau}: \mathfrak{r} \rightarrow \mathcal{L}(\mathfrak{r})$ by setting

$$
\tilde{\tau}(v+n)=R(v)
$$

for all $v \in \tilde{\mathfrak{v}}, n \in \tilde{\mathfrak{n}}$. It follows from the properties of $R(v)$ derived in Step 1 that $\tilde{\tau}$ is a representation of $\mathfrak{r}$ in itself by derivations. Since $\tilde{\tau}(x) y \in \tilde{\mathfrak{n}}$ for all $x, y \in \mathfrak{r}$, and $\tilde{\tau}(n)=0$ for all $n \in \tilde{\mathfrak{n}}$, we have $\tilde{\tau}(\tilde{\tau}(x) y)=0$. According to Lemma 10.5, there is a Lie bracket $[\cdot, \cdot]$ on the vector space $\mathfrak{r}$ with

$$
[x, y]=[x, y]_{\mathfrak{r}}+\tilde{\tau}(x) y-\tilde{\tau}(y) x
$$

for $x, y \in \mathfrak{r}$; we denote by $\tilde{\mathfrak{q}}$ the Lie algebra $(\mathfrak{r},[\cdot, \cdot])$. Note that

$$
\begin{equation*}
\left[v_{1}, v_{2}\right]=\left[v_{1}, v_{2}\right]_{\mathfrak{r}},\left[v_{1}, n_{1}\right]=\left[v_{1}, n_{1}\right]_{\mathfrak{r}}+R\left(v_{1}\right) n_{1},\left[n_{1}, n_{2}\right]=\left[n_{1}, n_{2}\right]_{\mathfrak{r}} \tag{10.10}
\end{equation*}
$$

for all $v_{1}, v_{2} \in \tilde{\mathfrak{v}}$ and $n_{1}, n_{2} \in \tilde{\mathfrak{n}}$. Recall that $\pi$ is a homomorphism of $\mathfrak{r}$ onto $\mathfrak{q}_{N}$. Then comparing (10.10) with (2.3), it follows from (10.9) and $\pi(\tilde{\mathfrak{v}})=\mathfrak{v}, \pi(\tilde{\mathfrak{n}})=\mathfrak{n}$, that $\pi$ is a homomorphism of $\tilde{\mathfrak{q}}$ onto $\mathfrak{q}$.

Note that $[x, y] \in \tilde{\mathfrak{n}}$ for all $x, y \in \tilde{\mathfrak{q}}$ and that the brackets $[\cdot, \cdot]$ and $[\cdot, \cdot]_{\mathfrak{r}}$ agree on $\tilde{\mathfrak{n}}$. Therefore $\tilde{\mathfrak{n}}$ contains $[\tilde{\mathfrak{q}}, \tilde{\mathfrak{q}}]$ and is a nilpotent ideal of $\tilde{\mathfrak{q}}$.

In particular $[\tilde{\mathfrak{q}}, \tilde{\mathfrak{q}}]$ is nilpotent, so that $\tilde{\mathfrak{q}}$ is solvable. Let $\mathfrak{n}(\tilde{\mathfrak{q}})$ denote the nilradical of $\tilde{\mathfrak{q}}$. Since $\pi(\mathfrak{n}(\tilde{\mathfrak{q}}))$ is a nilpotent ideal of $\mathfrak{q}$ we have $\pi(\mathfrak{n}(\tilde{\mathfrak{q}})) \subseteq \mathfrak{n}$, that is, $\mathfrak{n}(\tilde{\mathfrak{q}}) \subseteq \pi^{-1}(\mathfrak{n})$. Because $\pi^{-1}(\mathfrak{n})=\tilde{\mathfrak{n}}$ and $\tilde{\mathfrak{n}}$ is a nilpotent ideal of $\tilde{\mathfrak{q}}$, we conclude that $\mathfrak{n}(\tilde{\mathfrak{q}})=\tilde{\mathfrak{n}}$.

Let $\operatorname{ad}_{\tilde{\mathfrak{q}}}$ and $\mathrm{ad}_{\mathfrak{r}}$ respectively denote the adjoint representations of $\tilde{\mathfrak{q}}$ and $\mathfrak{r}$, and let $\operatorname{ad}_{\tilde{\mathfrak{q}}} x=K(x)+S(x)$ denote the Jordan decomposition of $\operatorname{ad}_{\tilde{\mathfrak{q}}} x$ for $x \in \tilde{\mathfrak{q}}$.

Lemma 10.8 For $v \in \tilde{\mathfrak{v}}$ one has $K(v)=\operatorname{ad}_{\mathfrak{r}} v, S(v)=R(v)$.
Proof. It follows from (10.10) and the fact that $R\left(v_{1}\right) v_{2}=0$ for all $v_{1}, v_{2} \in \tilde{\mathfrak{v}}$ that $\operatorname{ad}_{\tilde{\mathfrak{q}}} v=\operatorname{ad}_{\mathfrak{r}} v+R(v)$ for $v \in \tilde{\mathfrak{v}}$. Moreover $\operatorname{ad}_{\mathfrak{r}} v, R(v)$ are respectively nilpotent and semisimple transformations. Since $R(v) v=0$ and $R(v)$ is a derivation of $\mathfrak{r}$ we have

$$
R(v)\left([v, x]_{\mathfrak{r}}\right)=[v, R(v) x]_{\mathfrak{r}}
$$

for all $x \in \mathfrak{r}$. Thus $R(v)$ commutes with $\operatorname{ad}_{\mathfrak{r}} v$, and the lemma follows from the uniqueness of the Jordan decomposition.

Let $\tilde{\mathfrak{w}}$ denote the subalgebra of $\tilde{\mathfrak{q}}$ generated by the subspace $\tilde{\mathfrak{v}}$; we claim that $\tilde{\mathfrak{w}}$ is nilpotent. Since $R(v)=S(v)$ is a derivation of $\tilde{\mathfrak{q}}$, and $R(v)(\tilde{\mathfrak{v}})=$ $\{0\}$, it follows that $R(v)(\tilde{\mathfrak{w}})=\{0\}$. Then it easily follows from (10.10) that $\left[w_{1}, w_{2}\right]=\left[w_{1}, w_{2}\right]_{\mathfrak{r}}$ for all $w_{1}, w_{2} \in \tilde{\mathfrak{w}}$. Thus $\tilde{\mathfrak{w}}$ is nilpotent.

Since $\tilde{\mathfrak{q}}=\tilde{\mathfrak{v}} \oplus \tilde{\mathfrak{n}}$ and $\tilde{\mathfrak{n}}$ is the nilradical of $\tilde{\mathfrak{q}}$, at this stage we have established that $\tilde{\mathfrak{v}}$ satisfies properties (I), (II) of Lemma 2.1 relative to $\tilde{\mathfrak{q}}$. Hence the nilshadow $\tilde{\mathfrak{q}}_{N}$ of $\tilde{\mathfrak{q}}$ is well-defined, with Lie bracket given by relations (2.3) relative to $\tilde{\mathfrak{v}}$ and $\tilde{\mathfrak{q}}$. From Lemma 10.8 and (10.10) we see that $\tilde{\mathfrak{q}}_{N}=\mathfrak{r}$ as Lie algebras. Note that $\tilde{\mathfrak{h}}_{1}=\tilde{\mathfrak{v}} \oplus\left(\tilde{\mathfrak{h}}_{1} \cap \tilde{\mathfrak{n}}\right)$, and the transformations $S(v)=R(v)=\tilde{\tau}(v+n)$ map $\tilde{\mathfrak{h}}_{j}$ into itself for all $j \in \mathbb{N}$ and $v \in \tilde{\mathfrak{v}}, n \in \tilde{\mathfrak{n}}$. Thus the conditions of Definition 2.6 are satisfied by $\tilde{\mathfrak{q}}$ and the subspaces $\tilde{\mathfrak{h}}_{j}$.

In summary, we have a solvable Lie algebra $\tilde{\mathfrak{q}}$, with stratified nilshadow $\tilde{\mathfrak{q}}_{N}$ with respect to $\tilde{\mathfrak{v}}$, and a surjective homomorphism $\pi: \tilde{\mathfrak{q}} \rightarrow \mathfrak{q}$. Moreover $\tilde{\mathfrak{q}}$ has nilradical $\tilde{\mathfrak{n}}=\pi^{-1}(\mathfrak{n})$. We leave the reader to verify that $\tilde{\mathfrak{q}}$ is of type $R$, using that $S(v)=R(v)$ has only purely imaginary eigenvalues for $v \in \tilde{\mathfrak{v}}$. Recalling that $\pi$ is a homomorphism of $\mathfrak{r}=\tilde{\mathfrak{q}}_{N}$ onto $\mathfrak{q}_{N}$, it follows that $\pi\left(\tilde{\mathfrak{q}}_{N ; j}\right)=\mathfrak{q}_{N ; j}$ for all $j \in \mathbb{N}$.
Step 3. The arguments of this step are similar to those of Steps 1 and 2, and we leave some verifications to the reader. Define a representation $\sigma$ of $\mathfrak{m}$ in $\tilde{\mathfrak{h}}_{1}$ by

$$
\sigma(x) y=\pi_{1}^{-1}\left(\left[x, \pi_{1} y\right]\right)
$$

for $x \in \mathfrak{m}, y \in \tilde{\mathfrak{h}}_{1}$.

Each $\sigma(x)$ extends uniquely to a derivation of $\mathfrak{r}$ which we continue to denote $\sigma(x)$, and $\sigma(x)\left(\tilde{\mathfrak{h}}_{j}\right) \subseteq \tilde{\mathfrak{h}}_{j}$ for all $j \in \mathbb{N}$. Using $[\mathfrak{m}, \mathfrak{v}]=\{0\}$ one verifies that $\sigma(x) v=0$ and $[\sigma(x), S(v)]=0$ for all $v \in \tilde{\mathfrak{v}}$. Then it is easy to check that $\sigma(x)$ is a derivation of $\tilde{\mathfrak{q}}$. Also $\sigma: x \mapsto \sigma(x)$ is a representation of $\mathfrak{m}$ in $\tilde{\mathfrak{q}}$ by derivations, such that

$$
\begin{equation*}
\pi(\sigma(x) y)=[x, \pi y] \tag{10.11}
\end{equation*}
$$

for all $x \in \mathfrak{m}, y \in \tilde{\mathfrak{q}}$.
Let $\tilde{\mathfrak{g}}$ be the semidirect product $\tilde{\mathfrak{g}}=\mathfrak{m} \times_{\sigma} \tilde{\mathfrak{q}}$, and identify $\tilde{\mathfrak{g}}=\mathfrak{m} \oplus \tilde{\mathfrak{q}}$ as vector spaces. Then the Lie bracket on $\tilde{\mathfrak{g}}$ is given by $\left[x_{1}+q_{1}, x_{2}+q_{2}\right]=$ $\left[x_{1}, x_{2}\right]+\left[q_{1}, q_{2}\right]+\sigma\left(x_{1}\right) q_{2}-\sigma\left(x_{2}\right) q_{1}$ for $x_{1}, x_{2} \in \mathfrak{m}, q_{1}, q_{2} \in \tilde{\mathfrak{q}}$. One checks that $\tilde{\mathfrak{g}}$ is type $R$. Extend $\pi: \tilde{\mathfrak{q}} \rightarrow \mathfrak{q}$ to a map $\pi: \tilde{\mathfrak{g}} \rightarrow \mathfrak{g}$ by setting $\pi(x+$ $q)=x+\pi(q)$ for $x \in \mathfrak{m}, q \in \tilde{\mathfrak{q}}$. Using (10.11) one obtains that $\pi$ is a homomorphism of $\mathfrak{g}$ onto $\mathfrak{g}$.

Note that $\tilde{\mathfrak{q}}$ and $\mathfrak{m}$ are respectively the radical and a Levi subalgebra of $\tilde{\mathfrak{g}}$, and that $[\mathfrak{m}, \tilde{\mathfrak{b}}]=\{0\}$. It is now easy to see that $\tilde{\mathfrak{g}}$ has stratified nilshadow $\tilde{\mathfrak{q}}_{N}$ with respect to $(\mathfrak{m}, \tilde{\mathfrak{v}})$ (with the stratification given by $\left\{\tilde{\mathfrak{h}}_{j}\right\}$ ).

The properties $\pi^{-1}(\mathfrak{q})=\tilde{\mathfrak{q}}, \pi^{-1}(\mathfrak{n})=\tilde{\mathfrak{n}}$ are easy consequences of the construction, and the proposition is proved.
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