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#### Abstract

We develop a theory of extensions of von Neumann algebras by locally compact groups of automorphisms. The emphasis is on the description (from an algebraic point of view) of those extensions of a given von Neumann algebra by a given group which determine a fixed homomorphism from the group into the outer automorphism classes of the given algebra. Thus the study of such homomorphisms occupies a substantial part of the paper; for a large class of examples we are able to determine when such a homomorphism is split, and give a simple algebraic description of the extensions. We then give necessary and sufficient conditions (of an analytic nature) for an extension to be equivalent to a twisted crossed product extension, and give some applications to the study of representations of certain topological groups, and to approximately finite dimensional von Neumann algebras.


## Introduction

This paper continues a study, begun in [27], of extensions of a von Neumann algebra by a locally compact group (of automorphisms). While [27] considered a rather special kind of extension, namely the crossed product of a von Neumann algebra by a group of automorphisms and a centre-valued, unitary, 2 cocycle on the group (a topic also considered in [32]), this paper is concerned with a much more general kind of extension. At the same time, our extensions are intimately connected with properties which a homomorphism from a given group into the outer automorphism classes of a given von Neumann algebra might have; in particular, it is invaluable to know when such a homomorphism is split. This same problem arises from consideration of Connes

[^0]invariant $\chi$ for $\mathrm{I}_{1}$-factors [8]; for these reasons, the study of such homomorphisms occupies a large portion of the paper.

Briefly, an extension $\{\mathscr{I}, I, \pi\}$ of a von Neumann algebra $\mathscr{M}$ by a locally compact group $G$ consists of a von Neumann algebra $\mathcal{N}$ which is generated by an isomorphic copy $I(\mathscr{M})$ of $\mathscr{M}$, and a Borel family $\{\pi(g), g \in G\}$ of unitaries normalizing $I(\mathscr{M})$ and forming a representation of $G$ modulo $I(\mathscr{M})$. This represents one way in which the terms $M, N$ in an exact sequence $1 \rightarrow M \rightarrow N \rightarrow$ $G \rightarrow 1$ of locally compact groups may be replaced by von Neumann algebras $\mathfrak{M}, \mathfrak{N}$ respectively. Our work is thus closely related to that of [28], [23]; another (different) generalization of the exact sequence above is given in [13]. It should be noted that the analogy with group extensions is more than schematic; if $\rho$ is any (continuous unitary) representation of $N$ above, the von Neumann algebra $\rho(N)^{\prime \prime}$ is indeed an extension of $\rho(M)^{\prime \prime}$ by $G$.

One of the main aims of this paper is to generalize the extension theory of (topological) groups as found for example in [22] and [21] to the von Neumann algebra situation. This is for the most part routine (albeit sometimes technical) and accomplished in Section 3 and Section 4; there is however one notable lack, in that we have been unable to find an intrinsic construction of the "Baer product" of two extensions of $\mathscr{M}$ by $G$. It should also be noted that due to the abundance of unitaries in a von Neumann algebra (the unitary group is in particular divisible), the relevant (second) cohomology groups frequently vanish, so that in many cases a given extension $\{\mathscr{I}, I, \pi\}$ is "strongly equivalent" to another $\left\{\eta, I, \pi_{1}\right\}$ where $\pi_{1}$ is a representation of $G$ (or, at worst, a representation modulo the centre of $I(\mathscr{M})$ ).

Throughout the paper, all von Neumann algebras are to have separable preduals, and all groups $G$ to be locally compact and separable. The organization is as follows; in Section 2, we give two (unrelated) technical results vial for later investigation. If $\alpha: G \rightarrow \operatorname{Aut}(\mathscr{M})$ is a Borel map (not necessarily a homomorphism) and $w: G \times G \rightarrow \mathscr{M}$ a unitary $\alpha$-2-cocycle, then $w \otimes 1$ cobounds in $\mathscr{M} \otimes$ $\mathscr{B}\left(L^{2}(G)\right)$ with respect to $\alpha \otimes \iota$. If $G$ is countable and $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(\gamma)$ is the central decomposition of $\mathscr{M}$, we give a description of the automorphisms $\alpha_{g}: g \in G$ in terms of "fields of fibre isomorphisms" between the components algebras $\{\mathscr{M}(r), r \in \Gamma\}$; this description reduces to the "point realization" of [19] when $\mathscr{M}$ is abelian, and to the direct integral decomposition when each $\alpha_{g}$ fixes the centre of $\mathscr{M}$ pointwise.

In Section 3 we associate to each extension $\{\mathscr{I}, I, \pi\}$ of $\mathscr{M}$ by $G$ a $G$-kernel
i.e. a pair $\{\mathscr{M}, \theta\}$ where $\theta$ is a homomorphism of $G$ into $\operatorname{Out}(\mathscr{M})=\operatorname{Aut}(\mathscr{M}) /$ $\operatorname{Int}(\mathscr{M})$. Necessary and sufficient conditions are derived, in terms of a centrevalued unitary 3 -cocycle on $G$, (the "obstruction"), for a given $G$-kernel to arise from an extension, and an intrinsic description of the group operations among 3 -cocycles is given in terms of the corresponding kernels. In Section 4, split kernels, i.e. kernels $\{\mathscr{M}, \theta\}$ for which there is a Borel homomorphism $\alpha: G \rightarrow \operatorname{Aut}(\mathscr{M})$ lifting $\theta$, are studied.

Criteria are developed for a kernel to be split in terms of the corresponding obstruction. In particular, when $\mathscr{M}$ is properly infinite, or of pure type $\mathrm{II}_{1}$ and $G$ is finite, a kernel is split if and only if its obstruction is trivial. In case $\mathscr{M}$ is type $I$, it is automatic that all kernels are split and hence all obstructions are trivial. Each extension $\{\mathfrak{I}, I, \pi\}$ of a split kernel is shown to be "strongly equivalent" to a "normalized" extension $\left\{\Re, I, \pi_{1}\right\}$ where $\pi_{1}$ is a representation of $G$ modulo the centre of $I(\mathscr{M})$, or, in case $\mathscr{M}$ is properly infinite, or $\mathscr{M}$ of pure type $I I_{1}$ and $G$ finite, where $\pi_{1}$ is a representation of $G$. The algebraic structure of an extension of a split kernel is thus seen to be identical with that of a twisted crossed product. In Section 5 we give conditions on a (regularized) extension $\{\mathfrak{I}, I, \pi\}$ of $\mathscr{M}$ by $G$ which ensure that it is a crossed product; these are in terms of the existence of a single pair of Plancherel (or dual) weights, one on $\mathscr{M}$ and one on $\mathscr{N}$. In case $G$ is countable and acts freely on $\mathscr{M}$ these are effectively the more familiar criteria (see e.g. [3], [12]) in terms of the existence of an expectation from $\mathscr{I}$ to $I(\mathscr{M})$. If the group $G$ is abelian we give an alternate characterization, in the spirit of [18], in terms of the existence of an appropriate "dual action" of the dual group of $G$ on $\mathfrak{N}$.

The final section presents applications; in particular we see that if a group $N$ is an extension of a connected group by an amenable group, then any representation of $N$ generates an approximately finite dimensional von Neumann algebra (see [7]). Also, in the case of properly infinite algebras $\mathscr{M}$, any twisted crossed product $\mathscr{N}$ of $\mathscr{M}$ by $G$ is in fact already an ordinary crossed product (perhaps with respect to a different action of $G$ ); this result applies also to certain finite groups and $I I_{1}$-algebras. Interest in twisted crossed products as a means of producing new von Neumann algebras is thus essentially reduced to the case of abelian algebras (see also [15] for a different approach to this problem); cohomological techniques seem insufficient to give any conclusive results in this case so that we do not attempt any classification of the von Neumann algebras arising in this way.

The author would like to express his debt to $A$. Connes, without whom
this work would never have been begun.

## § 1. Notations and Conventions

Throughout, all von Neumann algebras $\mathscr{M}$ will be assumed to have separable preduals $\mathscr{M}_{*}$, and all Hilbert spaces are separable; when necessary, $\mathscr{M}$ will be considered as a Borel space with Borel structure generated by the strong *-topology. $\operatorname{Aut}(\mathscr{M})$ will denote the group of $*$-automorphisms of $\mathscr{M}$ with the topology of pointwise norm convergence against $\mathscr{M}_{*}$; this topology is Polish, so that the associated Borel structure is standard ([4], [14]). $\operatorname{Int}(\mathscr{M})$ denotes the normal subgroup of inner automorphisms, i.e. automorphisms of the form Ad $u, u$ unitary in $\mathscr{M}$, where $\operatorname{Ad} u(x)=u x u^{*}$. $\varepsilon$ denotes the quotient map $\varepsilon: \operatorname{Aut}(\mathscr{M}) \rightarrow \operatorname{Aut}(\mathscr{M}) / \operatorname{Int}(\mathscr{M})=\operatorname{Out}(\mathscr{M})$. By $\mathcal{Q}(\mathscr{M})$, we mean the unitary group of $\mathscr{M}$, and $\mathscr{L}(\mathscr{M})$ denotes the centre of $\mathscr{M}$; thus $\mathcal{U}(\mathcal{L}(\mathscr{M}))$ is the unitary group of the centre of $\mathscr{M}$. Whenever we consider the central decomposition $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{N}(r) d \mu(r)$ we shall assume (as we may) that $\Gamma$ is a standard Borel space and $\mu$ a Borel measure on $\Gamma$ with $L^{\infty}(\Gamma, \mu)$ isomorphic with $\mathscr{Z}(\mathscr{M})$.

We will use $G$ to denote a locally compact, separable, toplogical group; we use (almost) invariably a left invariant Haar measure $d g$ on $G$. If $\mathscr{H}$ is a Hilbert space and $G$ is as above, $L^{2}(G ; \mathscr{H})$ denotes the Hilbert space of (equivalence classes of) measurable maps $\xi: G \rightarrow \mathscr{H}$ with $\int_{G}\|\xi(g)\|^{2} d g<\infty$, with inner product $\langle\xi, \eta\rangle=\int_{G}\langle\xi(g), \eta(g)\rangle d g$. When appropriate we identify $L^{2}(G ; \mathscr{H})$ with $L^{2}(G) \otimes \mathscr{H}$. Similarly if $\mathscr{M}$ is a von Neumann algebra, $L^{\infty}(G ; \mathscr{M})$ is the von Neumann algebra of (equivalence classes of) norm bounded measurable maps from $G$ to $\mathscr{M}$; it is canonically isomorphic with $L^{\infty}(G) \otimes \mathscr{M}$.

We refer to [22] (see also [21]) for the cohomology of locally compact groups. Briefly, if $A$ is a Polish abelian group and $g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(A)$ a representation of $G$ with $(g, a) \rightarrow \alpha_{g}(a)$ continuous on $G \times A$, we may consider the group (with pointwise operations) of all Borel maps $\omega$ : $G \times \cdots \times G$ ( $n$ copies) $\rightarrow A$ with $\omega\left(g_{1}, \cdots, g_{n}\right)=0$ if any of $g_{1}, \cdots, g_{n}$ is the identity $e$ of $G$. Such a map $\omega$ is termed a Borel $n$-cochain, and we write $\omega \in C^{n}(G ; A)$.

Define maps $\partial: C^{n}(G ; A) \rightarrow C^{n+1}(G ; A)$ by

$$
\begin{gathered}
(\partial \omega)\left(g_{1}, \cdots, g_{n+1}\right)=\alpha_{g_{1}}\left(\omega\left(g_{2}, \cdots, g_{n+1}\right)\right)+\sum_{j=1}^{n}(-1)^{j} \omega\left(g_{1}, \cdots, g_{j} g_{j+1}, \cdots, g_{n+1}\right) \\
+(-1)^{n+1} \omega\left(g_{1}, \cdots, g_{n}\right)
\end{gathered}
$$

(we write $G$ multiplicatively and $A$ additively). If $\partial \omega=0$ we say $\omega$ is an $\alpha$ -$n$-cocycle and write $\omega \in Z_{\alpha}^{n}(G ; A)$; if $\omega$ is of the form $\partial \nu$ for $\nu \in C^{n-1}(G ; A)$ we say $\omega$ is an $\alpha-n$-coboundary and write $\omega \in B_{\alpha}^{n}(G ; A)$. Since $\partial \circ \partial=0$ we have $B_{\alpha}^{n}(G ; A) \subseteq Z_{\alpha}^{n}(G ; A) ;$ the $n^{t h}$ cohomology group $H_{\alpha}^{n}(G ; A)$ of $G$ with coefficients in $A$ is the quotient $Z_{\alpha}^{n}(G ; A) / B_{\alpha}^{n}(G ; A)$. By convention, $H_{\alpha}^{0}(G ; A)=$ $\left\{a \in A: \alpha_{g}(a)=a\right.$ for all $\left.g \in G\right\}$. Invariably, for us, $A$ will be of the form $\mathcal{U}(\mathcal{L}(\mathscr{M}))$ for some von Neumann algebra $\mathscr{M}$; if $\mathscr{M}$ is a factor, we will thus be considering the groups $H_{\alpha}^{n}(G ; \mathbb{T})$ where $\mathbb{T}$ denotes the circle group.

## § 2. Technical Preliminaries

### 2.1. Non-abelian Cohomology

We adopt the following convention; if $J=\left\{j_{1}, \cdots, j_{n}\right\}$ is a finite set of integers with $j_{1}<j_{2}<\cdots<j_{n}$, and if $a_{j}, j \in J$ are elements of a (possibly nonabelian) group, then $\prod_{j \in J} a_{i}$ denotes the element $a_{j_{1}} a_{j_{2}} \cdots a_{j_{n}}$.

Definition 2.1.1. Let $\alpha: g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathcal{M})$ be an arbitrary Borel map. $A$ (unitary) $\alpha-n$-cocycle is then a Borel map $w: G \times G \times \cdots \times G$ ( $n$ copies) $\rightarrow$ $q(\mathscr{M})$ satisfying
(a) $w\left(g_{1}, \cdots, g_{n}\right)=1$ if $g_{j}=e$ for some $j, 1 \leq j \leq n$,
(b) II $_{j, \text { odd }} w\left(g_{1}, \cdots, g_{j} g_{j+1}, \cdots, g_{n+1}\right) w\left(g_{1}, \cdots, g_{n}\right)^{(-1)^{n}}$ $1 \leq j^{\prime}{ }^{n}$

$$
=\alpha_{g_{1}}\left(w\left(g_{2}, \cdots, g_{n+1}\right)\right) \prod_{\substack{j, \text { even } \\ 1 \leq j \leq n}} w\left(g_{1}, \cdots, g_{j} g_{j+1}, \cdots, g_{n+1}\right) .
$$

for every $n+1$ elements $g_{1}, \cdots, g_{n+1}$ of $G$.
Definition 2.1.2. An $\alpha-n$-cocycle $w$ is an $\alpha$-coboundary if there is a Borel map $v: G \times G \times \cdots \times G \rightarrow Q(\mathcal{M})(n-1$ copies of $G)$ with $w=\partial v$ where

$$
\begin{aligned}
(\partial v)\left(g_{1}, \cdots, g_{n}\right)= & \alpha_{g_{1}}\left(v\left(g_{2}, \cdots, g_{n}\right)\right) \prod_{\substack{j, \text { even } \\
1 \leq j \leq n-1}} v\left(g_{1}, \cdots, g_{j} g_{j+1}, \cdots, g_{n}\right) \\
& \left(\prod_{\substack{j, \text { odd } \\
1 \leq j \leq n-1}} v\left(g_{1}, \cdots, g_{j} g_{j+1}, \cdots, g_{n}\right) v\left(g_{1}, \cdots, g_{n-1}\right)^{(-1)^{n-1}}\right)^{-1}
\end{aligned}
$$

Remark. The order of the terms in definitions 2.1.1 and 2.1.2 are of course adapted to each other; the results we prove remain true with other reasonable and mutually adapted definitions of cocycle and coboundary. Also, in general, $\partial$ as defined in 2.1.2 does not satisfy $\partial^{2}=1$. However if $g \rightarrow \alpha_{g}$ is
a homomorphism and $w, v$ of 2.1.1 and 2.1.2 take values in an abelian subalgebra of $\mathscr{M}$ invariant under the $\alpha_{g}$, our definitions are the usual ones for (normalized) cocycles and coboundaries.

We begin with a result which seems special, in full generality, to the twodimensional situation.

Proposition 2.1.3. Let $g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M})$ be an arbitrary Borel map, and $w: G \times G \rightarrow \mathcal{Q}(\mathscr{M})$ an $\alpha$-2-cocycle. Consider $\beta_{g}=\alpha_{g} \otimes \iota$ on $\mathscr{M} \otimes \mathscr{B}\left(L^{2}(G)\right)$. Then $(g, h) \in G \times G \rightarrow w(g, h) \otimes 1$ is a $\beta$-coboundary.

Proof. We first note that $u(g, h)=w(g, h) \otimes 1$ is clearly a $\beta$-2-cocycle; by assumption $w$ satisfies $\alpha_{g}(w(h, k)) w(g, h k)=w(g, h) w(g h, k)$ for all $g, h, k \in G$. We must produce a Borel map $g \in G \rightarrow v(g) \in \mathcal{G}\left(\mathscr{M} \otimes \mathscr{B}\left(L^{2}(G)\right)\right)$ with $w(g, h) \otimes 1$ $=\beta_{g}(v(h)) v(g) v(g h)^{*}$.

We may suppose that $\mathscr{M}$ acts on the Hilbert space $\mathcal{H}$, and that $\mathscr{M} \otimes$ $\mathscr{B}\left(L^{2}(G)\right)$ is realized on $L^{2}(G ; \mathscr{H})$. For $\xi \in L^{2}(G ; \mathscr{H})$ set $(v(h) \xi)(k)=w(h, k)$ $\xi(h k)$. Trivially $h \rightarrow v(h)$ is Borel. Also

$$
\begin{aligned}
\left(\beta_{g}(v(h)) v(g) v(g h)^{* \xi}\right)(k) & =\alpha_{g}(w(h, k))\left(v(g) v(g h)^{*} \xi\right)(h k) \\
& =\alpha_{g}(w(h, k)) w(g, h k) w(g h, k)^{*} \xi(k) \\
& =w(g, h) \xi(k) \\
& =((w(g, h) \otimes 1) \xi(k) .
\end{aligned}
$$

Thus $(\partial v)(g, h)=w(g, h) \otimes 1$ as required.
Q.E.D.

Proposition 2.1.3 has the disadvantage that it may well happen that $\mathscr{M} \otimes$ $\mathscr{B}\left(L^{2}(G)\right)$ is properly infinite while $\mathscr{M}$ is finite; this situation may be remedied in one of two ways (neither of which is entirely satisfactory).

Proposition 2.1.4. Let $G$ be a discrete group with order $\neq 2, g \in G \rightarrow \alpha_{g} \in$ $\operatorname{Aut}(\mathscr{M})$ an arbitrary map and $\omega: G \times G \rightarrow \mathscr{U}(\mathcal{L}(\mathscr{M}))$ an $\alpha$-2-cocycle. Then there is
i) a full $I I_{1}$ factor $\mathscr{P}$, and a map $\beta: g \in G \rightarrow \beta_{g} \in \operatorname{Aut}(\mathscr{M} \otimes \mathscr{P})$ with $\beta_{g}(x \otimes 1)=\alpha_{g}(x) \otimes 1, g \in G, x \in \mathscr{M}$,
ii) unitaries $u(g), g \in G$, generating $\mathcal{P}$, such that $w(g, h) \otimes 1=\beta_{g}(1 \otimes u(h))$ $\left(1 \otimes u(g) u(g h)^{*}\right)$.
Further, if $\alpha$ is a homomorphism, we may also choose $\beta$ to be a homomorphism.

Proof. We recall the following result from [25]; if $F$ is the free non-abelian
group on generators $x_{1}, x_{2}, \cdots, x_{n}, n=2,3, \cdots \infty$, and $\left\{\lambda_{j}, j=1, \cdots, n\right\}$ a given set of complex numbers with $\left|\lambda_{j}\right|=1 j=1,2, \cdots, n$, then there is an automorphism $\delta$ of the algebra generated by the left regular representation $\lambda^{F}$ of $F$ determined by $\delta\left(\lambda^{F}\left(x_{j}\right)\right)=\lambda_{j} \lambda^{F}\left(x_{j}\right), j=1,2, \cdots, n$.

Let $\Phi_{G}$ denote the free non-abelian group on the symbols $x_{g}, g \in G-\{e\}$. We shall take $\mathscr{P}$ to be the algebra generated by the left regular representation $\lambda$ of $\Phi_{G}$, and $u(g)=\lambda\left(x_{g}\right)$.

First, consider the endomorphisms $\tilde{\delta}_{g}, g \in G$, of $\Phi_{G}$ determined by $\widetilde{\delta}_{g}\left(x_{h}\right)$ $=x_{g h} x_{g}^{-1}$. We easily see that $\widetilde{\delta}_{g} \widetilde{\delta}_{h}\left(x_{k}\right)=\tilde{\delta}_{g}\left(x_{k k} x_{h}^{-1}\right)=x_{g h k} x_{g}^{-1} x_{g} x_{g h}^{-1}=x_{g h k} x_{g h}^{-1}=$ $\widetilde{\delta}_{g h}\left(x_{k}\right)$, so that each $\widetilde{\delta}_{g}$ is in fact an automorphism, and $g \rightarrow \widetilde{\delta}_{g}$ a representation of $G$ as automorphisms of $\Phi_{G}$.

Let $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(r)$ be the central decomposition of $\mathscr{M}$, and $r \rightarrow$ $\omega_{\gamma}(g, h)$ a fixed representation of $\left.\omega(g, h) \in \mathscr{( L}(\mathscr{L})\right)$ as a Borel function on $\Gamma$ with values in the circle. In view of the fact that each automorphism of $\Phi_{G}$ lifts to an automorphism of $\mathscr{Q}$, and by virtue of the result of [25] quoted above, we may, for each $\gamma \in \Gamma$ construct automorphisms $\delta_{g}^{\gamma}$ of $\mathscr{P}$ characterized by $\delta_{8}^{\gamma}(u(h))=\omega_{\gamma}(g, h) u(g h) u(g)^{*}$. If we identify $\mathscr{M} \otimes \mathscr{P}$ with $\int_{\Gamma}^{\oplus} \mathscr{M}(\gamma) \otimes \mathscr{P} d \mu(\gamma)$ we may thus define automorphisms $\delta_{g}, g \in G$ of $\mathscr{M} \otimes \mathscr{P}$ by $\delta_{g}=\int_{\Gamma}^{\oplus} c \otimes \delta_{g}^{\gamma} d \mu(r)$ - it is clear that for each $g$, the field of automorphisms $\gamma \rightarrow \iota \otimes \delta_{g}^{\gamma} \in \operatorname{Aut}(\mathscr{M}(\gamma) \otimes \mathscr{P})$ is measurable (see [26]).

By construction $\delta_{g}(x \otimes 1)=x \otimes 1, \quad x \in \mathcal{M}$, and $\delta_{g}(1 \otimes u(h))=\omega(g, h) \otimes$ $u(g h) u(g)^{*}$. Set $\beta_{g}=\delta_{g} \circ\left(\alpha_{g} \otimes \iota\right)$, so that $\beta_{g}$ and $\alpha_{g}$ agree on $\mathcal{M} \otimes 1$; evidently we still have $\beta_{g}(1 \otimes u(h))=\omega(g, h) \otimes u(g h) u(g)^{*}$, i.e. $\omega(g, h) \otimes 1=\beta_{g}(1 \otimes u(h))$ $\left(1 \otimes u(g) u(g h)^{*}\right)$.

Finally, if $g \rightarrow \alpha_{g}$ is a homomorphism, then so is $g \rightarrow$ the restriction of $\beta_{g}$ to $\mathscr{M} \otimes 1$. On the other hand, we always have

$$
\begin{aligned}
\beta_{g} \circ \beta_{h}(1 \otimes u(k)) & =\beta_{g}\left(\omega(h, k) \otimes u(h k) u(h)^{*}\right) \\
& =\alpha_{g}(\omega(h, k)) \omega(g, h k) \omega(g, h)^{*} \otimes u(g h k) u(g)^{*} u(g) u(g h)^{*} \\
& =\omega(g h, k) \otimes u(g h k) u(g h)^{*} \\
& =\beta_{g h}(1 \otimes u(k))
\end{aligned}
$$

so that $\beta_{g} \circ \beta_{h}=\beta_{g h}$ on $1 \otimes \mathscr{P}$.
Q.E.D.

Remarks. 1) In 2.1.4, if $g \rightarrow \varepsilon \circ \alpha_{g} \in \operatorname{Out}(\mathscr{M})$ is a homomorphism, so is $g \rightarrow \varepsilon \circ \beta_{g} \in \operatorname{Out}(\mathscr{M} \otimes \mathscr{P})$.
2) In the proof of 2.1.4, we may replace $\Phi_{G}$ by $A_{G}$, the free abelian group on the generators $x_{g}, g \in G-\{e\}$. The construction may be repeated verbatim, with $\mathscr{P}$ being replaced by the (abelian) algebra generated by the left regular representation of $A_{G}$.

Our final result seems to be valid only when we are dealing with representations of groups as automorphisms.

Proposition 2.1.5. Let $g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M})$ be a Borel homomorphism and $\lambda$ the left regular representation of $G$ on $L^{2}(G)$. Set $\beta_{g}=\alpha_{g} \otimes \operatorname{Ad} \lambda(g)$, on $\mathscr{M} \otimes L^{\infty}(G)$. Then if $w$ is any $\alpha-n$-cocycle $n \geq 1,\left(g_{1}, \cdots, g_{n}\right) \rightarrow w\left(g_{1}, \cdots, g_{n}\right) \otimes 1 \in$ $\mathscr{M} \otimes L^{\infty}(G)$ is a $\beta$-coboundary.

Proof. We may suppose $\mathscr{M}$ acts on $\mathscr{H}$, and that $\mathscr{M} \otimes L^{\infty}(G)$ (which we may identify with $L^{\infty}(G ; \mathscr{M})$ ) is realized on $L^{2}(G ; \mathscr{H})$.

For $g_{1}, \cdots, g_{n-1} \in G$, and $\xi \in L^{2}(G ; \mathscr{H})$, set

$$
\left(v\left(g_{1}, \cdots, g_{n-1}\right) \xi\right)(k)=\alpha_{k}\left(w\left(k^{-1}, g_{1}, \cdots, g_{n-1}\right)\right) \xi(k)
$$

Clearly $v\left(g_{1}, \cdots, g_{n-1}\right) \in Q\left(L^{\infty}(G ; \mathscr{M})\right)$ and $\left(g_{1}, \cdots, g_{n-1}\right) \rightarrow \nu\left(g_{1}, \cdots, g_{n-1}\right)$ is a Borel map; also $v\left(g_{1}, \cdots, g_{n-1}\right)=1$ if any of $g_{1}, \cdots, g_{n-1}$ is the identity. For each $g \in G$, we let $W(g)$ be a unitary on $\mathscr{H}$ with $\operatorname{Ad} W(g)=\alpha_{g}$; (such unitaries exist by virtue of [14]). We now compute

$$
\begin{aligned}
\left(\beta_{g_{1}}\left(v\left(g_{2}, \cdots, g_{n}\right)\right) \xi\right)(k) & =W\left(g_{1}\right)\left(v\left(g_{2}, \cdots, g_{n}\right)\left(W\left(g_{1}\right) * \otimes \lambda\left(g_{1}\right)^{*}\right) \xi\right)\left(g_{1}^{-1} k\right) \\
& =W\left(g_{1}\right) \alpha_{g_{1} k_{k}}\left(w\left(k^{-1} g_{1}, g_{2}, \cdots, g_{n}\right)\right) W\left(g_{1}\right) * \xi(k) \\
& =\alpha_{k}\left(w\left(k^{-1} g_{1}, g_{2}, \cdots, g_{n}\right)\right) \xi(k)
\end{aligned}
$$

Using the cocycle equation 2.1.1. (b) with the $n+1$ variables $k^{-1}, g_{1}, \cdots, g_{n}$ it is now trivial to verify $(\partial v)\left(g_{1}, \cdots, g_{n}\right)=w\left(g_{1}, \cdots, g_{n}\right) \otimes 1$ as required. Q.E.D.

It should be noted that in the situation of $2.1 .5,\left(g_{1}, \cdots, g_{n}\right) \rightarrow w\left(g_{1}, \cdots, g_{n}\right) \otimes 1$ cobounds in $\mathscr{M} \otimes \mathscr{B}\left(L^{2}(G)\right)$ with respect to $\beta_{g}=\alpha_{g} \otimes \operatorname{Ad} \lambda(g)$; of course even if $w$ takes values in $\mathscr{L}(\mathscr{M})$, the cochain $v$ constructed above need not take values in the centre of $\mathscr{M} \otimes \mathscr{B}\left(L^{2}(G)\right)$. The result of 2.1 .5 has been used implicity in the literature; we note in particular [3;1.2.4]; the last result plays a role in [9] (in the one dimensional context).

### 2.2. Automorphisms of Non-factors

Let $\mathscr{M}$ be a von Neumann algebra with central decomposition $\mathscr{M} \simeq$
$\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(\gamma)$, and let $\alpha \in \operatorname{Aut}(\mathscr{M})$, we are interested in ways of describing $\alpha$ in terms of the component algebras $\{\mathscr{M}(r), r \in \Gamma\}$. Unless $\alpha$ fixes the centre of $\mathscr{M}$ pointwise, $\alpha$ does not admit a direct integral decomposition; nevertheless, if $\mathscr{M}$ is abelian it is well known (see [19]) that $\alpha$ admits a "point realization" on $\Gamma$ (in this case $\mathscr{M} \simeq L^{\infty}(\Gamma, \mu)$ ) i.e. there is an invertible transformation $T$ on $\Gamma$ with $T \mu \sim \mu$ and $(\alpha f)(\gamma)=f\left(T^{-1} \gamma\right)$ a.e. for $f \in L^{\infty}(\Gamma, \mu)$. We shall establish here a simultaneous generalization of the point realization in the abelian case, and of the direct integral decomposition in the case $\alpha(z)=z, z \in$ $\mathscr{Z}(\mathscr{M})$.

We fix a central decomposition $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(r)$, and $\alpha \in \operatorname{Aut}(\mathscr{M})$. We let $T$ be a point realization of the restriction of $\alpha$ to $\mathscr{L}(\mathscr{M})$ on $\Gamma$. When $x \in \mathscr{M}$ has decomposition $x=\int_{\Gamma}^{\oplus} x(\gamma) d \mu(\gamma)$, we write $x \sim x(\gamma)$.

Proposition 2.2.1. With the above notations there is a T-invariant $\mu$-null set set $N \subseteq \Gamma$, and normal isomorphisms $\kappa_{\gamma}: \mathscr{M}(\gamma) \rightarrow \mathscr{M}\left(T_{\gamma}\right), r \in \Gamma-N$, with
(i) $r \rightarrow x(\gamma) \in \mathscr{M}(\gamma)$ is Borel if and only if $r \rightarrow \kappa_{\gamma}(x(\gamma)) \in \mathscr{M}\left(T_{\gamma}\right)$ is Borel,
(ii) if $x \sim(x(r))$ then $\alpha(x) \sim(y(r))$ where $y(r)=\kappa_{T^{-1}}\left(x\left(T^{-1} r\right)\right) \mu$-a.e.

Proof. Let $\mathcal{A} \subseteq \mathscr{M}$ be a $\sigma$-weak*-dense, norm separable $C^{*}$-subalgebra; we may suppose $\mathfrak{A}=\mathcal{A} \cap \mathscr{L}(\mathscr{M})$ is $\sigma$-weak*-dense in $\mathscr{Z}(\mathscr{M})$, and that $\mathcal{A}$ (and $\mathfrak{U}$ ) are $\alpha$-invariant. We may further suppose that $\Gamma$ is the spectrum of $\mathfrak{N}$.

Let $\pi$ denote the identity representation of $\mathcal{A}$ in the decomposable von Neumann algebra $\mathscr{M}$. From [10], $\pi$ admits a decomposition $\pi=\int_{\Gamma}^{\oplus} \pi_{\gamma} d \mu(\gamma)$; we may assume, after deletion of a null set that the $\pi_{\gamma}$ are representations and that $\left\{\pi_{\gamma}(\mathcal{A})\right\}^{\prime \prime}=\mathscr{M}(r)$. Note also that the following diagram commutes

where $\Phi$ is the Gelfand representation of $\mathfrak{A}$ on its spectrum. In view of the fact that we may assume the automorphism $\alpha$ is implemented by some unitary on the Hilbert space of $\mathscr{M}$, it follows from the proofs of existence and uniqueness of decompositions of representations of $C^{*}$-algebras (see [10], especially 8.2.4) that for almost all $\gamma \in \Gamma$ the representations $\pi_{\gamma}$ and $\pi_{T \gamma} \circ \alpha$ are unitarily equivalent. So for $r \in \Gamma-N$, where $N$ is $\mu$-null and $T$-invariant, there are unique
isomorphisms $\kappa_{\gamma}: \mathscr{M}(\gamma) \rightarrow \mathscr{M}\left(T_{\gamma}\right)$ with $\kappa_{\gamma}\left(\pi_{\gamma}(x)\right)=\pi_{T \gamma}(\alpha(x)), x \in \mathcal{A}$. The claims of the Proposition now follow, as $\left\{\pi_{\gamma}(\mathcal{A})\right\}^{\prime \prime}=\mathscr{M}(r), r \in \Gamma$, and for $x \in \mathcal{A}$, $x \sim\left(\pi_{\gamma}(x)\right)$.
Q.E.D.

The following generalization is immediate.
Proposition 2.2.2. Let $G$ be a countable group, and $\left\{\alpha_{g}, g \in G\right\}$ a set of automorphisms of $\mathscr{M}$ such that $g \in G \rightarrow \theta_{g}=$ restriction of $\alpha_{g}$ to $\mathcal{L}(\mathscr{M})$ is a homomorphism. Let $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(\gamma) d \mu(\gamma)$ be the central decomposition, and $(g, r) \in$ $G \times \Gamma \rightarrow g \gamma \in \Gamma$ a point realization of $\theta$. Then, for $\gamma \in \Gamma-N$, where $N$ is $\mu$-null and G-invariant, there are normal isomorphisms $\kappa_{(g, \gamma)}: \mathscr{M}(\gamma) \rightarrow \mathscr{M}(g \gamma)$ with
(i) $\gamma \rightarrow x(\gamma) \in \mathscr{M}(\gamma)$ Borel if and only if $\gamma \rightarrow \kappa_{(g, \gamma)}(x(\gamma)) \in \mathscr{M}(g r)$ is Borel for each $g \in G$;
(ii) if $x \sim(x(r))$, then $\alpha_{g}(x) \sim(y(r))$ where $y(r)=\kappa_{\left(g, g^{-1} \gamma\right)}\left(x\left(g^{-1} r\right)\right) \mu$-a.e. If, in addition, $g \rightarrow \alpha_{g}$ is a homomorphism, we havc
(iii) $\kappa_{\left.h, g^{\gamma}\right)} \circ \kappa_{(g, \gamma)}=\kappa_{(h g, \gamma)}, g, h \in G, \gamma \in \Gamma-N$.

We omit the obvious proof.
Remarks. (i) Proposition 2.2.2. probably remains valid if $g \rightarrow \alpha_{g}$ is a continuous representation of $G$ in $\operatorname{Aut}(\mathscr{M})$. However, the author has not been able to find a systematic method of deleting null sets to effect the proof.
(ii) In case $G$ is countable, and $g \rightarrow \alpha_{g}$ is a representation, 2.2.2 (iii) is saying that $(g, \gamma) \in G \times \Gamma \rightarrow \kappa_{(g, \gamma)}$ is a representation of the groupoid $G \times \Gamma$ (see [15]) as "fibre isomorphisms".

In some cases, 2.2.2. allows a description of $\operatorname{Aut}(\mathscr{M})$ by means of a (split) exact sequence. If $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(r)$ is the central decomposition, define an equivalence relation $\mathcal{R}_{\mathscr{M}}$ on $\Gamma$ by $\left(r, r^{\prime}\right) \in \mathscr{R}_{\mathscr{M}}$ if and only if $\mathscr{N}(r)$ and $\mathscr{M}\left(\gamma^{\prime}\right)$ are algebraically isomorphic. By [11], equivalence classes under $\mathcal{R}_{\mathscr{M}}$ are Borel. Recall that $\mathscr{M}$ is said to be centrally smooth ([11], [24]) if there is a $\mu$-null Borel set $N \subseteq \Gamma$ such that the quotient $(\Gamma-N) \mid \mathcal{R}_{\mathcal{M}}$ is countably separated.

Definition 2.2.3. (i) $\operatorname{Aut}_{\mathscr{L}}(\mathscr{M})$ is the (normal) subgroup of $\operatorname{Aut}(\mathscr{M})$ consisting of those automorphisms $\alpha$ with $\alpha(z)=z, z \in \mathscr{L}(\mathscr{M})$.
(ii) $\operatorname{Aut}_{\mathscr{M}}(\Gamma)$ is the group of equivalence classes of measurable automorphisms $\varphi$ of $\Gamma$ with $\varphi \mu \sim \mu$ and $\left(\gamma, \varphi^{-1}(\gamma)\right) \in \mathcal{R}_{\mathscr{M}}$ for $\mu$-almost all $\gamma$, where we identify $\varphi_{1}$ and $\varphi_{2}$ if $\varphi_{1}(\gamma)=\varphi_{2}(\gamma) \mu$-a.e. (The product is composition.)

Proposition 2.2.4. Let $\mathscr{M}$ be centrally smooth. Then there is a split exact sequence $1 \rightarrow \operatorname{Aut}_{\mathcal{L}}(\mathscr{M}) \rightarrow \operatorname{Aut}(\mathscr{M}) \rightarrow \operatorname{Aut}_{\mathscr{M}}(\Gamma) \rightarrow 1$.

Proof. We construct a multiplicative lifting of $\operatorname{Aut}_{\mathscr{M}}(\Gamma)$ into $\operatorname{Aut}(\mathscr{M})$.
We may assume $(\Gamma, \mu)$ is a probability space, and that (after deletion of a null set) $\Gamma \mid \mathcal{R}_{\mathscr{M}}=\Omega$ is analytic; we let $\pi: \Gamma \rightarrow \Omega$ be the natural surjection and $\tilde{\mu}$ be the image of $\mu$ under $\pi$. Thus, in the decomposition $\mu=\int_{\Omega}^{\oplus} \mu_{\omega} d \tilde{\mu}(\omega)$ of $\mu$ with respect to $\pi$ (see [11]) we may assume the $\mu_{\omega}$ are probability measures, and $\mu_{\omega}\left(\Gamma-\pi^{-1}(\omega)\right)=0$ for all $\omega$. By the "partial integration" technique of [24], we have $\mathscr{M}=\int_{\Omega}^{\oplus} \mathscr{M}(\omega) d \mu(\omega)$ where $\mathscr{M}(\omega)=\int_{\Gamma}^{\oplus} \mathscr{M}(\gamma) d \mu_{\omega}(\gamma)$.

By standard section theorems (see e.g. [2]), we may choose a universally measurable map $s: \omega \in \Omega \rightarrow s(\omega) \in \pi^{-1}(\omega) \subset \Gamma$; thus for (almost all) $\omega \in \Omega, \mathscr{M}(\omega)$ is isomorphic with $\mathscr{M}(s(\omega)) \otimes L^{\infty}\left(\Gamma, \mu_{\omega}\right)$.

Let now $\varphi$ be an invertible measurable transformation on $\Gamma$ with $\varphi \mu \sim \mu$ and $(r, \varphi(\gamma)) \in \mathcal{R}_{\mathscr{M}}$ for all $r$ (we have deleted a null set from $\Gamma$ to effect this). Each such $\varphi$ gives rise to an automorphism $\alpha_{\omega}^{\varphi}$ of $\mathscr{M}(s(\omega)) \otimes L^{\infty}\left(\Gamma, \mu_{\omega}\right)$ via $\alpha_{\omega}^{\varphi}(x \otimes f)=x \otimes \beta_{\omega}^{\varphi}(f), x \in \mathscr{M}(s(\omega)), f \in L^{\infty}\left(\Gamma, \mu_{\omega}\right)$, where $\left(\beta_{\omega}^{\varphi} f\right)(r)=f\left(\varphi^{-1}(r)\right)$. Since $\varphi$ is measurable, the field of automorphisms $\omega \rightarrow \alpha_{\omega}^{\varphi} \in \operatorname{Aut}(\mathscr{M}(\omega))$ is measurable as a field of automorphisms over $\omega \rightarrow \mathscr{M}(\omega)$ (see [26]). We set $\alpha^{\varphi}=\int_{\Omega}^{\oplus} \alpha_{\omega}^{\varphi} d \tilde{\mu}(\omega)$ on $\mathcal{M}$. Clearly, $\alpha^{\varphi}$ depends only on the equivalence class of $\varphi$ in $\operatorname{Aut}_{\mathscr{M}}(\Gamma)$, and $\alpha^{\varphi} \circ \alpha^{\psi}=\alpha^{\varphi \circ \psi}$.

It remains to show that any automorphism $\alpha \in \operatorname{Aut}(\mathscr{M})$ is of the form $\beta \circ \alpha^{\varphi}$ for some $\beta \in \operatorname{Aut}_{\mathscr{L}}(\mathscr{M}), \varphi \in \operatorname{Aut}_{\mathscr{M}}(\Gamma)$ (since clearly $\alpha^{\varphi} \in \operatorname{Aut}_{\mathscr{L}}(\mathscr{M})$ implies $\varphi=$ identity a.e.). But from the proof of 2.2.1, given $\alpha \in \operatorname{Aut}(\mathscr{M})$ there is a measurable map $\varphi$ on $\Gamma$ (written $T^{-1}$ in 2.2.1) and normal isomorphisms $\kappa_{\gamma}: \mathscr{M}(r) \rightarrow \mathscr{M}\left(\varphi^{-1}(\gamma)\right)$ with $(\alpha(x))(r)=\kappa_{\varphi(\gamma)}(x(\varphi(r))$, $\mu$-a.e. for $x \in \mathscr{M}$. Thus $\varphi \in \operatorname{Aut}_{\mathscr{M}}(\Gamma)$ and for $x \in \mathscr{M}$,

$$
\begin{aligned}
\left(\alpha \circ \alpha^{\varphi}(x)\right)(\gamma) & =\kappa_{(\varphi) \gamma}\left(\left(\alpha^{\varphi}(x)\right)(\varphi(\gamma))\right) & & \mu \text {-a.e. } \\
& =\kappa_{\varphi(\gamma) \circ \iota_{\gamma}^{\varphi(\gamma)}(x(\gamma))} & & \mu \text {-a.e. }
\end{aligned}
$$

where $\iota_{\gamma}^{\varphi}(\gamma): \mathscr{N}(\gamma) \rightarrow \mathscr{M}(\varphi(\gamma))$ is the identification of $\mathscr{M}(\gamma)$ with $\mathscr{M}(\varphi(\gamma))$ used above (in e.g. the isomorphism $\left.\mathscr{M}(\omega)=\mathscr{M}(s(\omega)) \otimes L^{\infty}\left(\Gamma, \mu_{\omega}\right)\right)$. But $\kappa_{\varphi(\gamma) \circ \varphi_{\gamma}^{\varphi}(\gamma)}$ is an automorphism of $\mathscr{M}(\gamma)$; thus $\alpha \circ \alpha^{\varphi}$ is expressed as a direct integral of automorphisms of $\mathscr{M}(r)$, so that $\alpha \circ \alpha^{\varphi} \in \operatorname{Aut} \mathscr{L}(\mathscr{M})$.
Q.E.D.

Remark. In an obvious (but undefined) sense $\operatorname{Aut}_{\mathcal{Z}}(\mathscr{M})=\int_{\Gamma}^{\oplus} \operatorname{Aut}(\mathscr{M}(r))$
$d \mu(\gamma)$ and the above exact sequence then reads

$$
1 \rightarrow \int_{\Gamma}^{\oplus} \operatorname{Aut}(\mathscr{M}(r)) d \mu(r) \rightarrow \operatorname{Aut}\left(\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(r)\right) \rightarrow \operatorname{Aut} \mathscr{M}^{( }(\Gamma) \rightarrow 1
$$

## § 3. Kernels

### 3.1. Kernels and Extensions

We begin with definitions; as usual, von Neumann algebras and groups are supposed to be separable.

Definition 3.1.1. A $G$-kernel $\{\mathscr{M}, \theta\}$ consists of
(i) a von Neumann algebra $\mathcal{M}$,
(ii) a homomorphism $\theta: g \in G \rightarrow \operatorname{Out}(\mathscr{M})$ which admits a Borel lifting to $\operatorname{Aut}(\mathscr{M})$ i.e. for which there is a Borel map $\alpha: G \rightarrow \operatorname{Aut}(\mathscr{M})$ with $\varepsilon \circ \alpha=\theta$.

We do not assume here the map $\alpha$ of 3.1.1 (ii) is a homomorphism; this situation is discussed in Section 4. The assumption that $\theta$ admits a Borel lifting seems necessary in view of the fact that $\operatorname{Int}(\mathscr{M})$ may fail to be closed in $\operatorname{Aut}(\mathscr{M})$; however, when $\operatorname{Int}(\mathscr{M})$ is closed (i.e. $\mathscr{M}$ is full, [4]) (ii) above is easily seen to be equivalent to requiring $\theta$ to be continuous (cf. [22]).

Definition 3.1.2. An extension $\{\mathscr{T}, I, \pi\}$ of a von Neumann algebra $\mathscr{N}$ by a group $G$ consists of
(i) a von Neumann algebra $\mathfrak{N}$, and an isomorphism $I$ of $\mathscr{M}$ into $\mathcal{N}$;
(ii) a Borel map $\pi: g \in G \rightarrow \pi(g) \in \mathcal{V}(\mathscr{I})$ satisfying
(a) $\pi(g) I(\mathscr{M}) \pi(g)^{*}=I(\mathscr{M})$
(b) $\pi(g) \pi(h) \in I(\mathscr{M}) \pi(g h)$
(c) $\mathscr{N}=\{I(\mathscr{M}) \cup\{\pi(g): g \in G\}\}^{\prime \prime}$

Here, we are concerned with the relationships between $G$-kernels and extensions of $\mathscr{M}$ by $G$, paralleling a similar relationship in the theory of group extensions. There are two prime sources of examples of extensions.

Example 3.1.3. Let $\{\mathscr{M}, G, \alpha, \omega\}$ be a projective covariant system so that $\alpha$ is a representation of $G$ in $\operatorname{Aut}(\mathscr{M})$ and $\omega \in Z_{\alpha}^{2}(G ; \mathcal{G}(\mathcal{L}(\mathscr{M})))$. If $\mathcal{M}$ acts on the Hilbert space $\mathcal{H}$, we may define operators on $L^{2}(G ; \mathscr{H})$ by

$$
\begin{aligned}
& \left(I^{\alpha}(x) \xi\right)(g)=\alpha_{g}^{-1}(x) \xi(g), x \in \mathscr{M}, \\
& \left(\lambda^{\omega}(h) \xi\right)(g)=\omega\left(g^{-1}, h\right) \xi\left(h^{-1} g\right), h \in G
\end{aligned}
$$

where $\xi \in L^{2}(G ; \mathscr{H})$. We set $\mathscr{I}=\mathcal{R}(\mathcal{M}, G, \alpha, \omega)=\left\{I^{\alpha}(x), x \in \mathscr{M}, \lambda^{\omega}(g), g \in G\right\}^{\prime \prime}$.

In this case

$$
\begin{aligned}
& \lambda^{\omega}(g) I^{\omega}(x) \lambda^{\omega}(g)^{*}=I^{\omega}\left(\alpha_{g}(x)\right), x \in \mathcal{M}, g \in G, \\
& \lambda^{\omega}(g) \lambda^{\omega}(h)=I^{\omega}(\omega(g, h)) \lambda^{\omega}(g h), \quad g, h \in G,
\end{aligned}
$$

so that $\left\{\mathscr{I}, I^{\alpha}, \lambda^{\omega}\right\}$ is indeed an extension of $\mathscr{M}$ by $G$. This of course is the twisted crossed product studied in [27] and [32].

Example 3.1.4. Let $1 \rightarrow M \rightarrow N \rightarrow G \rightarrow 1$ be any exact sequence of locally compact separable topological groups (see [22]), and let $\rho$ by any continuous unitary representation (or even projective representation) of $N$ on a separable Hilbert space; let $\mathscr{M}=\rho(M)^{\prime \prime}, \mathfrak{N}=\rho(N)^{\prime \prime}$ and $I: \mathscr{M} \rightarrow \mathfrak{N}$ the inclusion map. If $g \in G \rightarrow n_{g} \in N$ is any Borel right inverse to the surjection $N \rightarrow G$, and $\pi(g)$ $=\rho\left(n_{g}\right)$, then $\{\Omega, I, \pi\}$ is an extension of $\mathscr{M}$ by $G$.

There is one obvious relationship between extensions and kernels; if $\{\mathscr{I}, I, \pi\}$ is an extension of $\mathscr{M}$ by $G$, and $\alpha_{g}=I^{-1} \circ \mathrm{Ad} \pi(g) \circ I \in \operatorname{Aut}(\mathscr{M})$, then, from 3.1.2 (b), $g \rightarrow \theta_{g}=\varepsilon\left(\alpha_{g}\right) \in \operatorname{Out}(\mathscr{M})$ is a homomorphism. Clearly $\{\mathscr{M}, \theta\}$ is then a $G$-kernel. In this situation, we say that the extension $\{\mathscr{I}, I, \pi\}$ realizes or extends the kernel $\{\mathscr{M}, \theta\}$, and that $\{\mathscr{M}, \theta\}$ is associated to the extension. An extendable kernel is one which is realized by some extension.

As we shall see, not all kernels are extendable; our immediate goal is to determine those which are.

Let $\{\mathscr{M}, \theta\}$ be a given $G$-kernel, and $g \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M})$ a Borel map with $\varepsilon \circ \alpha=\theta$. Since $\theta_{g} \circ \theta_{h}=\theta_{g h}, g, h \in G$ we may choose for each $g, h \in G, v(g, h) \in$ $\mathcal{Q}(\mathscr{M})$ with $\alpha_{g} \circ \alpha_{h}=\operatorname{Adv}(g, h) \circ \alpha_{g h}$. Since $\operatorname{Int}(\mathscr{M})$ is isomorphic with $\mathcal{V}(\mathscr{M}) /$ $\mathcal{G}(\mathscr{Z}(\mathscr{M})$ ), and $\mathcal{U}(\mathscr{Z}(\mathscr{M}))$ is closed in $\mathcal{V}(\mathscr{M})$ (with respect to the strong-* topology), we may by standard section theorems assume $(g, h) \in G \times G \rightarrow v(g, h) \in$ $q^{J}(\mathscr{M})$ is Borel. Comparing $\alpha_{g} \circ\left(\alpha_{h} \circ \alpha_{k}\right)$ with $\left(\alpha_{g} \circ \alpha_{h}\right) \circ \alpha_{k}$ we see $\operatorname{Ad} \alpha_{g}(v(h, k))$ $\times v(g, h k)=\operatorname{Ad} v(g, h) v(g h, k)$ for $g, h, k \in G$. There is thus a Borel function $f$ : $G \times G \times G \rightarrow \bigcup(\mathcal{Z}(\mathscr{M}))$ determined by $\alpha_{g}(v(h, k)) v(g, h k)=f(g, h, k) v(g, h) v(g h, k)$ for all $g, h, k \in G$. Since we may choose the maps $\alpha, v$ so that $\alpha_{e}=$ identity and $v(g, h)=1$ if $g$ or $h$ is the identity, we see $f(g, h, k)=1$ if any of $g, h$ or $k$ is the identity. We note also that the restriction of the automorphisms $\alpha_{g}$ to $\mathscr{L}(\mathcal{M})$ defines a representation of $G$ in $\operatorname{Aut}(\mathcal{L}(\mathscr{M})$ ) which depends only on $\theta$; we denote this action by $\theta$ also.

Lemma 3.1.5. Let $\{\mathscr{M}, \theta\}$ and $f: G \times G \times G \rightarrow \mathcal{G}(\mathcal{Z}(\mathscr{M}))$ be as above. Then
(i) $f \in Z_{\theta}^{3}(G ; q(\mathcal{L}(\mathscr{M})))$
(ii) the cohomology class of $f$ in $H_{\theta}^{3}(G ; \mathcal{U}(\mathcal{Z}(\mathscr{M})))$ is independent of the choices $\alpha, v$ made above, and depends only on $\{\mathscr{M}, \theta\}$.
(iii) any 3-cocycle cohomologous to $f$ may be constructed by changing the choices of $\alpha, v$ within the obvious limits.

Proof. This is identical with the proof given in [21, Chapter 4] for the purely algebraic case, and we do not repeat it here.
Q.E.D.

The unique element of $H_{\theta}^{3}(G ; \mathscr{G}(\mathcal{L}(\mathscr{M}))$ ) determined by $\{\mathscr{M}, \theta\}$ via Lemma 3.1.5 will be denoted $f\{\mathscr{M}, \theta\}$, In the notations of 2.1.1 and the discussion preceding 3.1.5, the 3-cocycle $f$ satisfies $f=\partial v$.

Theorem 3.1.6. Let $\{\mathscr{M}, \theta\}$ be a $G$-kernel. Then $\{\mathscr{M}, \theta\}$ is extendable if and only if $f\{\mathscr{M}, \theta\}=$ identity in $H_{\theta}^{3}(G ; \mathcal{G}(\mathcal{L}(\mathscr{M})))$.

Proof. (i) Let $\{\mathscr{M}, I, \pi\}$ be an extension of $\mathscr{M}$ by $G$ realizing $\theta$. We identify $\mathscr{M}$ with its image $I(\mathscr{M})$ in $\mathscr{N}$. By definition $g \rightarrow \alpha_{g}=\operatorname{Ad} \pi(g) \in \operatorname{Aut}(\mathscr{M})$ is a Borel lifting of $\theta$ into $\operatorname{Aut}(\mathscr{M})$. Since $\operatorname{Ad} \pi(g) \circ \operatorname{Ad} \pi(h)=\operatorname{Ad}\left(\pi(g) \pi(h) \pi(g h)^{*}\right) \circ$ $\operatorname{Ad} \pi(g h)$, and $(g, h) \rightarrow \pi(g) \pi(h) \pi(g h)^{*} \in \mathcal{G}(\mathscr{M})$ is Borel, we may choose $v(g, h)$ $=\pi(g) \pi(h) \pi(g h)^{*}$. But then

$$
\begin{aligned}
& \alpha_{g}(v(h, k)) v(g, h k) \\
= & \pi(g) \pi(h) \pi(k) \pi(h k)^{*} \pi(g)^{*} \pi(g) \pi(h k) \pi(g h k)^{*} \\
= & \pi(g) \pi(h) \pi(k) \pi(g h k)^{*} \\
= & \pi(g) \pi(h) \pi(g h)^{*} \pi(g h) \pi(k) \pi(g h k)^{*} \\
= & v(g, h) v(g h, k) \quad \text { for } g, h, k \in G .
\end{aligned}
$$

Thus for this choice of $\alpha, v, f(g, h, k)=1$, and $f\{\mathscr{M}, \theta\}$ is trivial.
(ii) Suppose $f\{\mathscr{M}, \theta\}=$ identity. By 3.1.5 (iii) we may choose Borel maps $\alpha: g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M}), v:(g, h) \in G \times G \rightarrow v(g, h) \in \mathcal{V}(\mathscr{M})$ satisfying $\varepsilon \circ \alpha=\theta$, $\alpha_{g} \circ \alpha_{h}=\operatorname{Ad} v(g, h) \circ \alpha_{g h}$ and $v(g, h) v(g h, k)=\alpha_{g}(v(h, k)) v(g, h k)$ for all $g, h, k \in G$. Let $\mathscr{M}$ act on the Hilbert space $\mathscr{H}$, and define operators $I(x), x \in \mathscr{M}$, and $\pi(g)$, $g \in G$ on $L^{2}(G ; \mathscr{H})$ by

$$
\begin{array}{ll}
(I(x) \xi)(h)=\alpha_{h^{-1}}(x) \xi(h), & \xi \in L^{2}(G ; \mathscr{H}), \\
(\pi(g) \xi)(h)=v\left(h^{-1}, g\right) \xi\left(g^{-1} h\right), & \xi \in L^{2}(G ; \mathscr{H}) .
\end{array}
$$

We let $\mathfrak{I}$ be the von Neumann algebra on $L^{2}(G ; \mathscr{H})$ generated by the operators $I(x), x \in \mathscr{M}$, and $\pi(g), g \in G$. Clearly $I$ is an isomorphism of $\mathscr{M}$ into a subalgebra of $\mathscr{I}$, and we may compute

$$
\begin{aligned}
\left(\pi(g) I(x) \pi(g)^{*} \xi\right)(h) & =v\left(h^{-1}, g\right) \alpha_{h^{-1} g}(x) v\left(h^{-1}, g\right)^{*} \xi(h) \\
& =\alpha_{h^{-1} 0} \alpha_{g}(x) \xi(h) \\
& =\left(I\left(\alpha_{g}(x)\right) \xi\right)(h), \quad \text { for } g \in G, x \in \mathscr{M} .
\end{aligned}
$$

Thus $\pi(g) I(x) \pi(g)^{*}=I\left(\alpha_{g}(x)\right)$ and $\pi(g) I(\mathscr{M}) \pi(g)^{*}=I(\mathscr{M})$. Also

$$
\begin{aligned}
\left(\pi(g) \pi(h) \pi(g h)^{*} \xi\right)(k) & =v\left(k^{-1}, g\right) v\left(k^{-1} g, h\right) v\left(k^{-1}, g h\right)^{*} \xi(k) \\
& =\alpha_{k^{-1}(v(g, h)) \xi(k)} \\
& =(I(v(g, h)) \xi(k) \quad \text { for } g, h \in G .
\end{aligned}
$$

So $\pi(g) \pi(h)=I(v(g, h)) \pi(g h) \in I(\mathscr{M}) \pi(g h) . \quad\{গ, I, \pi\}$ is thus an extension of $\mathscr{M}$ by $G$, which, by the first computation above, realizes the kernel $\{\mathcal{M}, \theta\}$. Q.E.D.

The extension constructed above constitutes a generalization of the twisted crossed product studied in [27], [32]. As in [30], it is readily verified that the von Neumann algebra $\mathscr{N}$ does not depend on realization of $\mathscr{M}$ on the Hilbert space $\mathcal{H}$. Although there are many extensions realizing a given kernel (in general), we refer to any extension of $\mathscr{M}$ by $G$ constructed as in 3.1.6 (ii) above as a regular extension of $\mathscr{M}$ by $G$.

In case the automorphisms $\alpha_{g}$ of 3.1.6 (ii) are implemented by a Borel family $g \rightarrow u_{g}$ of unitaries on the Hilbert space $\mathcal{H}$ of $\mathcal{M}$, the generators $I(x)$, $\pi(g)$ of the regular extension may be represented as follows on $L^{2}(G ; \mathcal{H}) \simeq \mathscr{H} \otimes$ $L^{2}(G)$ );

$$
\begin{aligned}
& I^{\prime}(x) \xi=(x \otimes 1) \xi, x \in \mathscr{M}, \xi \in L^{2}(G ; \mathcal{H}), \\
& \left(\pi^{\prime}(h) \xi\right)(g)=u_{g^{-1}}^{*} v\left(g^{-1}, h\right) u_{g^{-1}} \xi\left(h^{-1} g\right), h \in G .
\end{aligned}
$$

Indeed, these are the transforms of the generators $I(x), \pi(g)$ by the unitary operator $U$ on $L^{2}(G ; \mathcal{H})$ defined by $(U \xi)(g)=u_{g}^{*}-1 \xi(g)$. For the purposes of the next result, it is more convenient to use these alternate generators.

Proposition 3.1.7. Let $1 \rightarrow M \rightarrow N \rightarrow G \rightarrow 1$ be any exact sequence of locally compact separble groups, and let $\mathcal{M}, \mathcal{N}$ be the von Neumann algebras generated by the left regular representations $\lambda^{M}, \lambda^{N}$ of $M, N$ respectively. Then $\Im /$ is a regular extension of $\mathcal{M}$ by $G$.

Proof. Let $g \in G \rightarrow n_{g} \in N$ be a Borel right inverse to the surjection $N \rightarrow G$; we regard $M$ as being a normal subgroup of $G$. As is well known (see e.g. [20]), $N$ may be identified (as a standard Borel group) with $M \times G$ endowed with the multiplication $(m, g)\left(m^{\prime}, g^{\prime}\right)=\left(m \beta_{g}\left(m^{\prime}\right) m\left(g, g^{\prime}\right), g g^{\prime}\right)$ where $\beta_{g}(m)=$ $n_{g} m n_{g}^{-1}$ and $m(g, h)=n_{g} n_{h} n_{g h}^{-1} \in M$; a right Haar measure on $N$ is given by
the product of right Haar measures on $M$ and $G$.
Let $\alpha_{g} \in \operatorname{Aut}(M)$ be defined by $\alpha_{g}(m)=n_{g^{-1} m}^{-1} n_{g^{-1}}$, and set $v(g, h)$ $=n_{g}^{-1} n_{h}^{-1}-1 n_{h^{-1}} g^{-1} \in M$; we also denote by $v(g, h)$ the unitary $\lambda^{M}(v(g, h)) \in \mathscr{M}$. Each automorphism $\alpha_{g}$ defines an automorphism, also denoted $\alpha_{g}$, of $\mathcal{M}$, which is implemented by the unitary $u_{g},\left(u_{g} \xi\right)(m)=\delta(g)^{-1 / 2} \xi\left(\alpha_{g}^{-1}(m)\right), g \in G, m \in$ $M, \xi \in L^{2}(M)$, where $\delta(g)$ is the module of $\alpha_{g}$. Under the canonical identifications of $L^{2}\left(G ; L^{2}(M)\right), L^{2}(M \times G)$ and $L^{2}(N)$, it is a routine matter to verify that the generators $I^{\prime}\left(\lambda^{M}(m)\right), \pi^{\prime}(g)$ for $m \in M, g \in G$, of the regular extension of $\mathcal{M}$ by $G$ determined by the choice of $\alpha, v$ above, correspond to $\lambda^{N}(m), m \in G$ and $\lambda^{N}\left(n_{g}^{-1}\right), g \in G$, respectively. We leave the details to the reader. Q.E.D.

Much of the value of crossed products stems from the Duality Theorem of [30], in case the group $G$ is abelian. While it seems to be very difficult, and perhaps impossible, to phrase a duality theory for twisted crossed products or regular extensions by abelian groups, some aspects of the theory persist ${ }^{1)}$. For the balance of this section, the group $G$ will be supposed to be abelian, with dual group $\hat{\boldsymbol{G}}$.

Following [30], define for $p \in \hat{G}$ a unitary $\mu(p)$ on $L^{2}(G ; \mathcal{H})$ by $(\mu(p) \xi)(g)$ $=\overline{\langle g, p\rangle} \xi(g)$. Let $\{\mathscr{\Omega}, I, \pi\}$ be a regular extension of $\mathscr{M}$ by $G$, where $\mathscr{M}$ acts on $\mathscr{H}$. Evidently we have

$$
\begin{aligned}
& \mu(p) I(x) \mu(p)^{*}=I(x), x \in \mathscr{M} \\
& \mu(p) \pi(g) \mu(p)^{*}=\overline{\langle g, p\rangle \pi(g), g \in G} .
\end{aligned}
$$

Thus $p \rightarrow \hat{\alpha}_{p}=\operatorname{Ad} \mu(p)$ defines a continuous representation of $\hat{G}$ in $\operatorname{Aut}(\Re)$, called the dual action.

Proposition 3.1.8. The fixed point algebra of a regular extension $\{\mathfrak{N}$, $I, \pi\}$ of $\mathscr{M}$ by an abeliang roap $G$ under the dual action is precisely $I(\mathcal{M})$.

Proof. We may suppose that $\mathscr{M}$ is in standard form on $\mathscr{H}$, and that $I(x)$, $x \in \mathscr{M}, \pi(g), g \in G$ are given on $L^{2}(G ; \mathscr{H})$ by

$$
(I(x) \xi)(g)=\alpha_{g^{-1}}(x) \xi(g),(\pi(h) \xi)(g)=v\left(g^{-1}, h\right) \xi\left(h^{-1} g\right)
$$

From [14], we may choose unitaries $W^{g}, g \in G$ on $\mathscr{H}$ such that $\operatorname{Ad} W^{g}=\alpha_{g^{-1}}$ on $\mathcal{M}$. Thus

$$
\operatorname{Ad} W^{g} W^{h}=\alpha_{g^{-10}} \alpha_{h^{-1}}
$$

[^1]$$
=\operatorname{Ad} v\left(g^{-1}, h^{-1}\right) W^{g h} \text {, as } G \text { is abelian. }
$$

Thus $W^{g} W^{h}=c(g, h) v\left(g^{-1}, h^{-1}\right) W^{g h}$, where $(g, h) \rightarrow c(g, h) \in \mathcal{U}\left(\mathcal{M}^{\prime}\right)$ is Borel.
Define, for $h \in G$, a unitary $\rho(h)$ on $L^{2}(G ; \mathscr{H})$ by

$$
(\rho(h) \xi)(g)=\delta_{G}(h)^{-1 / 2} W^{g}\left(W^{g h}\right) * c(h, g)^{*} \xi(g h),
$$

where $\delta_{G}$ is the modular function of $G$. We claim that $\{\rho(g), g \in G\}$ commutes with $\cap$. First, compute

$$
\begin{aligned}
& \left(\rho(h) I(x) \rho(h)^{*} \xi\right)(g) \\
= & W^{g}\left(W^{g h}\right)^{*} c(h, g)^{*} \alpha_{(g h))^{-1}}(x) c(h, g)\left(W^{g h}\right)\left(W^{g}\right)^{*} \xi(g) \\
= & \alpha_{g^{-10}} \alpha_{(g h)}^{-1}-10 \alpha_{(g h)^{-1}(x) \xi(g)} \\
= & \alpha_{g^{-1}(x) \xi(g)}= \\
= & (I(x) \xi)(g), \quad \text { for } \quad x \in \mathcal{M}, \xi \in L^{2}(G ; \mathcal{H}) .
\end{aligned}
$$

Secondly, we have for $h, k \in G, \xi \in L^{2}(G ; \mathcal{H})$

$$
(\rho(h) \pi(k) \xi)(g)=\delta_{g}(h)^{-1 / 2} W^{g}\left(W^{g h}\right)^{*} c(h, g)^{*} v\left(h^{-1} g^{-1}, k\right) \xi\left(k^{-1} g h\right)
$$

and

$$
\begin{aligned}
(\pi(k) \rho(h) \xi)(g) & =v\left(g^{-1}, k\right)(\rho(h) \xi)\left(k^{-1} g\right) \\
& =v\left(g^{-1}, k\right) \delta_{G}(h)^{-1 / 2} W^{k^{-1}} g\left(W^{k^{-1} g h}\right)^{*} c\left(h, k^{-1} g\right)^{*} \xi\left(k^{-1} g h\right) .
\end{aligned}
$$

On the other hand, using the relationship between $W^{g}, c(g, h), v(g, h)$ given above, and the fact that $\partial v=1$, we see

$$
\begin{aligned}
& v\left(g^{-1}, k\right) W^{k^{-1} g}\left(W^{k^{-1} g h}\right) * c\left(h, k^{-1} g\right)^{*} \\
= & v\left(g^{-1}, k\right)\left(W^{h}\right)^{*} c\left(h, k^{-1} g\right) v\left(h^{-1}, g^{-1} k\right) c\left(h, k^{-1} g\right)^{*} \\
= & \left(W^{h}\right)^{*} \alpha_{k^{-1}}\left(v\left(g^{-1}, k\right)\right) v\left(h^{-1}, g^{-1} k\right) \\
= & \left(W^{h}\right)^{*} v\left(h^{-1}, g^{-1}\right) v\left(h^{-1} g^{-1}, k\right) .
\end{aligned}
$$

Furthermore

$$
\begin{aligned}
& W^{g}\left(W^{g h}\right)^{*} c(h, g)^{*} \\
= & \left(W^{h}\right)^{*} c(h, g) v\left(h^{-1}, g^{-1}\right) c(h, g)^{*} \\
= & \left(W^{h}\right)^{*} v\left(h^{-1}, g^{-1}\right) .
\end{aligned}
$$

Thus $\rho(h) \pi(k)=\pi(k) \rho(h)$ for all $h, k \in G$ as required, and $\{\rho(h) ; h \in G\} \subseteq \mathcal{I}^{\prime}$. It is clear that for $y \in \mathscr{M} \mathcal{M}^{\prime}$, the operator $\bar{y}=y \otimes 1$ on $L^{2}(G ; \mathscr{H})$ is also in $\mathcal{I}^{\prime}$; thus $\mathscr{N} \subseteq\left(\mathscr{M}^{\prime} \otimes 1\right)^{\prime}=\mathscr{M} \otimes \mathscr{B}\left(L^{2}(G)\right)$. On the other hand, as $\{\mu(p), p \in \hat{G}\}$ generates the von Neumann algebra $1 \otimes L^{\infty}(G)$ on $L^{2}(G ; \mathcal{H})$, any fixed point in $\mathscr{B}(\mathcal{K}) \otimes \mathscr{B}\left(L^{2}(G)\right)$ of $\left\{\alpha_{p}: p \in G\right\}$ lies in $\mathscr{B}(\mathscr{H}) \otimes L^{\infty}(G)$. Thus, the fixed points
in $\mathscr{N}$ lie in $\left(\mathscr{M} \otimes \mathscr{B}\left(L^{2}(G)\right) \cap\left(\mathscr{B}(\mathscr{H}) \otimes L^{\infty}(G)\right)=\mathscr{M} \otimes L^{\infty}(G)\right.$.
It is thus sufficient to show $\mathscr{N} \cap\left(\mathscr{M} \otimes L^{\infty}(G)\right)=I(\mathscr{M})$. Let $x$ lie in the indicated intersection, so that the action of $x$ on $\xi \in L^{2}(G ; \mathscr{H})$ may be represented by $(x \xi)(g)=x(g) \xi(g)$ for some bounded Borel map $x: G \rightarrow \mathcal{M}$. On the other hand, $x$ commutes with $\rho(h), h \in G$, and

$$
(\dot{\rho}(h) x \xi)(g)=\delta_{G}(h)^{-1 / 2} W^{g}\left(W^{g h}\right)^{*} c(h, g)^{*} x(g h) \xi(g h)
$$

while

$$
(x \rho(h) \xi)(g)=\delta_{G}(h)^{-1 / 2} x(g) W^{g}\left(W^{g h}\right) c(h, g)^{*} \xi(g h) .
$$

Thus we require that for each $h \in G, W^{g}\left(W^{g h}\right)^{*} x(g h)=x(g) W^{g}\left(W^{g h}\right)^{*}$, or $\alpha_{g^{-1}}$ $\alpha_{h^{-1}}^{-1} g^{-1}(x(g h))=x(g)$, for almost all $g \in G$. Thus $\alpha_{g}^{-1}(x(g))$ is almost everywhere independent of $g$; we write $x_{0}$ for this fixed value. It is clear that $x$ and $I\left(x_{0}\right)$ represent the same element of $\mathscr{M} \otimes L^{\infty}(G)$, so that $x \in I(\mathscr{M})$. The converse inclusion, $I(\mathscr{M}) \subset \mathscr{N} \cap\left(\mathscr{M} \otimes L^{\infty}(G)\right)$ is automatic.
Q.E.D.

Remark. It is virtually certain that the operators $\rho(h), h \in G$, and $\bar{y}=$ $y \otimes 1, y \in \mathscr{M}$, defined in the proof of 3.1.8, generate the commutant of $\mathscr{I}$. The author however has not checked this in full detail. In Section 5, we shall establish a kind of converse to 3.1.8.

### 3.2. Operations on Kernels

In 3.1.5 we have associated to each $G$-kernel $\{\mathscr{M}, \theta\}$ an element $f\{\mathscr{M}, \theta\}$ $\in H_{\theta}^{3}(G ; \mathscr{U}(\mathscr{Z}(\mathscr{M})))$. Here we seek to answer two natural questions which arise; which 3-cocycles arise in this manner; and what are the operations on kernels corresponding to the natural group structure in $H_{\theta}^{3}$ ?

Finding the "inverse" of a kernel is the simplest of these questions and we adress this first.

Let $\mathscr{M}$ be a von Neumann algebra, and $\mathscr{N}^{0}$ the opposite algebra i.e. $\mathscr{N}^{0}$ has the same ring and involutive structure as $\mathscr{M}$, but the product is $i(x) i(y)$ $=i(y x)$ (where, for $x \in \mathscr{M}, i(x)$ denotes the corresponding element of $\mathscr{M}^{0}$ ). For $\alpha \in \operatorname{Aut}(\mathscr{M})$, set $\alpha^{0}(i(x))=i(\alpha(x))$; it is readily checked that $\alpha \rightarrow \alpha^{0}$ is an isomorphism (and homeomorphism) of $\operatorname{Aut}(\mathscr{M})$ with $\operatorname{Aut}\left(\mathscr{M}^{\circ}\right)$, and that $(\operatorname{Ad} u)^{0}$ $=\operatorname{Ad} i(u)^{*}$ for $u \in \mathcal{U}(\mathscr{M})$. Thus if $\{\mathscr{M}, \theta\}$ is a $G$-kernel, and $\alpha: G \rightarrow \operatorname{Aut}(\mathscr{N})$ a Borel map with $\varepsilon \circ \alpha=\theta$, then we may define a new $G$-kernel $\left\{\mathcal{M}^{0}, \theta^{0}\right\}$ by $\theta_{g}^{o}=$ $\varepsilon\left(\alpha_{g}^{o}\right)$; trivially, $\theta^{o}$ depends only on $\theta$. Note also that if $\alpha_{g} \circ \alpha_{h}=\operatorname{Ad} v(g, h) \circ \alpha_{g h}$, then $\alpha_{g}^{o} \circ \alpha_{h}^{o}=\operatorname{Ad} v^{o}(g, h) \circ \alpha_{g h}^{o}$, where $v^{o}(g, h)=i\left(v(g, h)^{*}\right) \in \mathcal{U}\left(\mathcal{M}^{0}\right)$. Finally, if $\alpha_{g}(v(h, k)) v(g, h k)=f(g, h, k) v(g, h) v(g h, k)$, then $\alpha_{g}^{o}\left(v^{0}(g, k)\right) v^{0}(g, h k)=i\left(f(g, h, k)^{*}\right)$
$\times v^{0}(g, h) v^{0}(g h, k)$. However, the map $i: \mathscr{Z}(\mathscr{M}) \rightarrow \mathscr{Z}\left(\mathscr{M}^{0}\right)$ is an isomorphism which intertwines the natural actions $\theta, \theta^{\circ}$ of $G$ on $\mathcal{Z}(\mathscr{M}), \mathcal{Z}\left(\mathscr{M}^{0}\right)$ respectively. Thus we have shown

Proposition 3.2.1. Let $\{\mathscr{M}, \theta\}$ be a $G$-kernel, and $\left\{\mathscr{M}^{0}, \theta^{0}\right\}$ the opposite kernel as above. Then $\left.f\left\{\mathscr{M}^{0}, \theta^{\circ}\right\}=f^{-1} \mathscr{M}, \theta\right\}$ in $H_{\theta}^{3}(G ; \mathscr{G}(\mathcal{L}(\mathcal{M}))$ ).

The product structure among kernels is somewhat more complex, and seems to depend on the following idea. Essentially, we need to be able to form the "tensor product of von Neumann algebras over their common centre". Specifically, let $\mathscr{M}, \overline{\mathcal{M}}$ be von Neumann algebras with centres $\mathscr{Z}, \overline{\mathcal{L}}$ and let $\Phi: \mathscr{L} \rightarrow \overline{\mathscr{L}}$ be a fixed isomorphism. Let $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(r)$ and $\overline{\mathscr{M}}=\int_{\Gamma}^{\oplus} \overline{\mathscr{M}}(r) d \mu(\gamma)$ be the central decompositions of $\mathscr{M}$ and $\mathscr{M}$, where the index spaces for the decompositions are identified by means of the isomorphism $\Phi$.

Definition 3.2.2. $\mathscr{M} \otimes_{\Phi} \overline{\mathscr{M}}$ is the von Neumann algebra whose central decomposition is $\int_{\Gamma}^{\oplus} \mathscr{M}(r) \otimes \overline{\mathscr{M}}(r) d \mu(r)$.

The dependence of $\mathscr{M} \otimes_{\Phi} \overline{\mathscr{M}}$ on $\mathscr{\mathscr { L }}$ is strong; if $\mathscr{Z}$ is two-dimensional and $\mathscr{M}=\mathscr{M}_{1} \oplus \mathscr{M}_{2}, \overline{\mathscr{M}}=\overline{\mathscr{M}}_{1} \oplus \overline{\mathscr{M}}_{2}$, then $\mathscr{M} \otimes_{\Phi} \overline{\mathcal{M}}$ can be either of $\mathscr{M}_{1} \otimes \overline{\mathscr{M}}_{1} \oplus \mathscr{M}_{2}$ $\otimes \overline{\mathscr{M}}_{2}$ or $\mathscr{M}_{1} \otimes \overline{\mathscr{M}}_{2} \oplus \mathscr{M}_{2} \otimes \overline{\mathscr{M}}_{1}$, and these may well be non-isomorphic.

Let $\{\mathscr{M}, \theta\},\{\overline{\mathcal{M}}, \bar{\theta}\}$ be $G$-kernels, and choose Borel maps $\alpha$ (resp. $\bar{\alpha}$ ): $G \rightarrow \operatorname{Aut}(\mathscr{M})($ resp. $\operatorname{Aut}(\overline{\mathscr{M}})$ ), $v$ (resp. $\bar{v}): G \times G \rightarrow \vartheta(\mathcal{M})$ (resp. $\mathcal{U}(\overline{\mathscr{M}}))$ with

$$
\begin{aligned}
& \alpha_{g} \circ \alpha_{h}=\operatorname{Ad} v(g, h) \circ \alpha_{g h} \quad \bar{\alpha}_{g} \circ \bar{\alpha}_{h}=\operatorname{Ad} \bar{v}(g, h) \circ \bar{\alpha}_{g h} \\
& \alpha_{g}(v(h, k)) v(g, h k)=f(g, h, k) v(g, h) v(g h, k) \\
& \bar{\alpha}_{g}(\bar{v}(h, k)) \bar{v}(g, h k)=\bar{f}(g, h, k) \bar{v}(g, h) \bar{v}(g h, k), \quad g, h, k \in G .
\end{aligned}
$$

In order to consider the product $f \bar{f}$ we must assume there is an isomorphism $\Phi: \mathscr{Z}(\mathscr{M}) \rightarrow \mathcal{Z}(\bar{M})$ with $\bar{\theta}_{g} \circ \mathscr{D}=\varnothing \circ \theta_{g}, g \in G$; we shall consider $\mathcal{Z}(\mathscr{M})$ and $\mathscr{L}(\overline{\mathcal{M}})$ to be identified by means of $\Phi$. We choose once and for all point realization $(g, r) \rightarrow g r$ for the action of $G$ on $L^{\infty}(\Gamma, \mu) \simeq \mathscr{L}(\mathscr{M}) \simeq \mathscr{L}(\overline{\mathscr{M}})$ corresponding to $\theta$ and $\bar{\theta}$. If $G$ is discrete, we may, by 2.2 .2 , assume that there are fields of isomorphisms $\kappa_{(g, \gamma)}\left(\right.$ resp. $\left.\bar{\kappa}_{(g, \gamma))}\right): \mathscr{M}(\gamma) \rightarrow \mathscr{M}(g r)$ (resp. $\overline{\mathcal{M}}(\gamma) \rightarrow$ $\overline{\mathcal{M}}(g \gamma))$ with $\kappa_{(g, \gamma)}(\bar{x}(\gamma))=\left(\alpha_{g}(x)\right)(g \gamma)$ (resp. $\left.\bar{\kappa}_{(g, \gamma)}(\bar{x}(\gamma))=\left(\alpha_{g}(\bar{x})\right)(g \gamma)\right)$, where $\mathscr{M}=\int_{\Gamma}^{\oplus} \mathscr{M}(r) d \mu(\gamma)\left(\right.$ resp. $\left.\overline{\mathscr{M}}=\int_{\Gamma}^{\oplus} \overline{\mathcal{M}}(r) d \mu(\gamma)\right)$ is the central decomposition and $x \sim x(\gamma)(\operatorname{resp} . \bar{x} \sim \bar{x}(\gamma))$.

Proposition 3.2.3. With notation as above, let $\mathcal{N}=\mathscr{M} \otimes_{\Phi} \overline{\mathcal{M}}$, and define
automorphisms $\beta_{g}, g \in G$ on $\operatorname{In}$ by

$$
\left(\beta_{g}(y)\right)(g \gamma)=\left(\kappa_{(g, \gamma)} \otimes \kappa_{(g, \gamma)}\right)(y(\gamma)), y \in J, y \sim y(\gamma)
$$

Then (i) $\beta_{g} \beta_{h} \beta_{g h}^{-1} \in \operatorname{Int}(\Re)$
(ii) if $\varphi_{g}=\varepsilon\left(\beta_{g}\right)$, then $f\{গ, \varphi\}=f\{\mathscr{M}, \theta\} f\{\mathscr{M}, \bar{\theta}\}$.

Proof. The fact that the $\beta_{g}$ are indeed automorphisms of follows trivially from the properties of the isomorphisms $\kappa_{(g, \gamma)}, \bar{\kappa}_{(g, y)}$. For (i), we compute, for $y \sim y(r)$

$$
\left(\beta_{g} \beta_{h} \beta_{g h}^{-1}(g)\right)(\gamma)=\left(\nu_{(g, h, \gamma)} \otimes \bar{v}_{(g, h, \gamma)}\right)(y(\gamma)),
$$

where

$$
\nu_{(g, h, \gamma)}=\kappa_{\left(g, g^{-1} \gamma\right)} \circ \kappa_{\left(h, h^{-1} g^{-1} \gamma\right)} \circ \kappa_{\left(g g^{-1}, h^{-1} g^{-1} \gamma\right)}
$$

and similarly for $\bar{v}$. Since $\alpha_{g} \circ \alpha_{h} \circ \alpha_{g h}^{-1}=\operatorname{Ad} v(g, h)$ we see $\nu_{(g, h, \gamma)}=\operatorname{Ad} v_{\gamma}(g, h)$ $\mu$ a.e., where $v(g, h)=\int_{\Gamma}^{\oplus} v_{\gamma}(g, h) d \mu(\gamma)$ is the central decomposition. A similar statement holds for $\bar{v}_{(g, h, \gamma)}$, so that $\beta_{g} \beta_{h} \beta_{g h}^{-1}=\operatorname{Ad} u(g, h)$, where $u(g, h) \in \mathcal{N}$ has central decomposition $u(g, h)=\int_{\Gamma}^{\oplus} v_{\gamma}(g, h) \otimes \bar{v}_{\gamma}(g, h) d \mu(\gamma)$.

Finally, since both $f(g, h, k)$ and $\bar{f}(g, h, k)$ become diagonal operators in the central decompositions of $\mathscr{M}$ and $\overline{\mathcal{M}}$, we see

$$
\beta_{g}(u(h, k)) u(g, h k)=f(g, h, k) \bar{f}(g, h, k) u(g, h) u(g h, k)
$$

for $g, h, k \in G$, and (ii) is established.
Q.E.D.

In order to see that all 3-cocycles arise as obstructions it seems to be necessary to restrict attention to countable groups $G$. The construction below is somewhat related to that of 2.1.4.

Proposition 3.2.4. Let $G$ be a countable group with order $\neq 2, \theta$ a homomorphism of $G$ into $\operatorname{Aut}(\mathcal{A})$, where $\mathcal{A}$ is an abelian von Neumann algebra, and $\tilde{f} \in H_{\theta}^{3}(G ; \mathcal{G}(\mathcal{A}))$. Then there is a G-kernel $\{\mathscr{M}, \theta\}$ with $f\{\mathscr{M}, \theta\}=\tilde{f}$.

Proof. Let $f \in \tilde{f}$ be a normalized 3-cocycle, so that

$$
\theta_{g}(f(h, k, l)) f(g, h k, l) f(g, h, k)=f(g h, k, l) f(g, h, k l)
$$

We shall construct a full $\mathrm{II}_{1}$-factor $\mathscr{P}$, automorphisms $\alpha_{g}, g \in G$ of $\mathscr{M}=\mathcal{A} \otimes \mathscr{P}$ with $\alpha_{g}=\theta_{g} \otimes \iota$ on $\mathcal{A} \otimes 1$, and unitaries $v(g, h) \in \mathscr{M}$ with $\alpha_{g} \circ \alpha_{h}=\operatorname{Adv}(g, h) \circ \alpha_{g h}$ and $\alpha_{g}(v(h, k)) v(g, h k)=f(g, h, k) v(g, h) v(g h, k)$ for $g, h, k \in G$.

Choose once and for all a point realization $(g, \gamma) \in G \times \Gamma \rightarrow g_{\gamma} \in \Gamma$ of
the given action $\theta$ of $G$ on $\mathcal{A}$. Let $\Phi_{G}$ denote the free group on the generators $\{[g, h], g \neq e \neq h$ in $G\}$ (each $[g, h]$ is a single symbol, not a commutator), and let $\mathscr{P}$ denote the von Neumann algebra generated by the left regular representation $\lambda$ of $\Phi_{G}$. Since each of central unitaries $f(g, h, k)$ may be represented by a Borel function $\gamma \in \Gamma \rightarrow f_{\gamma}(g, h, k)$ with $\left|f_{\gamma}(g, h, k)\right|=1$, we may for each $r \in \Gamma$ define automorphisms $\beta_{g}^{\gamma}$ of $\mathscr{P}$ by

$$
\beta_{g}^{\gamma}\left(\lambda([h, k])=f_{\gamma}(g, h, k) \lambda([h, k]), g, h, k \in G\right.
$$

(see [23]).
We view $\mathcal{A} \otimes \mathscr{P}$ as the direct integral of the constant field $r \rightarrow \mathscr{P}(\gamma)=\mathscr{P}$, $r \in \Gamma$, of von Neumann algebras; with $\beta_{g}=\int_{\Gamma}^{\oplus} \beta_{g}^{\gamma} d \mu(r), \beta_{g} \in \operatorname{Aut}(\mathcal{A} \otimes \mathscr{P})$ and we have $\beta_{g}(a \otimes 1)=a \otimes 1$, and $\beta_{g}(1 \otimes \lambda[h, k])=f(g, h, k) \otimes \lambda[h, k]$. From the arguments of $\left[21\right.$; page 130] the maps $[h, k] \rightarrow[g, h][g h, k][g, h k]^{-1}$ from the generators of $\Phi_{G}$ into $\Phi_{G}$ extend to automorphisms of $\Phi_{G}$. By familiar arguments, there are thus automorphisms $\delta_{g}, g \in G$ of $\mathscr{P}$ with $\delta_{g}(\lambda([h, k]))=$ $\lambda\left([g, h][g h, k][g, h k]^{-1}\right)$.

We may now define the desired automorphisms of $\mathcal{A} \otimes \mathscr{P}$ by

$$
\alpha_{g}=\left(\iota \otimes \delta_{g}\right) \circ \beta_{g} \circ\left(\theta_{g} \otimes \iota\right) . \quad \text { Clearly } \quad \alpha_{g}(a \otimes 1)=\theta_{g}(a) \otimes 1
$$

for $a \in \mathcal{A}$, while, writing $v(h, k)=1 \otimes \lambda([h, k])$, we have

$$
\alpha_{g}(v(h, k))=(f(g, h, k) \otimes 1) v(g, h) v(g h, k) v(g, h k)^{*}
$$

Also $\alpha_{g} \circ \alpha_{h}(a \otimes 1)=\alpha_{g h}(a \otimes 1)$ for $a \in \mathcal{A}$; on the other hand an easy computation using the cocycle identity for $f$ (c.f. [21]) shows that for $g, h, k, i \in G$, $\alpha_{g} \circ \alpha_{h}(v(k, l))=v(g, h) \alpha_{g h}(v(k, l)) v(g, h)^{*}$ so that $\alpha_{g} \circ \alpha_{h}=\operatorname{Ad} v(g, h) \circ \alpha_{g h}$ as required.
Q.E.D.

Remarks. (i) In case $G=\mathbb{Z}_{p}$, the $p$-element cyclic group, and $\mathcal{A}=\mathbb{C}$, Connes [5] has constructed automorphisms of the hyper-finite $\mathrm{I}_{1}$-factor with specified arbitrary obstruction. It is not clear to what extent this construction may be generalized ${ }^{1)}$.
(ii) The above proposition remains true in the exceptional case $G=\mathscr{Z}_{2}$. However it has somewhat limited interest as if $\mathbb{Z}_{2}$ acts freely on the abelian von Neumann algebra $\mathcal{A}, H^{3}(G ; \mathcal{G}(\mathcal{A}))=\{0\}$.

[^2]
## § 4. Split Kernels and Their Extensions

### 4.1. Splitting Criteria

Definition 4.1.1. A $G$-kernel $\{\mathscr{M}, \theta\}$ is said to be split in case there is a Borel homomorphism $\alpha: G \rightarrow \operatorname{Aut}(\mathscr{M})$ with $\varepsilon \circ \alpha=\theta$. Such a map $\alpha$ will be termed a splitting map for $\theta$ or $\{\mathscr{M}, \theta\}$.

It is clear that the 3-cocycle associated to a split $G$-kernel is trivial; we shall establish a partial converse to this.

The type I case is easily disposed of by
Remark 4.12. If $\mathscr{M}$ is of type I it is of the form $\sum \oplus \mathcal{A}_{n} \otimes \mathscr{F}_{n}$ where $\mathcal{A}_{n}$ is abelian, and $\mathscr{F}_{n}$ is the type $\mathrm{I}_{n}$-factor; thus it suffices to consider the case $\mathscr{M}=\mathcal{A}_{n} \otimes \mathscr{F}_{n}$. But then if $\alpha \in \operatorname{Aut}(\mathscr{M})$ and $\beta$ is the restriction of $\alpha$ to $\mathcal{A}_{n} \otimes 1$, then $\operatorname{Ad} u \circ \alpha=\beta$ for some $u \in \mathscr{U}(\mathscr{M})$. Thus if $g \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M})$ is a Borel map with $g \rightarrow \beta_{g}$ a homomorphism ( $\beta_{g}$ is the restriction of $\alpha_{g}$ to $\mathcal{A}_{n} \otimes 1$ ), then $\operatorname{Ad} u_{g} \circ \alpha_{g}$ $=\beta_{g}$ for some map $g \rightarrow u_{g} \in \mathcal{V}(\mathscr{M})$ which we easily see may be chosen to be Borel. Thus $\varepsilon \circ \alpha=\theta$ is split.

Theorem 4.1.3. Let $\{\mathcal{M}, \theta\}$ be a G-kernel with trivial obstruction. Then if either $\mathscr{M}$ is properly infinite, or $\mathscr{M}$ is a finite $\mathrm{I}_{1}$-algebra and $G$ is finite, $\{\mathcal{M}, \theta\}$ is split.

Proof. Let $\{\mathscr{M}, \theta\}$ have trivial obstruction. By virtue of 3.1 .5 (iii) we may choose Borel maps $\alpha: G \rightarrow \operatorname{Aut}(\mathcal{M}), u: G \times G \mathcal{G}(\mathcal{M})$ satisfying
a) $\varepsilon \circ \alpha=\theta$,
b) $\alpha_{g} \circ \alpha_{h}=\operatorname{Ad} u(g, h) \circ \alpha_{g h} ; \quad g, h \in G$,
c) $\alpha_{g}(u(h, k)) u(g, h k)=u(g, h) u(g h, k) ; \quad g, h, k \in G$.

These maps will be fixed throughout the remainder of the proof. We consider each case separately.

Case 1: $\mathscr{M}$ properly infinite.
Let $M_{\infty}(\boldsymbol{C})$ denote the $I_{\infty}$ factor. From the proof of Lemma 4.7 of [30], we see we may choose an isomorphism $\sigma: \mathscr{M} \rightarrow \mathscr{M} \otimes M_{\infty}(C)$, and unitaries $w_{g}$, $g \in G$ in $\mathscr{M} \otimes M_{\infty}(C)$ with $A d w_{g} \circ \sigma \circ \alpha_{g} \circ \sigma^{-1}=\alpha_{g} \otimes \iota$ (The only point in the proof of Takesaki's Lemma 4.7 where it is necessary to assume $g \rightarrow \alpha_{g}$ is a representation is in proving $w_{g} r_{g}\left(w_{h}\right)=w_{g h}$ where $\gamma_{g}=\sigma \circ \alpha_{g} \circ \sigma^{-1}$.) By construction, $g \rightarrow w_{g}$ is Borel.

By 2.1.3, there is a Borel map $g \in G \rightarrow v(g) \in \mathcal{V}\left(\mathscr{M} \otimes M_{\infty}(C)\right)$ with $u(g, h) \otimes 1$ $=\left(\alpha_{g} \otimes \iota\right)(v(h)) v(g) v(g h)^{*} ; g, h \in G$. Now

$$
\begin{aligned}
& \operatorname{Ad} v(g)^{*} \circ\left(\alpha_{g} \otimes \iota\right) \circ \operatorname{Ad} v(h)^{*} \circ\left(\alpha_{h} \otimes \iota\right) \\
= & \operatorname{Adv}(g)^{*}\left(\alpha_{g} \otimes \iota\right)\left(v(h)^{*}\right) \circ\left(\alpha_{g} \circ \alpha_{h} \otimes \iota\right) \\
= & \operatorname{Ad} v(g)^{*}\left(\alpha_{g} \otimes \iota\right)\left(v(h)^{*}\right)(u(g, h) \otimes 1) \circ\left(\alpha_{g h} \otimes \iota\right) \\
= & \operatorname{Adv}(g h)^{*} \circ\left(\alpha_{g h} \otimes \iota\right) .
\end{aligned}
$$

Thus $g \rightarrow \operatorname{Adv}(g)^{*} \circ\left(\alpha_{g} \otimes \iota\right)$ is a (Borel) representation of $G$ in $\operatorname{Aut}\left(\mathscr{M} \otimes M_{\infty}(\boldsymbol{C})\right)$. However

$$
\begin{aligned}
\operatorname{Ad} v(g)^{*} \circ\left(\alpha_{g} \otimes \iota\right) & =\operatorname{Adv}(g)^{*} w_{g} \circ \sigma \circ \alpha_{g} \circ \sigma^{-1} \\
& =\sigma \circ\left(\operatorname{Ad} \sigma^{-1}\left(v(g)^{*} w_{g}\right) \circ \alpha_{g}\right) \circ \sigma^{-1}
\end{aligned}
$$

so that $g \rightarrow \operatorname{Ad} \sigma^{-1}\left(v(g)^{*} w_{g}\right) \circ \alpha_{g}=\beta_{g}$ is a representation of $G$ in $\operatorname{Aut}(\mathscr{M})$. Since $\varepsilon \circ \beta=\varepsilon \circ \alpha=\theta, \beta$ is a splitting map for $\theta$.

Case 2: $\mathscr{M}$ a $\mathrm{II}_{1}$-algebra, and $G$ finite of order $n$.
Let $\left\{e_{i j} ; i, j=1, \cdots, n\right\}$ be a system of $n \times n$ matrix units in $\mathscr{M}$, and $\mathscr{I}$ $=\mathscr{M} \cap\left\{e_{i j} ; i, j=1,2, \cdots, n\right\}^{\prime}$. Thus $\mathscr{M}$ is isomorphic with $\mathscr{N} \otimes M_{n}(\boldsymbol{C})$, and $\left\{e_{i j}\right\}$ correspond to the canonical matrix units $\left\{f_{i j} ; i, j=1, \cdots, n\right\}$ in the full $n \times n$ matrix algebra $M_{n}(\boldsymbol{C})$. We regard $\alpha_{g}, g \in G$ as automorphisms on $\mathcal{N} \otimes M_{n}(\boldsymbol{C})$. Note that for each $i$, the projections $f_{i, i}$ and $\alpha_{g}\left(f_{i i}\right)$ have the same centre-valued trace $\frac{1}{n}$, and hence are equivalent. We may thus find unitaries $w_{g}, g \in G$ in $\eta \otimes M_{n}(\boldsymbol{C})$ with $\operatorname{Ad} w_{g} \circ \alpha_{g}\left(f_{i j}\right)=f_{i j}$ for all $g$, and $i, j=$ $1,2, \cdots, n$. Thus we may write Ad $w_{g} \circ \alpha_{g}=\beta_{g} \otimes \iota$ for some automorphisms $\beta_{g}$ of $\Re$.

Note that $\left(\beta_{g} \otimes \iota\right) \circ\left(\beta_{h} \otimes \iota\right)=\operatorname{Ad} w_{g} \alpha_{g}\left(w_{h}\right) u(g, h) w_{g h}^{*} \circ\left(\beta_{g h} \otimes \iota\right) ;$ thus $w_{g} \alpha_{g}\left(w_{h}\right)$ $\times u(g, h) w_{g h}^{*}=u_{1}(g, h) \otimes 1$ for some unitaries $u_{1}(g, h) \in \mathcal{I}$. A direct computation shows that $\beta_{g}\left(u_{1}(h, k)\right) u_{1}(g, h k)=u_{1}(g, h) u_{1}(g h, k)$ for all $g, h, k \in G$.

Using 2.1.3 again, we find a (Borel) family $g \rightarrow v(g)$ of unitaries in $\Omega \otimes M_{n}(\boldsymbol{C})$ with $u_{1}(g, h) \otimes 1=\left(\beta_{g} \otimes \iota\right)(v(h)) v(g) v(g h)^{*}$ for $g, h \in G$. Thus $w_{g} \alpha_{g}\left(w_{h}\right) u(g, h) w_{g h}^{*}$ $=w_{g} \alpha_{g}(v(h)) w_{g}^{*} v(g) v(g h)^{*}$ and so $u(g, h)=\alpha_{g}(d(h)) d(g) d(g h)^{*}$ where $d(g)=w_{g}^{*} v(g)$. Now

$$
\begin{aligned}
& \operatorname{Ad} d(g)^{*} \circ \alpha_{g} \circ \operatorname{Ad} d(h)^{*} \circ \alpha_{h} \\
= & \operatorname{Ad} d(g)^{*} \alpha_{g}\left(d(h)^{*}\right) \circ \alpha_{g} \circ \alpha_{h} \\
= & \operatorname{Ad} d(g)^{*} \alpha_{g}\left(d(h)^{*}\right) u(g, h) \circ \alpha_{g h} \\
= & \operatorname{Ad} d(g h)^{*} \circ \alpha_{g h},
\end{aligned}
$$

so that $g \rightarrow \operatorname{Ad} d(g)^{*} \circ \alpha_{g}$ is a splitting map for $\theta$.
Q.E.D.

Remark: The situation with $\mathcal{M}$ a $\mathrm{II}_{1}$-algebra (even the hyperfinite factor) and $G$ infinite seems to be unknown, except in trivial cases (e.g. $G=\boldsymbol{Z}$ ). Of particular interest is the case $G=\boldsymbol{Z}^{2}$ where the question becomes: if $\alpha$ and $\beta$ commute modulo $\operatorname{Int}(\mathscr{M})$, are there unitaries $u, v \in \mathscr{M}$ with $\operatorname{Ad} u \circ \alpha$ and $\operatorname{Ad} v \circ \beta$ commuting?

### 4.2. Comparison of Splitting Maps

Let $\{\mathscr{M}, \theta\}$ be a split $G$-kernel, and $\alpha, \beta: G \rightarrow \operatorname{Aut}(\mathscr{M})$ be two splitting homomorphisms. Since $\varepsilon \circ \alpha=\varepsilon \circ \beta=\theta$, there is a Borel map $g \in G \rightarrow u_{g} \in \mathcal{U}(\mathscr{M})$ with $\alpha_{g}=\operatorname{Ad} u_{g} \circ_{g}$. Since both $\alpha$ and $\beta$ are homomorphisms, we see, comparing $\alpha_{g} \circ \alpha_{h}$ with $\alpha_{g h}$, that $\operatorname{Ad} u_{g} \beta_{g}\left(u_{h}\right)=\operatorname{Ad} u_{g h}$ for all $g, h \in G$. We set $\omega(g, h)$ $=u_{g} \beta_{g}\left(u_{h}\right) u_{g}^{*}$; evidently $(g, h) \rightarrow \omega(g, h)$ is Borel, and $\omega(g, h) \in \mathcal{Z}(\mathcal{Z}(\mathscr{M})$ ). (In fact $\omega=\partial_{a} u$ in the notations of 2.1.2, $\partial_{a}$ signifying the boundary with respect to $\alpha$.)

Proposition 4.2.1. Let $\{\mathscr{M}, \theta\}, \alpha, \beta$ and $\omega$ be as above. Then
i) $\omega \in Z_{\theta}^{2}\left(G ; \mathscr{U}(\mathcal{L}(\mathscr{M}))\right.$ ), and the class of $\omega$ in $H_{\theta}^{2}(G ; \mathcal{Z}(\mathscr{L}(\mathscr{M})))$ depends only on $\alpha, \beta$. (We denote this class by $\omega_{(\alpha, \beta)}$,)
ii) If $r: G \rightarrow \operatorname{Aut}(\mathscr{M})$ is a third splitting map for $\{\mathscr{M}, \theta\}, \omega_{(a, \beta)} \omega_{(\beta, \gamma)}$ $=\omega_{(\alpha, \gamma)}$.
iii) $\omega_{(\alpha, \beta)}$ is trivial if and only if $\alpha$ and $\beta$ are exteriorly equivalent (see [3; §2.2].

Proof. (i) Let $\omega(g, h)=u_{g} \beta_{g}\left(u_{h}\right) u_{g h}^{*}$ as above. Then

$$
\begin{aligned}
& \beta_{g}(\omega(h, k)) \omega(g, h k) \\
= & \beta_{g}\left(u_{h} \beta_{h}\left(u_{k}\right) u_{h k}^{*}\right) u_{g} \beta_{g}\left(u_{h k}\right) u_{g h k}^{*} \\
= & u_{g} \beta_{g}\left(u_{h}\right) \beta_{g h}\left(u_{k}\right) u_{g h k}^{*} \\
= & u_{g} \beta_{g}\left(u_{h}\right) u_{g h}^{*} u_{g h} \beta_{g h}\left(u_{k}\right) u_{g h k}^{*} \\
= & \omega(g, h) \omega(g h, k), \quad \text { for all } g, h, k \in G .
\end{aligned}
$$

Thus $\omega \in Z_{\theta}^{2}(G ; \mathcal{G}(\mathcal{L}(\mathscr{M})))$.
If $g \rightarrow u_{g}^{\prime}$ is another Borel map with $\alpha_{g}=\operatorname{Ad} u_{g}^{\prime} \circ \beta_{g}$, then, with $b_{g}=\left(u_{g}^{\prime}\right) * u_{g}$ $=u_{g}\left(u_{g}^{\prime}\right)^{*} \in \mathcal{V}(\mathcal{L}(\mathscr{M}))$, we see

$$
\begin{aligned}
u_{g} \beta_{g}\left(u_{h}\right) u_{g h}^{*} & =b_{g} u_{g}^{\prime} \beta_{g}\left(b_{h} u_{h}^{\prime}\right) b_{g h}^{*}\left(u_{g h}^{\prime}\right)^{*} \\
& =(\partial b)(g, h) u_{g}^{\prime} \beta_{g}\left(u_{h}^{\prime}\right)\left(u_{g h}^{\prime}\right)^{*}
\end{aligned}
$$

so that the 2-cocycles derived from $g \rightarrow u_{g}$ and $g \rightarrow u_{g}^{\prime}$ are cohomologous as required.
(ii) If $\alpha_{g}=\operatorname{Ad} u_{g} \circ \beta_{g}$ and $\beta_{g}=\operatorname{Ad} v_{g} \circ \gamma_{g}$, then $\alpha_{g}=\operatorname{Ad} u_{g} v_{g} \circ \gamma_{g}$, and

$$
\begin{aligned}
& u_{g} v_{g} r_{g}\left(u_{h} v_{h}\right) v_{g h}^{*} u_{g h}^{*} \\
= & u_{g} \beta_{g}\left(u_{h}\right) \beta_{g}\left(v_{h}\right) v_{g} v_{g h}^{*} u_{g h}^{*} \\
= & u_{g} \beta_{g}\left(u_{h}\right) v_{g} r_{g}\left(v_{h}\right) v_{g h}^{*} u_{g h}^{*} \\
= & \omega(g, h) \nu(g, h)
\end{aligned}
$$

where $\omega(g, h)=u_{g} \beta_{g}\left(u_{h}\right) u_{g h}^{*}, \nu(g, h)=v_{g} r_{g}\left(v_{h}\right) \nu_{g h}^{*} ; g, h \in G$.
(iii) is trivial and left to the reader.
Q.E.D.

It follows from 4.2.1 (iii) that if $\mathscr{M}$ is a factor and $H^{2}(G ; T)=(0)$ (e.g. $G=\boldsymbol{R}$-see [16]), then representations $\alpha, \beta$ of $G$ in $\operatorname{Aut}(\mathscr{M})$ are exteriorly equivalent if and only if $\varepsilon \circ \alpha=\varepsilon \circ \beta$ (c.f. [3]). We now investigate which elements of $H^{2}$ are of the form $\omega_{(\alpha, \beta)}$.

Theorem 4.2.2. Let $\{\mathscr{M}, \theta\}$ be a $G$-kernel, with splitting map $\alpha$. Then if either $\mathscr{M}$ is properly infinite, or $\mathscr{M}$ is a $I I_{1}$-algebra and $G$ is finite, every element of $H_{\theta}^{2}\left(G ; \vartheta(\mathcal{L}(\mathscr{M}))\right.$ ) is of the form $\omega_{(a, \beta)}$ for some splitting map $\beta$.

Proof. Let $\omega \in Z_{\theta}^{2}(G ; \mathcal{U}(\mathcal{L}(\mathcal{M})))$ be arbitrary. In either case, it is sufficient to show there is a Borel map $g \rightarrow u_{g} \in \mathcal{V}(\mathscr{M})$ with $\omega(g, h)=\alpha_{g}\left(u_{h}\right) u_{g} u_{g h}^{*}$, for then, with $\beta_{g}=\operatorname{Ad} u_{g}^{*} \circ \alpha_{g}$ we see

$$
\begin{aligned}
\beta_{g} \circ \beta_{h} & =\operatorname{Ad} u_{g}^{*} \alpha_{g}\left(u_{h}^{*}\right) \circ \alpha_{g h} \\
& =\operatorname{Ad} u_{g h}^{*} \omega(g, h)^{*} \circ \alpha_{g h} \\
& =\beta_{g h}
\end{aligned}
$$

Thus $\beta$ is a splitting map for $\theta$, and by construction $\omega=\omega_{(\omega, \beta)}$. As in the proof of 4.1.3, we argue the two situations separately.

Case 1: $\mathscr{M}$ properly infinite.
Let $M_{\infty}(\boldsymbol{C})$ denote the $\mathrm{I}_{\infty}$-factor. From the proof of Lemma 4.7 of [31] (see also proof of 4.1.3) we may choose an isomorphism $\sigma: \mathscr{M} \rightarrow \mathscr{M} \otimes M_{\infty}(\mathbb{C})$ and a Borel map $g \rightarrow w_{g} \in \mathcal{V}\left(\mathscr{M} \otimes M_{\infty}(\boldsymbol{C})\right)$ with $\alpha_{g} \otimes \iota=\operatorname{Ad} w_{g} \circ \sigma \circ \alpha_{g} \circ \sigma^{-1}$ and $w_{g} r_{g}\left(w_{h}\right)=w_{g h}$, where $\gamma_{g}=\sigma \circ \alpha_{g} \circ \sigma^{-1}$. By construction, $\sigma(\alpha)=\alpha \otimes 1$ for $a \in$ $\mathscr{Z}(\mathscr{M})$.

From 2.1.3, there is a Borel map $g \rightarrow v(g) \in \mathcal{U}\left(\mathscr{M} \otimes M_{\infty}(C)\right)$ with

$$
\omega(g, h) \otimes 1=\left(\alpha_{g} \otimes \iota\right)(v(h)) v(g) v(g h)^{*} ; g, h \in G .
$$

Thus

$$
\begin{aligned}
\omega(g, h)^{*} \otimes 1 & =v(g)^{*}\left(\alpha_{g} \otimes \iota\right)\left(v(h)^{*}\right) v(g h) \\
& =v(g)^{*} w_{g} r_{g}\left(v(h)^{*}\right) w_{g}^{*} v(g h) \\
& =v(g)^{*} w_{g} r_{g}\left(v(h)^{*} w_{h}\right) w_{g h}^{*} v(g h) \\
& =c(g) r_{g}(c(h)) c(g h)^{*} \quad \text { where } \quad c(g)=v(g)^{*} w_{g} .
\end{aligned}
$$

Now

$$
\begin{aligned}
\omega(g, h)^{*} & =\sigma^{-1}\left(\omega(g, h)^{*} \otimes \iota\right) \\
& =\sigma^{-1}\left(c(g) \sigma \circ \alpha_{g} \circ \sigma^{-1}(c(h)) c(g h)^{*}\right) \\
& =d(g) \alpha_{g}(d(h)) d(g h)^{*} \quad \text { where } \quad d(g)=\sigma^{-1}(c(g)) .
\end{aligned}
$$

So with $u_{g}=d(g)^{*}$ we obtain

$$
\omega(g, h)=\alpha_{g}\left(u_{h}\right) u_{g} u_{g}^{*} \quad \text { as required. }
$$

Case 2: $\mathscr{M}$ a $\mathrm{II}_{1}$-algebra, $G$ has order $n$.
We adopt the notation of the proof of 4.2.3, Case 2. Thus there are unitaries $w_{g} \in \mathscr{N} \otimes M_{n}(\boldsymbol{C})$ and automorphisms $\beta_{g}, g \in G$ of $\mathscr{N}$ with $\operatorname{Ad} w_{g} \circ \alpha_{g}$ $=\beta_{g} \otimes \ell$, where $\mathscr{M}$ is identified with $\mathscr{N} \otimes M_{n}(\boldsymbol{C})$. There seems to be no easy guarantee that $g \rightarrow \beta_{g}$ is a representation; however, as computed in 4.1.3, the obstruction associated to $g \rightarrow \varepsilon\left(\beta_{g}\right)$ is trivial. Thus, from the conclusion of 4.1.3, we may choose unitaries $w_{g}^{\prime} \in \mathscr{M}$ with $g \rightarrow \operatorname{Ad} w_{g}^{\prime} \circ \beta_{g}$ a representation of $G$. By changing $w_{g}$ above to $\left(w_{g}^{\prime} \otimes 1\right) w_{g}$, we may assume that $g \rightarrow \beta_{g}$ is a representation of $G$ in $\operatorname{Aut}(\mathscr{M})$.

Since $\omega(g, h) \in \mathscr{L}(\mathscr{M})$, we may write $\omega(g, h)=\nu(g, h) \otimes 1$, with $\nu(g, h) \in \mathscr{L}(\mathscr{I})$; clearly $(g, h) \rightarrow \nu(g, h)$ is a $\beta$-2-cocycle. Since both $g \rightarrow \alpha_{g}$ and $g \rightarrow \beta_{g}$ are representations, we see that $w_{g} \alpha_{g}\left(w_{h}\right) w_{g h}^{*}$ is central; we write $w_{g} \alpha_{g}\left(w_{h}\right) w_{g h}^{*}=\mu(g, h) \otimes 1$ with $\mu(g, h) \in Q(\mathcal{L}(\Re))$. It is readily checked that $(g, h) \rightarrow \mu(g, h)$ is also a $\beta$-2-cocycle. Thus from 2.1.3, there are unitaries $b(g) \in \mathscr{N} \otimes M_{n}(\boldsymbol{C})$ with

$$
\begin{aligned}
\nu(g, h) \mu(g, h) \otimes 1 & =\left(\beta_{g} \otimes \iota\right)(b(h)) b(g) b(g h)^{*} \\
& =w_{g} \alpha_{g}(b(h)) w_{g}^{*} b(g) b(g h)^{*} .
\end{aligned}
$$

Thus

$$
\omega(g, h) w_{g} \alpha_{g}\left(w_{h}\right) w_{g h}^{*}=w_{g} \alpha_{g}(b(h)) w_{g}^{*} b(g)(g h)^{*}
$$

and

$$
\omega(g, h)=\alpha_{g}(u(h)) u(g) u(g h)^{*}, h, g \in G,
$$

where $u(g)=w_{8}^{*} b(g)$. Thus $\omega$ has the required form.
Q.E.D.

### 4.3. Regularization of Extensions

Let $\{\mathscr{M}, \theta\}$ be a split $G$-kernel, and $\alpha$ a fixed splitting map; let $\{\mathscr{I}, I, \pi\}$ be an extension of $\mathcal{M}$ by $G$ realizing $\theta$. Define automorphisms $\beta_{g}, g \in G$ of $\mathscr{M}$, and unitaries $v(g, h) \in \mathscr{M}, g, h \in G$ by

$$
\begin{aligned}
& I\left(\beta_{g}(x)\right)=\pi(g) I(x) \pi(g)^{*} ; x \in \mathscr{M}, g \in G \\
& \pi(g) \pi(h)=I(v(g, h)) \pi(g h) ; g, h \in G
\end{aligned}
$$

Clearly $g \rightarrow \beta_{g}$ and $(g, h) \rightarrow v(g, h)$ are Borel maps. Since $\varepsilon \circ \alpha=\varepsilon \circ \beta=\theta$, there is a Borel map $g \in G \rightarrow u_{g} \in \mathcal{V}(\mathcal{M})$ with $\operatorname{Ad} u_{g} \circ \beta_{g}=\alpha_{g}$. Thus

$$
\begin{aligned}
I\left(u_{g}\right) \pi(g) I\left(u_{h}\right) \pi(h) & =I\left(u_{g} \beta_{g}\left(u_{h}\right) v(g, h)\right) \pi(g h) \\
& =I\left(u_{g} \beta_{g}\left(u_{h}\right) v(g, h) u_{g h}^{*}\right) I\left(u_{g h}\right) \pi(g h) .
\end{aligned}
$$

Also, with $\pi_{1}(g)=I\left(u_{g}\right) \pi(g)$ we see

$$
\begin{aligned}
\pi_{1}(g) I(x) \pi_{1}(g)^{*} & =I\left(u_{g} \beta_{g}(x) u_{g}^{*}\right) \\
& =I\left(\alpha_{g}(x)\right), x \in \mathscr{M}
\end{aligned}
$$

Since $\alpha_{g} \circ \alpha_{h}=\alpha_{g h}$, we see $\omega(g, h)=u_{g} \beta_{g}\left(u_{h}\right) v(g, h) u_{g h}^{*}$ is central in $\mathcal{M}$. Also, we may compute

$$
\begin{aligned}
& I\left(\alpha_{g}(\omega(h, k)) \omega(g, h k)\right) \\
= & \pi_{1}(g) \pi_{1}(h) \pi_{1}(k) \pi_{1}(h k)^{*} \pi_{1}(g)^{*} \pi_{1}(g) \pi_{1}(h k) \pi_{1}(g h k)^{*} \\
= & \pi_{1}(g) \pi_{1}(h) \pi_{1}(k) \pi_{1}(g h k)^{*} \\
= & \pi_{1}(g) \pi_{1}(h) \pi_{1}(g h)^{*} \pi_{1}(g h) \pi_{1}(k) \pi_{1}(g h k)^{*} \\
= & I(\omega(g, h) \omega(g h, k)) \quad \text { for } g, h, k \in G .
\end{aligned}
$$

Thus $\omega \in Z_{\theta}^{2}(G ; \mathcal{G}(\mathcal{Z}(\mathscr{M})))$. If we consider $\alpha$ and $\{ク, I, \pi\}$ as given data, the only indeterminacy in constructing $\omega$ is in the choice of unitaries $u_{g}$ with Ad $u_{g} \circ \beta_{g}=\alpha_{g}$. However if $g \rightarrow u_{g}^{\prime}$ is another Borel map with $\operatorname{Ad} u_{g}^{\prime} \circ \beta_{g}=\alpha_{g}$, the 2 -cocycle $\omega^{\prime}(g, h)=u_{g}^{\prime} \beta_{g}\left(u_{h}^{\prime}\right) v(g, h) u_{g h}^{\prime}$ is cohomologous to $\omega$; clearly also any 2-cocycle cohomologous to $\omega$ arises in this way. Finally, it is trivial to check that we may choose $\pi_{1}$ to have the properties $\pi_{1}(g) \in I(\mathscr{M}) \pi(g), \pi_{1}(g) I(x)$ $\times \pi_{1}(g)^{*}=I\left(\alpha_{g}(x)\right)$ and $\pi_{1}(g) \pi_{1}(h)=\pi_{1}(g h)$ for $g, h \in G, x \in \mathscr{M}$, if and only if the 2-cocycle $\omega$ associated to $\{\mathscr{I}, I, \pi\}$ and $\alpha$ is (cohomologically) trivial. We record this as

Proposition 4.3.1. Let $\{\mathcal{M}, \theta\}$ be a split G-kernel and $\alpha$ a fixed splitting map. Let $\{\Re, I, \pi\}$ be an extension of $\mathscr{M}$ be $G$ realizing $\theta$. Then there is a

2-cocycle $\omega \in Z_{\theta}^{2}(G ; \mathcal{G}(\mathcal{L}(\mathscr{M})))$ and an extension $\left\{\mathscr{I}, I, \pi_{1}\right\}$ of $\mathscr{M}$ by $G$ realizing $\theta$ with
(i) $\operatorname{Ad} \pi_{1}(g)(I(x))=I\left(\alpha_{g}(x)\right) ; g \in G, x \in \mathcal{M}$,
(ii) $\pi_{1}(g) \pi_{1}(h)=I(\omega(g, h)) \pi_{1}(g h) ; g, h \in G$,
(iii) $\pi_{1}(g) \in I(\mathscr{M}) \pi(g)$.

The cohomology class of $\omega$ is uniquely determined by $\alpha$ and $\{\mathfrak{I}, I, \pi\}$, and is trivial if and only if $\pi_{1}$ may be chosen to be a representation.

An extension $\{\Im, I, \pi\}$ satisfying (i), (ii) and (iii) of 4.3 .1 will be said to have been regularized, or normalized. Although 4.3 .1 is to be expected, it is unsatisfactory in many respects. First, trivial examples show that the class of $\omega$ does not determine $\mathfrak{N}$. If we denote the unique cohomology class in $H_{\theta}^{2}(G ; \mathcal{U}(\mathcal{L}(\mathscr{M})))$ determined by 4.3 .1 by $\omega(\mathcal{N}, I, \pi, \alpha)$, it seems quite likely that there are extensions $\left\{\mathscr{I}, I, \pi_{1}\right\}$ and $\left\{\mathscr{I}, I, \pi_{2}\right\}$ of $\mathscr{M}$ by $G$ realizing a fixed homomorphism $\theta: G \rightarrow \operatorname{Out}(\mathcal{M})$, but $\omega\left(\mathscr{I}, I, \pi_{1}, \alpha\right) \neq \omega\left(\mathcal{I}, I, \pi_{2}, \alpha\right)$. This of course will not happen if $I(\mathscr{M})^{\prime} \cap \mathcal{N} \subseteq I(\mathscr{M})$, for then $\pi_{2}(g) \in I(\mathscr{M}) \pi_{1}(g)$, $g \in G$. The above relative commutant condition is known to hold (e.g.) if $\mathscr{M}$ is abelian, $G$ is countable and acts freely, and $\eta$ is the twisted crossed product. (See [32], and [31] for an extensive discussion of this condition.) The problem of whether or not $\omega\left(\mathfrak{I}, I_{1}, \pi_{1}, \alpha\right)=\omega\left(\mathcal{I}, I_{2}, \pi_{2}, \alpha\right)$ in case $\mathscr{M}$ is abelian, $G$ is countable and acts freely, and $\eta$ is a twisted crossed product is directly related to the uniqueness or otherwise of regular maximal abelian subalgebras of $\mathfrak{N}$.

It is, however, easy to describe the dependence of $\omega(\Re, I, \pi, \alpha)$ on $\alpha$.
Proposition 4.3.2. Let $\{\mathscr{M}, \theta\}$ be a split $G$-kernel, let $\alpha, \beta$ be two splitting maps, and let $\{\Re, I, \pi\}$ be an extension of $\mathscr{M}$ by $G$ realizing $\theta$. Then $\omega(\mathcal{\Omega}, I$, $\pi, \beta)=\omega_{(\beta, \alpha)} \omega(\mathscr{I}, I, \pi, \alpha)$, where $\omega_{(\beta, \alpha)}$ is as in 4.2.1.

Proof. Choose Borel maps $\pi_{\alpha}, \pi_{\beta}: G \rightarrow Q(\Re)$ satisfying the conclusions of 4.3.1 for $\alpha$ and $\beta$ respectively. Write $\pi_{\alpha}(g) \pi_{\alpha}(h)=I\left(\omega_{\alpha}(g, h)\right) \pi_{\alpha}(g h)$ and $\pi_{\beta}(g) \pi_{\beta}(h)=I\left(\omega_{\beta}(g, h)\right) \pi_{\beta}(g h)$ for $g, h \in G$. Since both $\pi_{\alpha}(g)$ and $\pi_{\beta}(g)$ are in $I(\mathscr{M}) \pi(g)$, there is a Borel map $g \rightarrow u_{g} \in Q(\mathscr{M})$ with $\pi_{a}(g)=I\left(u_{g}\right) \pi_{\beta}(g), g \in G$. Thus $\alpha_{g}=\operatorname{Ad} u_{g} \circ \beta_{g}$. Also
so that

$$
\begin{aligned}
\pi_{\beta}(g) \pi_{\beta}(h) & =I\left(u_{g}^{*}\right) \pi_{\alpha}(g) I\left(u_{h}^{*}\right) \pi_{\alpha}(h) \\
& =I\left(u_{g}^{*} \alpha_{g}\left(u_{h}^{*}\right) \omega_{\alpha}(g, h) u_{g h}\right) \pi_{\beta}(g h)
\end{aligned}
$$

However the classes of $\omega_{\alpha}, \omega_{\beta}$ and $(g, h) \rightarrow u_{g}^{*} \alpha_{g}\left(u_{h}^{*}\right) u_{g h}$ in $H_{\theta}^{2}(G ; \mathcal{G}(\mathcal{L}(\mathcal{M})))$
are, respectively, $\omega(\Re, I, \pi, \alpha), \omega(\Re, I, \pi, \beta)$ and $\omega_{(\beta, \alpha)}$, as required. $\quad$ Q.E.D.
We now obtain
Theorem 4.3.3. Let $\{\mathscr{M}, \theta\}$ be a $G$-kernel with trivial obstruction, $\{\mathscr{I}, I, \pi\}$ an extension of $\mathscr{M}$ by $G$ realizing $\theta$. Suppose further $\mathscr{M}$ is either properly infinite, or $\mathscr{M}$ is a $I I_{1}$-algebra, and $G$ is finite; then there is an extension $\left\{\mathcal{T}, I, \pi_{1}\right\}$ of $\mathscr{M}$ by $G$ realizing $\theta$ with
a) $\pi_{1}(g) \pi_{1}(h)=\pi_{1}(g h) ; ~ g, h \in G$,
b) $\pi_{1}(g) \in I(\mathscr{M}) \pi(g), g \in G$.

Proof. From 4.1.3, $\{\mathscr{M}, \theta\}$ is split; we let $\alpha$ be an arbitrary splitting map, and $\omega=\omega(\mathcal{I}, I, \pi, \alpha)$. From 4.2.2, $\omega=\omega_{(\omega, \beta)}$ for some splitting map $\beta$ for $\{\mathcal{M}, \theta\}$. From 4.3.2 $\omega(\mathfrak{N}, I, \pi, \beta)=\omega_{(\beta, \alpha)} \omega=\omega^{-1} . \omega$ is trivial. The desired map $\pi_{1}$ may now be found by virtue of 4.3.1.
Q.E.D.

The above result should be regarded as a complement of [27; Theorem 5.1].
The extension theory of properly infinite von Neumann algebras, or of $\mathrm{II}_{1}$-algebras by finite groups, is thus particularly simple from an algebraic point of view, even though one is obliged to deal with (possibly) of a multiplicity of liftings for a given kernel. Our results also have significance for injective von Neumann algebras ([7]) and for the representation theory of certain locally compact groups, as will be seen in Section 6.

## § 5. Isomorphism Criteria for Extensions

Here, we seek criteria on an extension $\{\mathfrak{N}, I, \pi\}$ of $\mathcal{M}$ by $G$ in order that it be equivalent (in a sense made precise below) to a twisted crossed product extension.

### 5.1. Algebraic Criteria

There are several notions of equivalence for extensions of $\mathscr{M}$ by $G$ which are amenable to interpretation in our context.

Definition 5.1.1. Extensions $\left\{\mathscr{I}_{1}, I_{1}, \pi_{1}\right\}$ and $\left\{\mathscr{I}_{2}, I_{2}, \pi_{2}\right\}$ of $\mathscr{M}$ by $G$ are $\mathscr{M}-G$ equivalent if there is a normal isomorphism $\kappa: \mathscr{N}_{1} \rightarrow \mathscr{N}_{2}$ with
a) $\kappa\left(I_{1}(\mathscr{M})\right)=I_{2}(\mathscr{M})$
b) $\kappa\left(\pi_{1}(g)\right) \in I_{2}(\mathscr{M}) \pi_{2}(g), g \in G$.

If $\kappa$ may be chosen so that $\kappa\left(I_{1}(x)\right)=I_{2}(x), x \in \mathscr{M}$ we say the extensions are strongly $\mathscr{M}$ - $G$-equivalent; if, in addition $\kappa\left(\pi_{1}(g)\right)=\pi_{2}(g)$ we say $\left\{\mathscr{I}_{1}, I_{1}, \pi_{1}\right\}$ and $\left\{\mathscr{I}_{2}, I_{2}, \pi_{2}\right\}$ are isomorphic as extensions.

It should be noted that the modifications of extensions carried out in 4.3.1 and 4.3.3 have taken place within a single strong equivalence class.

Proposition 5.1.2. Let $\left\{\mathscr{I}_{j}, I_{j}, \pi_{j}\right\}, j=1,2$ be extensions of $\mathscr{M}$ by $G$, and write

$$
\operatorname{Ad} \pi_{j}(g)\left(I_{j}(x)\right)=I_{j}\left(\alpha_{g}^{j}(x)\right) ; j=1,2, g \in G, x \in \mathscr{M} ;
$$

and

$$
\pi_{j}(g) \pi_{j}(h)=I_{j}\left(v_{j}(g, h)\right) \pi_{j}(g, h) ; j=1,2, g, h \in G
$$

Then, if $\left\{\mathscr{I}_{1}, I_{1}, \pi_{1}\right\}$ and $\left\{\mathscr{I}_{2}, I_{2}, \pi_{2}\right\}$ are $\mathscr{M}$-G-equivalent (resp. strongly $\mathscr{M}$ - $G$ equivalent), there exists $\sigma \in \operatorname{Aut}(\mathscr{M})$ (resp. $\sigma=\iota$ ) and a Borel map $g \in G \rightarrow u_{g} \in$ U(M) with

$$
v_{2}(g, h)=\alpha_{g}^{2}\left(u_{h}^{*}\right) u_{g}^{*} \sigma\left(w_{1}(g, h)\right) u_{g h} ; g, h \in G ;
$$

and

$$
\alpha_{g}^{2}=\operatorname{Ad} u_{g}^{*} \circ \sigma \circ \alpha_{g}^{1} \circ \sigma^{-1} ; g \in G .
$$

The converse holds if the extensions $\left\{\mathscr{I}_{j}, I_{j}, \pi_{j}\right\}, j=1,2$ are regular in the sense of 3.1.

Proof. Suppose the extensions are (strongly) equivalent, and choose an isomorphism $\kappa: \mathscr{I}_{1} \rightarrow \mathscr{I}_{2}$ with $\kappa\left(I_{1}(\mathscr{M})\right)=I_{2}(\mathscr{M}), \kappa\left(\pi_{1}(g)\right) \in I_{2}(\mathscr{M}) \pi_{2}(g)$. Define $\sigma$ and $g \rightarrow u_{g}$ by

$$
\kappa\left(I_{1}(x)\right)=I_{2}(\sigma(x)), x \in \mathscr{M}
$$

and

$$
\kappa\left(\pi_{1}(g)\right)=I_{2}\left(u_{g}\right) \pi_{2}(g), g \in G
$$

Note that in the case of strong equivalence, we may choose $\sigma=\iota$. The indicated relations follow trivially by applying $\kappa$ to the equations

$$
\pi_{1}(g) \pi_{1}(h)=I_{1}\left(v_{1}(g, h)\right) \pi_{1}(g h) ; g, h \in G
$$

and

$$
\pi_{1}(g) I_{1}(x) \pi_{1}(g)^{*}=I_{1}\left(\alpha_{g}^{1}(x)\right) ; x \in \mathcal{M}, g \in G ;
$$

and using the definitions of $v_{2}(g, h), \sigma$ and $u_{g}$.
Conversely, suppose the extensions $\left\{\mathscr{I}_{j}, I_{j}, \pi_{j}\right\}, j=1,2$ are regular and
$\alpha_{g}^{j}, v_{j}(g, h), \sigma, u_{g}$ satisfy the relations above. We may assume that $\mathscr{M}$ acts on $\mathcal{H}$, that $\mathscr{\Lambda}_{j}, j=1,2$ act on $L^{2}(G ; \mathscr{H})$ and $I_{j}, \pi_{j}$ are given by

$$
\begin{aligned}
& \left(I_{j}(x) \xi\right)(g)=\alpha_{g}^{j}-1(x) \xi(g), x \in \mathscr{M} \\
& \left(\pi_{j}(h) \xi\right)(g)=v_{j}\left(g^{-1}, h\right) \xi(g), h \in G
\end{aligned}
$$

for $j=1,2$ and $\xi \in L^{2}(G ; \mathcal{H})$. We may further assume that $\sigma$ is of the form Ad $U$ for some unitary $U$ on $\mathscr{H}$.

Define a unitary $V$ on $L^{2}(G ; \mathcal{H})$ by $(V \xi)(g)=u_{g-1}^{*} U \xi(g)$. We compute

$$
\begin{aligned}
\left(V I_{1}(x) V^{*} \xi\right)(g) & =u_{g-1}^{*} U \alpha_{g}^{1}-1(x) U^{*} u_{g^{-1}} \xi(g) \\
& =\operatorname{Ad} u_{g}^{*}-1 \circ \sigma \circ \alpha_{g-10 \sigma^{-1}}(\sigma(x)) \xi(g) \\
& =\alpha_{g-1}^{2}(\sigma(x)) \xi(g) \\
& =\left(I_{2}(\sigma(x)) \xi\right)(g) ; x \in \mathscr{M}, \xi \in L^{2}(G ; \mathcal{H}),
\end{aligned}
$$

and

$$
\begin{aligned}
\left(V \pi_{1}(h) V^{*} \xi\right)(g) & =u_{g^{-1}}^{*} U v_{1}\left(g^{-1}, h\right) U^{*} u_{g^{-1}} \xi\left(h^{-1} g\right) \\
& =u_{g^{-1} \sigma\left(v_{1}\left(g^{-1}, h\right)\right) u_{g^{-1}} \xi\left(h^{-1} g\right)} \\
& =\alpha_{g^{-1}}^{2}\left(u_{h}\right) v_{2}\left(g^{-1}, h\right) \xi\left(h^{-1} g\right) \\
& =\alpha_{g^{-1}}^{2}\left(u_{h}\right)\left(\pi_{2}(h) \xi\right)(g) \\
& =\left(I_{2}\left(u_{h}\right) \pi_{2}(h) \xi\right)(g) . \quad \text { Q.E.D. }
\end{aligned}
$$

In particular, $\mathscr{M}$ - $G$-equivalence of the extensions $\left\{\mathscr{N}_{j}, I_{j}, \pi_{j}\right\} j=1,2$ implies conjugacy of the corresponding homomorphisms $\theta^{j}: G \rightarrow \operatorname{Out}(\mathscr{M})$. Also, if $g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M})$ is a fixed representation of $G$ as automorphisms, $\omega \in Z_{\alpha}^{2}(G ; \mathcal{U}(\mathcal{L}(\mathscr{M})))$ and $\sigma \in \operatorname{Aut}(\mathscr{M})$ commutes with $\left\{\alpha_{g}, g \in G\right\}$, then $\mathcal{R}(\mathscr{M}, G, \alpha, \omega)$ and $\mathcal{R}(\mathscr{M}, G, \alpha, \sigma \omega)$ (twisted crossed products) are $\mathscr{M}$ - $G$-equivalent and so certainly isomorphic. So in general (if $H^{2}(G ; T) \neq\{0\}$ ) we may have $\mathcal{R}(\mathscr{M}, G, \alpha, \omega)$ isomorphic with $\mathcal{R}(\mathscr{M}, G, \alpha, \nu)$ but $\omega$ not cohomologous with $\nu$.

### 5.2. Plancherel Pairs

Throughout, $\{\mathscr{M}, \theta\}$ will denote a fixed split $G$-kernel, and $\alpha$ a fixed splitting map; since $\alpha$ is Borel and $G$ and $\operatorname{Aut}(\mathscr{M})$ both Polish, $\alpha$ is in fact continuous (see [2]). According to 4.3.1, each extension of $\mathscr{M}$ by $G$ realizing $\theta$ has a normalized form $\{\Omega, I, \pi\}$ i.e.

$$
\begin{aligned}
& \operatorname{Ad} \pi(g)(I(x))=I\left(\alpha_{g}(x)\right) ; x \in \mathcal{M}, g \in G, \\
& \pi(g) \pi(h)=I(\omega(g, h)) \pi(g h) ; g, h \in G,
\end{aligned}
$$

for some $\omega \in Z_{\theta}^{2}(G ; \mathcal{G}(\mathcal{Z}(\mathscr{M}))$ ). (For convenience we say $\{\mathscr{I}, I, \pi\}$ induces $\alpha$ and $\omega$ ). Thus $\{\mathcal{T}, I, \pi\}$ enjoys the same algebraic properties as the twisted product extension $\left\{\mathscr{R}(\mathscr{M}, G, \alpha, \omega), I^{\alpha}, \lambda^{\omega}\right\}$ (example 3.1.3 and [27]). We shall develop necessary and sufficient conditions for a normalized extension inducing $\alpha$ and $\omega$ to be isomorphic with a twisted crossed product extension.

In the following discussion, when we refer to a weight on a von Neumann algebra, we mean a faithful, normal, semifinite weight; we omit the qualifications. We refer to [29] for the theory of weights and left Hilbert algebras.

Let $\{\Im \Omega, I, \pi\}$ be an arbitrary extension of $\mathcal{M}$ by $G$; for $x \in \mathcal{K}(G ; \mathscr{M})$, the space of norm-bounded Borel maps $x: g \in G \rightarrow x(g) \in \mathscr{M}$ with $\{g: x(g) \neq 0\}$ precompact, define an operator $\tilde{x} \in \mathcal{N}$ by $\tilde{x}=\int_{G} \pi(g) I(x(g)) d g$ (this exists as a weak integral).

Definition 5.2.1. In the above situation, a pair $\{\varphi, \tilde{\varphi}\}$ of weights is a Plancherel pair for $\{\mathscr{M}, \mathcal{N}, I, \pi\}$ if
(i) $\varphi$ is a weight on $\mathscr{M}, \widetilde{\varphi}$ a weight on $\mathfrak{N}$,
(ii) $\mathfrak{F}=\{y \in \mathscr{M}: y=\tilde{x}$ for some $x \in \mathcal{K}(G ; \mathscr{M})$ and

$$
\left.\tilde{\varphi}\left(y^{*} y+y y^{*}\right)<\infty\right\}
$$

is dense, with respect to the \#-norm, in the full left Hilbert algebra $\tilde{\mathfrak{U}}$ determined by $\tilde{\varphi}$
(iii) for $x \in \mathcal{K}(G ; \mathscr{M})$ with $\tilde{x} \in \tilde{\mathfrak{B}}$

$$
\tilde{\varphi}\left(\tilde{x}^{*} \tilde{x}\right)=\int_{G} \varphi\left(x(g)^{*} x(g)\right) d g .
$$

Theorem 5.2.2. Let $\{\mathscr{M}, \theta\}, \alpha$, be as above, and $\omega \in Z_{\theta}^{2}(G ; \mathcal{U}(\mathcal{L}(\mathcal{M})))$.
(i) $\{\mathfrak{N}, I, \pi\}$ is $\mathscr{M}$ - $G$-equivalent with $\left\{\mathcal{R}(\mathscr{M}, G, \alpha, \omega), I^{\alpha}, \lambda^{\omega}\right\}$ if and only if $\{\mathscr{M}, \mathfrak{N}, I, \pi\}$ admits a Plancherel pair of weights,
(ii) if $\{\Re, I, \pi\}$ is normalized, induces $\alpha$ and $\omega$, and admits a Plancherel pair of weights, the extensions $\{\mathfrak{T}, I, \pi\}$ and $\left\{\mathcal{R}(\mathcal{M}, G, \alpha, \omega), I^{\omega}, \lambda^{\omega}\right\}$ are isomorphic (as extensions).

Proof. (i) Let $\kappa: \Re \rightarrow \mathcal{R}(\mathcal{M}, G, \alpha, \omega)$ be an isomorphism implementing the $\mathscr{M}$ - $G$-equivalence of $\{\mathscr{N}, I, \pi\}$ and $\left\{\mathcal{R}(\mathscr{M}, G, \alpha, \omega), I^{\alpha}, \lambda^{\omega}\right\}$. We may thus suppose $\mathcal{N}=\mathscr{R}(\mathscr{M}, G, \alpha, \omega), I(x)=I^{\alpha}(\sigma(x)), x \in \mathscr{M}$ and $\pi(g)=\lambda^{\omega}(g) I^{\omega}\left(u_{g}\right)$, $g \in G$, for some $\sigma \in \operatorname{Aut}(\mathscr{M})$ and Borel map $g \rightarrow u_{g} \in \mathcal{U}(\mathscr{M})$.

Let $\varphi$ be a weight on $\mathscr{M}$, and $\tilde{\varphi}$ the weight on $\mathscr{N}=\mathcal{R}(\mathscr{M}, G, \alpha, \omega)$ dual to $\psi=\varphi \circ \sigma^{-1}$ (see [27]). Noting that for $x \in \mathcal{K}(G ; \mathscr{M})$ we have

$$
\begin{aligned}
\tilde{x} & =\int_{G} \pi(g) I(x(g)) d g \\
& =\int_{G} \lambda^{\omega}(g) I^{\infty}\left(u_{g} \sigma(x(g)) d g,\right.
\end{aligned}
$$

so that

$$
\begin{aligned}
\tilde{\varphi}\left(\tilde{x}^{*} \tilde{x}\right) & =\int_{G} \psi\left(\left(u_{g} \sigma(x(g))\right)^{*} u_{g} \sigma(x(g))\right) d g \\
& =\int_{G} \varphi(x(g) * x(g)) d g,
\end{aligned}
$$

so that $\{\varphi, \tilde{\varphi}\}$ is a Plancherel pair for $\{\mathscr{M}, \mathscr{I}, I, \pi\}$. (The other requirements of the definition are easily verified using [27].)

Conversely, suppose that $\{\mathscr{M}, \mathfrak{N}, I, \pi\}$ admits a Plancherel pair of weights $\{\varphi, \tilde{\varphi}\}$, and let $\left\{\mathscr{I}, I, \pi_{1}\right\}$ be the normalized form of $\{\mathscr{I}, I, \pi\}$, so that $\left\{\mathscr{I}, I, \pi_{1}\right\}$ induces $\alpha$ and $\omega$. We claim that $\{\varphi, \tilde{\varphi}\}$ is a Plancherel pair for $\left\{\mathscr{M}, \mathfrak{N}, I, \pi_{1}\right\}$.

Note that if $x \in \mathcal{K}(G ; \mathscr{M})$, and we write $\pi(g)=\pi_{1}(g) I\left(u_{g}\right)$, then

$$
\begin{aligned}
\tilde{x} & =\int_{G} \pi(g) I(x(g)) d g \\
& =\int_{G} \pi_{1}(g) I\left(u_{g} x(g)\right) d g
\end{aligned}
$$

Thus

$$
\begin{aligned}
\tilde{\varphi}\left(\tilde{x}^{*} \tilde{x}\right) & =\int_{G} \varphi\left(x(g)^{*} x(g)\right) d g \\
& =\int_{G} \varphi\left(\left(u_{g} x(g)\right)^{*} u_{g} x(g)\right) d g
\end{aligned}
$$

and $\{\varphi, \tilde{\varphi}\}$ satisfies 5.2 .1 (iii) for $\left\{\mathscr{M}, \mathfrak{N}, I, \pi_{1}\right\}$. Using this, 5.2.1. (ii) is trivially verified. To complete the proof then it is sufficient to prove 5.2 .2 (ii).
(ii) Let $\{\mathscr{N}, I, \pi\}$ be a normalized extension of $\mathscr{M}$ by $G$ inducing $\alpha$ and $\omega$, and let $\{\varphi, \tilde{\varphi}\}$ be a Plancherel pair for $\{\mathscr{M}, \mathscr{N}, I, \pi\}$. We suppose that $\mathscr{M}$ (resp. $\mathscr{N}$ ) acts on the Hilbert space $\mathscr{H}$ (resp. $\widetilde{\mathscr{H}}$ ) derived from $\varphi$ (resp. $\widetilde{\varphi}$ ), and we let $\Lambda$, (resp. $\tilde{\Lambda})$ denote the canonical map from the full left Hilbert al-
 $\tilde{\Lambda}(\tilde{\mathfrak{B}})$ is dense in $\tilde{\mathcal{H}}$.

Note that for $x \in \mathcal{K}(G ; \mathscr{M})$ with $\tilde{x} \in \tilde{\mathfrak{B}}$, then $\tilde{x}=0$ implies $0=\tilde{\varphi}\left(\tilde{x}^{*} \tilde{x}\right)$ $=\int_{G} \varphi\left(x(g)^{*} x(g)\right) d g$, so that $x(g)=0$ a.e. Thus there is a well defined linear map $U: \tilde{\Lambda}(\widetilde{\mathfrak{F}}) \rightarrow L^{2}(G ; \mathscr{H})$ given by $(U(\tilde{\Lambda}(\tilde{x})))(g)=\Lambda\left(\omega\left(g^{-1}, g\right) x(g)\right)$. Indeed, $U$ is an isometrey as

$$
\begin{aligned}
\|\tilde{\Lambda}(\tilde{x})\|^{2} & =\tilde{\varphi}\left(\tilde{x}^{*} \tilde{x}\right) \\
& =\int_{G} \varphi\left(x(g)^{*} x(g)\right) d g \\
& =\int_{G}\left\|\Lambda\left(\omega\left(g^{-1}, g\right) x(g)\right)\right\|^{2} d g \\
& =\|U(\tilde{\Lambda}(\tilde{x}))\|^{2} .
\end{aligned}
$$

Clearly, $U$ has dense range in $L^{2}(G ; \mathcal{H})$, so that $U$ extends to a unitary of $\widetilde{\mathscr{H}}$ onto $L^{2}(G ; \mathcal{H})$; we denote this extension by $U$ also.

Now for $\xi, \eta \in \widetilde{\mathscr{H}}$ and $\tilde{x}, \tilde{y} \in \mathfrak{F}$, we have

$$
\begin{aligned}
\langle\tilde{x} \tilde{y} \xi, \eta\rangle & =\int_{G} \int_{G}\langle\pi(g) I(x(g)) \pi(h) I(x(h)) \xi, \eta\rangle d h d g \\
& =\int_{G} \int_{G}\left\langle\pi(g) \pi(h) I\left(\alpha_{h}^{-1}(x(g)) x(h)\right) \xi, \eta\right\rangle d h d g \\
& =\int_{G} \int_{G}\left\langle\pi(g h) I\left(\alpha_{g h}^{-1}(\omega(g, h)) \alpha_{h}^{-1}(x(g)) x(h)\right) \xi, \eta\right\rangle d h d g \\
& =\int_{G} \int_{G}\left\langle\pi(k) I\left(\alpha_{k}^{-1}\left(\omega\left(g, g^{-1} k\right)\right) \alpha_{k^{-1} g}(x(g)) y\left(g^{-1} k\right)\right) \xi, \eta\right\rangle d k d g \\
& =\int_{G} \int_{G}\left\langle\pi(k) I\left(\alpha_{k}^{-1}\left(\omega\left(k 1,1^{-1}\right)\right) \alpha_{1}(x(k 1)) y\left(1^{-1}\right)\right) \xi, \eta\right\rangle d 1 d k
\end{aligned}
$$

Thus $\tilde{x} \tilde{y}=\tilde{z}$, where $z(g)=\int_{G} \alpha_{g}^{-1}\left(\omega\left(g h, h^{-1}\right)\right) \alpha_{h}(x(g h)) y\left(h^{-1}\right) d h$. Hence we have

$$
\begin{aligned}
(U(\tilde{x} \tilde{\Lambda}(\tilde{y})))(g) & =(U(\tilde{\Lambda}(z)))(g) \\
& =\Lambda\left(\omega\left(g^{-1}, g\right) \int_{G} \alpha_{g}^{-1}\left(\omega\left(g h, h^{-1}\right)\right) \alpha_{h}(x(g h)) y\left(h^{-1}\right) d h\right) \\
& =\int_{G} \Lambda\left(\omega\left(g^{-1}, g\right) \alpha_{g}^{-1}\left(\omega\left(g h, h^{-1}\right)\right) \alpha_{h}(x(g h)) y\left(h^{-1}\right)\right) d h \\
& =\int_{G} \Lambda\left(\omega\left(h, h^{-1}\right) \omega\left(g^{-1}, g h\right) \alpha_{h}(x(g h)) y\left(h^{-1}\right)\right) d h
\end{aligned}
$$

On the other hand, we may compute

$$
\begin{aligned}
& \left(\left(\int_{G} \lambda^{\omega}(h) I^{\alpha}(x(h)) d h\right) U(\tilde{\Lambda}(\tilde{x}))\right)(g) \\
= & \int_{G}\left(\lambda^{\omega}(h) I^{\alpha}(x(h)) U(\tilde{\Lambda}(\tilde{x}))\right)(g) d h \\
= & \int_{G} \omega\left(g^{-1}, h\right) \alpha_{g^{-1} h}(x(h)) \Lambda\left(\omega\left(g^{-1} h, h^{-1} g\right) y\left(h^{-1} g\right)\right) d h \\
= & \int_{G} \Lambda\left(\omega\left(g^{-1}, h\right) \omega\left(g^{-1} h, h^{-1} g\right) \alpha_{g^{-1}}^{h}(x(h)) y\left(h^{-1} g\right)\right) d h \\
= & \int_{G} \Lambda\left(\omega\left(g^{-1}, g h\right) \omega\left(h, h^{-1}\right) \alpha_{h}(x(g h)) y\left(h^{-1}\right)\right) d h .
\end{aligned}
$$

Thus $U\left(\int_{G} \pi(g) I(x(g)) d g\right) U^{*}=\int_{G} \lambda^{\omega}(g) I^{\omega}(x(g)) d g$; an easy and well-known approximation argument now ensures that $U \pi(g) U^{*}=\lambda^{\omega}(g), g \in G$, and $U I(x) U^{*}$ $=I^{\omega}(x), x \in \mathscr{M}$, and that $\{\mathscr{I}, I, \pi\}$ and $\left\{\mathcal{R}(\mathscr{M}, G, \alpha, \omega), I^{a}, \lambda^{\omega}\right\}$ are isomorphic as extensions.
Q.E.D.

The strength of the concept of Plancherel pairs of weights lies in the requirement 5.2.1 (iii). This should be interpreted as an orthogonality condition (for the $\pi(g)$ ) over $I(\mathscr{M})$ ); it can also be interpreted as an analogue of a dimension condition frequently met with in the theory of (finite dimensional) central simple algebras.

From 5.2.2 we obtain immediately the following
Corollary 5.2.3. Let $\{\mathscr{I}, I, \pi\}$ be a normalized extension of $\{\mathscr{M}, \theta\}$ inducing $\alpha$ and $\omega$, and $\mathscr{M}$-G-equivalent with $\left\{\mathcal{R}(\mathcal{M}, G, \alpha, \omega), I^{\alpha}, \lambda^{\omega}\right\}$. Then the extensions $\{\Im, I, \pi\}$ and $\left\{\mathcal{R}(\mathcal{M}, G, \alpha, \omega), I^{\omega}, \lambda^{\omega}\right\}$ are isomorphic.

We also obtain the following more familiar criterion for a normalized extension to be a twisted crossed product (cf. [3],[12]).

Corollary 5.2.4. Let $\{\Re, I, \pi\}$ be an extension of $\mathscr{M}$ by $G$, with $G$ discrete, and with $\{\Im, I, \pi\}$ inducing $\alpha, \omega$. Suppose further that each automonphism $\alpha_{g}, g \neq e$ is properly outer. Then if there is a normal, faithful, expectation $E$ : $\mathfrak{N} \rightarrow I(\mathscr{M})$, the extensions $\{\mathscr{I}, I, \pi\}$ and $\left\{\mathcal{R}(\mathscr{M}, G, \alpha, \omega), I^{\omega}, \lambda^{\omega}\right\}$ are isomorphic.

Proof. We identify $\mathscr{M}$ with $I(\mathscr{M}) \subseteq \mathcal{N}$. Since for $g \neq e$ we have $E(\pi(g)) x$ $=E(\pi(g) x)=E\left(\alpha_{g}(x) \pi(g)\right)=\alpha_{g}(x) E(\pi(g))$, and $\alpha_{g}$ is properly outer, $E(\pi(g))=0$, $g \neq e$.

Thus if $\varphi$ is any faithful normal state on $\mathscr{M}$ and $\widetilde{\varphi}=\varphi \circ E$, we may compute for $x \in \mathcal{K}(G ; \mathscr{M})$

$$
\begin{aligned}
\tilde{\varphi}\left(\tilde{x}^{*} \tilde{x}\right) & =\tilde{\varphi}\left(\sum_{g} \sum_{h} x(g)^{*} \pi(g)^{*} \pi(h) x(h)\right) \\
& =\sum_{g} \sum_{h} \varphi\left(x(g)^{*} E\left(\pi(g)^{*} \pi(h)\right) x(h)\right) \\
& =\sum_{g} \varphi\left(x(g)^{*} x(g)\right)
\end{aligned}
$$

thus $\{\varphi, \tilde{\varphi}\}$ Plancherel pair for $\{\mathscr{I}, \mathcal{M}, I, \pi\}$.
Q.E.D.

The relevant feature of the above proof of course is that $E(\pi(g))=0$ for $g \neq e$.

### 5.3. Dual Actions

According to 3.1 .8 , if $G$ is an abelian group and $\{\mathfrak{I}, I, \pi\}$ any regular extension of $\mathscr{M}$ by $G$, the dual group $\hat{G}$ acts as automorphisms on $\mathscr{N}$ in such a way that $\hat{\alpha}_{p}(\pi(g))=\overline{\langle g, p\rangle} \pi(g)$ and $I(\mathscr{M})=\left\{x \in \mathscr{N}: \hat{\alpha}_{p}(x)=x\right.$ for all $\left.p \in \hat{G}\right\}$. The following converse is patterned after the results of [18].

Proposition 5.3.1. Let Il be a von Neumann algebra, $G$ an abelian group, and $\pi: g \in G \rightarrow \pi(g) \in \mathcal{U}(\Re)$ a Borel map. Suppose there exists a continuous homomorphism $p \in \hat{G} \rightarrow \hat{\alpha}_{p} \in \operatorname{Aut}(\mathfrak{N})$ with $\hat{\alpha}_{p}(\pi(g))=\overline{\langle g, p\rangle} \pi(g)$ for all $p \in \hat{G}$, $g \in G$, and set $\mathscr{M}=\left\{x: \hat{\alpha}_{p}(x)=x\right.$ for all $\left.p \in \hat{G}\right\}$. Then $\{\mathcal{I}, I, \pi\}$ is a regular extension of $\mathscr{M}$ of $G$, where $I$ is the inclusion map $I: \mathscr{M} \rightarrow \mathfrak{N}$.

Proof. The fact that $\mathcal{M}$ and $\{\pi(g), g \in G\}$ generate $\mathscr{N}$ follows exactly as in [18]; we omit the details. Also, with $v(g, h)=\pi(g) \pi(h) \pi(g h)^{*}$ we see $\hat{\alpha}_{p}(v(g, h))$ $=\overline{\langle g, p\rangle} \overline{\langle h, p\rangle}\langle g h, p\rangle v(g, h)=v(g, h)$ so $v(g, h) \in \mathcal{M}$. Further, with $x \in \mathscr{M}$ we see $\hat{\alpha}_{p}\left(\pi(g) x \pi(g)^{*}\right)=\overline{\langle g, p\rangle} \pi(g) x \pi(g)^{*}\langle g, p\rangle=\pi(g) x \pi(g)^{*}$; thus if $\alpha_{g}(x)=\pi(g) x \pi(g)^{*}$ for $x \in \mathscr{M}$, then $\mathcal{M}$ is invariant under $\alpha_{g}$. We shall show that $\{\mathcal{I}, I, \pi\}$ is (isomorphic to) the regular extension constructed from $\alpha$ and $v$ as in 3.1.6.

Define a map $\delta: \mathcal{N} \rightarrow L^{\infty}(\hat{G} ; \mathcal{I})$ by $(\delta(y))(p)=\hat{\alpha}_{p}(y)$. Clearly $\delta$ is an isomorphism and $\delta(y)=y \otimes 1$ if and only if $y \in \mathscr{M}$; also $\delta(\pi(g))=\pi(g) \otimes \chi_{g}$ where $\chi_{g}$ denotes multiplication by the character $p \rightarrow \overline{\langle g, p\rangle}$ on $L^{2}(\hat{G})$.

We let $\mathcal{N}$ be represented faithfully on the Hilbert space $\mathcal{H}$; thus $L^{\infty}(\hat{G} ; \mathcal{H})$ is realized on $L^{2}(\hat{G} ; \mathscr{H})$. Let $\mathscr{F}$ be the unitary $\mathscr{F}: L^{2}(\hat{G} ; \mathcal{H}) \rightarrow L^{2}(G ; \mathcal{H})$ defined by

$$
(\mathscr{F} \xi)(g)=\int_{\hat{G}}\langle g, p\rangle \xi(p) d p ; \xi \in L^{2}(\hat{G} ; \mathscr{H})
$$

(We have chosen Haar measures on $G$ and $\hat{G}$ so that the Plancherel formula holds; $\mathscr{F}$ is nothing but the Fourier transform.) Setting $\bar{\delta}(y)=\mathscr{F} \delta(y) \mathscr{F}^{*}$ for $y \in \mathcal{N}$ we obtain $\bar{\delta}(x)=x \otimes 1$ if and only if $x \in \mathscr{M}$ and $\bar{\delta}(\pi(g))=\pi(g) \otimes \lambda(g)$, where $\lambda$ is the regular representation of $G$ on $L^{2}(G)$.

Define a unitary $U$ on $L^{2}(G ; \mathcal{H})$ by $(U \xi)(g)=\pi\left(g^{-1}\right) \xi(g)$. Now $(U(x \otimes 1)$ $\left.\times U^{*} \xi\right)(g)=\alpha_{g^{-1}}(x) \xi(g), x \in \mathscr{M}$ and

$$
\begin{aligned}
\left(U(\pi(g) \otimes \lambda(g)) U^{*} \xi\right)(h) & =\pi\left(h^{-1}\right) \pi(g)\left(U^{*} \xi\right)\left(g^{-1} h\right) \\
& =\pi\left(h^{-1}\right) \pi(g) \pi\left(h^{-1} g\right)^{* \xi}\left(g^{-1} h\right) \\
& =v\left(h^{-1}, g\right) \xi\left(g^{-1} h\right) .
\end{aligned}
$$

Thus the isomorphism Ad $U \circ \bar{\delta}$ carries $\mathscr{M}$ and $\pi(g), g \in G$ to the generators of the regular extension of $\mathcal{M}$ by $G$ determined by $\alpha$ and $v$. The proof is complete.
Q.E.D.

We note that if $G$ is discrete, 5.3 .1 may be proven more easily using 5.2.4; the map $E: \mathcal{N} \rightarrow \mathcal{M}$ defined by $E(y)=\int_{\hat{G}} \hat{\alpha}_{p}(y) d p$ is a conditional expectation with $E(\pi(g))=0$ for $g \neq e$. The proof of 5.2.4 now applies.

## § 6. Applications

These fall in three (related) classes; we begin with twisted crossed products. Twisted crossed products have been seen to be useful since Connes [6] constructed examples of factors not anti-isomorphic with themselves (see [27] also for details), although they have been discussed in the literature much earlier ([32]); they have been advertized as a method of constructing von Neumann algebras which are not constructible using ordinary crossed products. However, we have

Theorem 6.1. Let $\mathscr{M}$ be properly infinite and $G$ arbitrary, or a $I I_{1}$-algebra and $G$ a finite group. Then any regular extension, and hence any twisted crossed product, of $\mathscr{M}$ by $G$, is already an ordinary crossed product.

Proof. Let $\{\mathcal{N}, I, \pi\}$ be a regular extension of $\mathscr{M}$ by $G$; by 4.3.3 $\{\mathcal{I}, I, \pi\}$ is strongly equivalent to an extension $\left\{\Omega, I, \pi_{1}\right\}$ where $\pi_{1}$ is a representation of $G$ in $\because(\Re)$. If we write $\operatorname{Ad} \pi(g)(I(x))=I\left(\alpha_{g}(x)\right), \pi(g) \pi(h)=I(v(g, h)) \pi(g h), \operatorname{Ad} \pi_{1}(g)$ $\times(I(x))=I\left(\beta_{g}(x)\right)$ and $\pi_{1}(g)=I\left(u_{g}\right) \pi(g)$ for $g, h \in G$ and $x \in \mathcal{M}$, then $u_{g} \alpha_{g}\left(u_{h}\right)$ $v(g, h) u_{g h}^{*}=1$ and $\beta_{g}=\operatorname{Ad} u_{g} \circ \alpha_{g}, g, h \in G$.

We let $\mathscr{M}$ act on $\mathscr{H}$ and $\mathscr{N}$ on $L^{2}(G ; \mathscr{H})$; define a unitary $U$ on $L^{2}(G ; \mathcal{H})$ by $(U \xi)(g)=u_{g^{-1}} \xi(g)$. Then

$$
\begin{aligned}
\left(U I(x) U^{* \xi}\right)(g) & =u_{g^{-1}} \alpha_{g^{-1}}(x) u_{g^{-1} \xi(g)} \\
& =\beta_{g}^{-1}(x) \xi(g) \\
& =\left(I^{\beta}(x) \xi\right)(g), \quad x \in \mathscr{M}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(U \pi(h) U^{* \xi}\right)(g) & =u_{g^{-1}} v\left(g^{-1}, h\right) u_{g^{-1}}^{*} \xi\left(h^{-1} g\right) \\
& =u_{g^{-1} \alpha^{-1}\left(u_{h}^{*}\right) u_{g-1}^{*} \xi\left(h^{-1} g\right)} \\
& =\beta_{g}^{-1}\left(u_{h}^{*}\right) \xi\left(h^{-1} g\right) \\
& =\left(I^{\beta}\left(u_{h}^{*}\right) \lambda^{\iota}(h) \xi\right)(g), \quad h \in H,
\end{aligned}
$$

where $\iota$ denotes the trivial 2 -cocycle. Thus $\mathfrak{N}$ is isomorphic with $\mathcal{R}(\mathcal{M}, G, \beta)$.
Q.E.D.

The interpretation of this in terms of non-anti-isomorphism is that there are von Neumann algebras $\mathscr{M}$ anti-isomorphic with themselves, and representations $g \in G \rightarrow \alpha_{g} \in \operatorname{Aut}(\mathscr{M})$ such that for no anti-automorphism $\sigma$ of $\mathscr{M}$ is $\sigma \circ \alpha_{g} \circ \sigma^{-1}=\alpha_{g}$ for all $g \in G$. Interest in twisted crossed products is thus reduced to abelian algebras and possibly $\mathrm{II}_{1}$ (non-factor) von Neumann algebras.

We now turn to extensions of injective von Neumann algebras.
Theorem 6.2. Let $\{গ, I, \pi\}$ be an extension of an injective von Neumann algebra $\mathscr{M}$ by $G$. Then $\mathscr{N}$ is injective if either $\mathscr{M}$ is a $I I_{1}$-algebra and $G$ is finite, or if $\mathscr{M}$ is properly infinite, and $G$ contains a dense, countable, amenable subgroup.

Proof. Follows from 4.3.3 and [7].
Q.E.D.

In particular, any extension of the hyperfinite factor by a finite group is injective.

If $M$ is any locally compact group, and $\rho$ a continuous unitary representation of $M$ on separable Hilbert space, we say $\rho$ is A.F.D. (approximately finite dimensional) if $\rho(M)^{\prime \prime}$ is an injective von Neumann algebra. If all representations of $M$ are A.F.D, we say $M$ itself is A.F.D.

Theorem 6.3. Let $1 \rightarrow M \rightarrow N \rightarrow G \rightarrow 1$ be an exact sequence of locally compact separable groups, where $G$ contains a dense, countable, amenable subgroup; let $\rho$ be a representation of $N$. Then
(i) if $\rho(M)^{\prime \prime}$ is properly infinite and injective, $\rho$ is A.F.D.,
(ii) if $\rho(M)^{\prime \prime}$ is the hyperfinite factor and $G$ finite, $\rho$ is A.F.D.,
(iii) if $M$ is connected, $N$ is A.F.D.

Proof. i) and ii) are trivial. Since any representation of a connected group generates a properly infinite ([17]), injective ([7]) von Neumann algebra, (iii) follows.

We note it is not clear whether or not, if $\rho$ is a representation of $M$ which is A.F.D, the induced representation $\operatorname{Ind}_{M}^{N} \rho$ of $M$ is also injective.
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