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Abstract. We consider a two-dimensional linear foliation on torus of arbitrary dimension. For
any smooth family of complex structures on the leaves we prove existence of smooth family of
uniformizing (conformal complete flat) metrics on the leaves. We extend this result to linear
foliations on T

2 × R and families of complex structures with bounded derivatives C3-close to
the standard complex structure. We prove that the analogous statement for arbitrary C∞ two-
dimensional foliation on compact manifold is wrong in general, even for suspensions over T

2: in
dimension 3 the uniformizing metric can be nondifferentiable at some points; in dimension 4 the
uniformizing metric of each noncompact leaf can be unbounded.
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1. Introduction, statement of results and history

1.1. Introduction and brief statement of results

The (almost) complex structure on a two-dimensional surface is a family of complex
structures on the tangent planes at the points of the surface. We say that a (non-
standard) complex structure on a Riemann surface is bounded if it has uniformly
bounded dilatation with respect to the standard complex structure.

It is well-known that each measurable bounded complex structure is locally in-
tegrable. This was proved in [M] and earlier under additional regularity conditions
(Hölder or continuous) in [Ko], [Licht], [La]. Each measurable complex structure
on C is globally integrable:

1.1. Theorem ([Ah1], [AhB], [Vek], [M]). For any measurable (C∞) bounded
complex structure σ on C there exists a quasiconformal homeomorphism (C∞ dif-
feomorphism) C → C that transforms σ to the standard complex structure.
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The definition of a quasiconformal homeomorphism may be found in [Ah2].
Theorem 1.1 implies that for any C∞ metric g on R2 with bounded dilatation
there exists a C∞ positive function φ : R2 → R+ such that the metric φg is flat
and complete (the function φ is unique up to multiplication by constant). This
statement remains valid with R2 replaced by arbitrary parabolic Riemann surface.
(Recall that a Riemann surface is said to be parabolic, if its universal covering
equipped with the natural complex structure is conformally equivalent to C.)

In the present paper we study the existence of foliated versions of Theorem 1.1.
Namely, we consider a real two-dimensional foliation on a Riemann manifold (M, g)
(in most cases under consideration M is compact). The metric g induces a complex
structure on each leaf. We suppose that it is parabolic. By the previous statement,
on each leaf L there exists a function φ : L → R+ such that the metric φg of the
leaf L is flat and complete. We study the following questions.
Question 1. Is it possible to find a C∞ function φ : M → R+ such that the
restriction to each leaf of the metric φg be flat and complete?
Question 2. If yes, is it possible to find an Euclidean metric g′ on the ambient
manifold M that coincides with φg along the leaves, and for which each leaf be
totally geodesic?

1.2. Example. Denote Tn = Rn/2πZn. Consider a two-dimensional parallel
plane foliation on Rn. The standard projection Rn → Tn induces a foliation on
the torus Tn. This foliation is called linear. Take a (nonstandard) metric g on Tn

and consider the corresponding complex structures on the leaves. Then each leaf
is parabolic, by Theorem 1.1 and since the metric g has a bounded dilatation with
respect to the standard Euclidean metric (by compactness argument).

The analogous questions were studied by A. Verjovsky [Ver], A. Candel and
X. Gómez-Mont [CGM], A. Lins Neto ([Li1], [Li2]) for some holomorphic foliations
with singularities by hyperbolic Riemann surfaces, and by A. Candel [Ca], who
completely answered the analogue of Question 1 for laminations by hyperbolic
(elliptic) Riemann surfaces. In 1995 É. Ghys [G] had studied the (parabolic) case
of linear foliations on T3 with a nonstandard metric g. He proposed Question 1 in
the general case and he proved a positive answer for linear foliations on T3 under
certain Diophantine condition on the slope of the leaves.

1.3. Remark. For any linear foliation on Tn either all the leaves are tori, or each
leaf is dense. If the leaves are dense, then all they are either planes, or cylinders.
In the simplest case, when the leaves of the foliation F are tori, the positive
answer to Question 1 for arbitrary metric g follows from the classical theorem on
uniformization of torus with variable complex structure [Ab], [Ah2] (Theorem 2.1
in Section 2).

Theorem 1.10 of the present paper gives a positive answer to Question 1 for
arbitrary linear foliation on Tn in the cases of analytic, C∞ and measurable metric.
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In fact, we prove a stronger Theorem 1.12 on existence of a family of uniformizing
holomorphic differentials on the leaves, see the following definition.

1.4. Definition. A holomorphic 1-form on a parabolic Riemann surface is said
to be a uniformizing differential, if its squared module is a complete flat met-
ric. A complete conformal flat metric on a parabolic Riemann surface is called a
uniformizing metric.

1.5. Remark. A uniformizing metric (differential) exists and is unique up to
multiplication by constant (for the statement on the uniformizing metric see the
beginning of the paper). The squared module of a holomorphic differential is al-
ways a flat metric, thus, that of a uniformizing differential is a uniformizing metric.
(This together with the uniqueness of the uniformizing metric and Liouville’s the-
orem on bounded holomorphic functions implies the uniqueness of uniformizing
differential.) Thus, by uniqueness, a uniformizing metric is always the squared
module of a uniformizing differential.

To construct a family of holomorphic differentials, we use the homotopy method,
which reduces the proof to solving a linear bounded ordinary differential equation
in the space L2(Tn). We prove regularity of its solution by showing that the equa-
tion is bounded in any Sobolev space Hs(Tn). The method of the proof yields a
new short proof of the global integrability of a C∞ complex structure on T2 (The-
orem 2.1 in Section 2). This together with the classical normality argument (using
Grötzsch inequality [Ah2]) yields a new short proof of the general measurable case
of Theorem 1.1 (to appear in [Gl]).

Another short proof of Theorem 1.1 using a different method (Fourier trans-
formation) was earlier obtained by A. Douady and X. Buff [DB].

For the proof of existence of smooth family of uniformizing differentials (met-
rics) on the leaves, we forget the initial metric g and consider only the corre-
sponding (smooth) family of complex structures on the leaves. We do this without
changing the context, by the following proposition.

1.6. Proposition. For any two-dimensional C∞ foliation any C∞ Riemann met-
ric on the foliated manifold induces a C∞ family of complex structures on the leaves
(by taking the conformal classes of its restrictions to the leaves). Conversely, each
C∞ family of complex structures on the leaves is defined in this way by some C∞

metric on the manifold.

Proof. The first statement of the proposition follows from definition. The converse
statement means that for any C∞ family of complex structures on the leaves
there exists a C∞ metric on the foliated manifold whose restriction to each leaf is
conformal. The local version of this statement follows from definition: it is obvious
in the case of trivial parallel plane fibration of a cube. Its global version is proved
by pasting together the local conformal metrics using a splitting of unity. �
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Theorems 1.20 and 1.21 in Subsection 1.3 give a complete answer to Question 2
in the case of linear foliations on Tn for smooth and analytic metrics g. They say
that if the slope of a foliation satisfies certain Diophantine condition, then there
exists an Euclidean metric g′ on Tn of the same regularity, as the initial metric g
that is equal to φg along the leaves and for which all the leaves are totally geodesic.
The Diophantine condition depends on the regularity class under consideration
and is optimal.

Earlier A. Haefliger [H] have obtained a result implying that under an a priori
stronger Diophantine condition the metric φg extends up to a global metric on the
torus for which all the leaves are minimal surfaces.

Theorem 1.23 in Subsection 1.4 gives a positive answer to Question 1 for any
linear foliation on T2 × R and arbitrary metric C3-close enough to the standard
Euclidean metric and having uniformly bounded derivatives of each order.

Theorems 1.25 and 1.27 in Subsection 1.5 give nonlinear counterexamples to
Question 1. The first counterexample (Theorem 1.25) is given by an analytic foli-
ation on T3 that is a suspension of a circle diffeomorphism with two fixed points
(attractor and repeller). This foliation has two toric leaves, the other ones are
cylinders. We show that there exists an analytic metric on T3 such that the corre-
sponding function φ (for which the restriction to each leaf of the metric φg is flat)
is analytic on the complement of the two toric leaves and nowhere differentiable
in some toric leaf. The proof uses essentially an explicit formula for normalized
uniformizing differentials corresponding to linear foliations on T2×R (Proposi-
tion 5.8). The second counterexample (Theorem 1.27) is given by a smooth folia-
tion on T2 × S2 whose leaves are locally 1-to-1 projected to T2: it is a suspension
of a pair of commuting diffeomorphisms over the translations by the vectors (1, 0)
and (0, 1). We construct a smooth metric on the foliated space such that the
function φ corresponding to each noncompact leaf tends to infinity, as the point
where it is taken tends to infinity along the leaf.

É. Ghys have noticed in 1995 [G] that Reeb foliation of the three-sphere does
not admit a bounded complete conformal flat metric along the leaves, for arbitrary
choice of the initial metric g. In the previous counterexample this is not true.
Namely, there is a metric g whose restriction to each leaf coincides with the lifting
to the leaves of the Euclidean metric of T2. This metric itself is flat along the leaves.

The basic definitions concerning complex structures are given in 1.2. Theorems
1.12 and 2.1 are proved in Section 2. Theorems 1.20 and 1.21 are proved in
Section 3. Theorems 1.23, 1.25, 1.27 are proved respectively in Sections 4, 5, 6.

1.2. Complex structures and uniformizing differentials. Basic notations

Recall the following standard notations. To a (nonstandard almost) complex struc-
ture on a subset D ⊂ C we put into correspondence the C-valued 1-form of the
type

ωµ = dz + µ(z)dz̄, |µ| < 1, (1.1)
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that is C-linear on each tangent plane with respect to the chosen complex struc-
ture. The function µ is uniquely defined. Vice versa, for arbitrary complex-valued
function µ, |µ| < 1, the 1-form (1.1) defines the unique complex structure for
which it is C-linear. The complex structure is bounded, if and only if sup |µ| < 1.

1.7. Remark. If the form (1.1) defines a bounded complex structure on C, then
the corresponding uniformizing differential is a

closed form fωµ, f : C → C \ 0, such that |fωµ|2 is a complete metric. (1.2)

Vice versa, any form (1.2) is always a uniformizing differential for the correspond-
ing complex structure.

1.8. Remark. Quasiconformal homeomorphisms Φ : C → C act on the space
of complex structures on C: the pull-back (denoted σ) of the standard complex
structure under a homeomorphism Φ is defined by the function µ = ∂Φ

∂z̄ /∂Φ
∂z . The

differential dΦ is a uniformizing differential corresponding to the nonstandard com-
plex structure σ. Theorem 1.1 recalled in the introduction says that each complex
structure on C defined by a measurable function µ with sup |µ| < 1 can be trans-
formed to the standard one by appropriate quasiconformal homeomorphism.

We consider two-dimensional foliations on products M × T2 that are suspen-
sions, i.e., whose leaves are locally 1-to-1 projected to T2. Let z be the standard
complex coordinate on T2. It induces a local complex coordinate on each leaf (also
denoted by z) by lifting.

1.9. Definition. The standard complex structure on leaves of an above foliation
is the lifting of the standard complex structure of T2.

Each function µ : M×T2 → C, sup |µ| < 1, defines a family of bounded complex
structures on the leaves so that the corresponding form (1.1) is C-linear on the
tangent planes to the leaves, and vice versa. We say that a family of complex
structures is smooth (analytic, etc.), if so is the corresponding function µ.

Let f : M × T2 → C \ 0 be a function. The condition that the 1-form fωµ

is closed along the leaves (a necessary condition to be a uniformizing differential
along the leaves) may be written explicitly as a PDE on the function f . Namely,
consider the following differential operators acting on functions on the foliated
manifold:

Dz =
∂

∂z
, Dz̄ =

∂

∂z̄
, both taken along the leaves with the local coordinate z.

(1.3)
Then a 1-form fωµ is closed along each leaf, if and only if

Dz̄f = Dz(µf). (1.4)
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1.3. Uniformizability of linear foliations

1.10. Theorem. Let F be arbitrary linear foliation on Tn, g be a Riemann metric
on Tn that is analytic (respectively, C∞ /measurable uniformly bounded from below
with uniformly bounded dilatation along the leaves of F ). There exists an analytic
(respectively, C∞ /L1) positive function φ : Tn → R+ such that the restriction
of the metric φg to each leaf (almost each in the measurable case) of the foliation
F is uniformizing: it is flat (in the sense of distributions in the third case) and
complete.

1.11. Remark. In the previous theorem in the smooth and analytic cases the
completeness of the metric φg follows from the nonvanishing of the function f and
compactness argument.

We prove the following stronger theorem.

1.12. Theorem. Let F be a linear foliation on Tn, σ be a family of almost complex
structures on the leaves of F that is analytic (respectively, C∞ /measurable with
uniformly bounded dilatation) on Tn. There exists a nowhere vanishing analytic
(respectively, C∞ /L2) differential 1-form ω on Tn whose restriction to each leaf is
a uniformizing differential with respect to the complex structure σ. The form ω can
be normalized to depend analytically on the complex-valued functional parameter
µ of σ (see the previous subsection).

Theorem 1.12 is proved in Subsections 2.1 (C∞ case) and 2.2 (analytic and
measurable cases). The squared modules of the uniformizing differentials from
Theorem 1.12 are the uniformizing metrics from Theorem 1.10.

1.13. Remark. If in the conditions of the previous theorem the leaves of the
foliation are dense, then the corresponding function f is unique up to multiplication
by constant. Indeed uniqueness of uniformizing differential applied leafwise implies
that the function f is unique up to multiplication by a function whose restriction to
almost each leaf is constant. Density of the leaves implies that the latter miltiplier
function is constant almost everywhere.

1.14. Corollary. In the conditions of the previous theorem the universal covering
of each leaf (almost each in the measurable case) equipped with the standard com-
plex structure (induced by the Euclidean metric) admits a quasiconformal homeo-
morphism onto C whose derivative is the pullback of the form ω under the covering
projection (in the sense of distributions in the measurable case).

The corollary follows from Theorems 1.1, 1.12 and the uniqueness of uniformiz-
ing differential (see Remark 1.5).
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1.4. Existence of conformal Euclidean metric for which leaves are totally
geodesic

Below we formulate the statement from the title of the subsection for linear folia-
tions on Tn with nonstandard metric g under appropriate Diophantine conditions
on the slope of the foliation. They are two different conditions (see Definition
1.16) corresponding to the cases, when the initial metric g is smooth (respectively,
analytic).

1.15. Definition. We say that a number α ∈ R \Q is Diophantine, if there exist
constants C > 0, s ≥ 1 such that for any pair m, k ∈ Z, k �= 0, the following
inequality holds:

|α − m

k
| >

C

|k|s+1
.

1.16. Definition. Consider a foliation on Rn by parallel planes: level planes of
a linear vector-function of rank n − 2. Let W be the n − 2-space passing through
the origin and orthogonal to the planes. Let F be the corresponding factorized
linear foliation on Tn. Say that F is Diophantine, if there exist constants C > 0,
s ≥ 1 such that for any N = (N1, . . . , Nn) ∈ Zn \ 0

dist(N,W ) >
C

|N |s , |N | =
∑

i

|Ni|.

Say that F is weakly Diophantine, if

limN∈Zn, |N |→∞(dist(N,W ))
1

|N| = 1.

1.17. Remark. Let n = 3, x = (x1, x2, x3) be coordinates in the space R3.
Consider the foliation on R3 by level planes of the linear function l(x) = a1x1 +
a2x2 − x3. Then the corresponding linear foliation F on T3 is Diophantine, if and
only if there exist constants C > 0, s ≥ 1 such that for any N = (N1, N2, N3) ∈
Z3 \ 0 the following inequality holds:

|N1 + a1N3| + |N2 + a2N3| >
C

|N |s , |N | = |N1| + |N2| + |N3|. (1.5)

It is weakly Diophantine, if and only if

limN∈Z3, |N |→∞(|N1 + a1N3| + |N2 + a2N3|)
1

|N| = 1. (1.6)

1.18. Example. In the notations of the previous remark let the additive subgroup
in R generated by a1 and a2 contain a Diophantine number. Then the foliation F
is Diophantine. It is not known to the author, whether the converse is true.
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1.19. Remark. The limit in (1.6) is always less than or equal to 1. A Diophantine
foliation is always weakly Diophantine.

1.20. Theorem. Let F be a Diophantine foliation (see Definition 1.16), g be a
C∞ metric on Tn, σ be the family of complex structures on the leaves of F such
that g is σ-conformal. There exists a C∞ Euclidean metric on Tn such that

all the leaves are totally geodesic and its restriction
to each leaf is σ-conformal.

(1.7)

Or equivalently, there exist a discrete rank n additive subgroup G ⊂ Rn and (C∞)
diffeomorphism Tn → TG = Rn/G that transforms F to a linear foliation and σ
to the standard complex structure induced by the standard Euclidean metric. Con-
versely, if a linear foliation on Tn is not Diophantine, then there exists a C∞

metric g on the torus such that there is no C2 Euclidean metric on Tn satisfy-
ing (1.7).

1.21. Theorem. Let F be a weakly Diophantine foliation (see Definition 1.16).
Then for any analytic metric g on Tn there exists an analytic Euclidean metric
on Tn that satisfies (1.7). Conversely, if F is not weakly Diophantine, then there
exists an analytic metric g on Tn such that there is no C2 Euclidean metric on
Tn that satisfies (1.7).

Theorems 1.20 and 1.21 are proved in Section 3.
Let us justify the equivalence of the two statements of Theorem 1.20. Clearly

the second one implies the first one: the Euclidean metric from the first statement
is the pull-back of the standard one under the diffeomorphism from the second
statement. Let us prove the converse. Any Euclidean metric on a torus is trans-
formed under appropriate diffeomorphism into the standard Euclidean metric on
another torus (that is a quotient of the space by another lattice in general). Con-
sider the images of leaves of the foliation. Their liftings to the space are planes,
since the leaves are totally geodesic. They are parallel: the liftings to the space
of any two leaves of the initial foliation remain on a bounded distance from each
other; therefore, the same is true for the liftings of their images, hence, they are
parallel. Therefore, the leaves are transformed to the leaves of a linear foliation.
This proves that statement (1.7) of Theorem 1.20 implies its second statement.

1.5. Uniformizability of linear folations on T2 × R

Below we formulate the analogue of Theorem 1.12 for linear foliations on T2 × R,
on existence of family of uniformizing metrics on the leaves for any C∞-family
of complex structures on the leaves C3-close to the standard one with bounded
derivatives of all orders.
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1.22. Remark. A linear foliation on T2 × R is defined analogously to that on a
torus. Its leaves are either all tori, or all cylinders, or all planes. In the case, when
they are planes (and only in this case) they are dense. If they are tori or cylinders,
then for any C∞ metric g on T2 ×R there exists a C∞ function φ : T2 ×R → R+

such that the restriction to each leaf of the metric φg be flat and complete (see
Remark 1.3 in the case of tori and Lemma 5.4 (in Subsection 5.1) in the case of
cylinders).

Everywhere below without loss of generality we consider that the leaves of a
linear foliation on T2 × R under consideration are locally 1-to-1 projected to T2:
one can achieve this by applying appropriate affine automorphism of T2 × R.

Denote C∞
b (T2×R) the space of bounded C∞ functions on T2×R with bounded

derivatives of all orders. For any f ∈ C∞
b (T2 × R) and any r ∈ N ∪ 0 define

||f ||Cr =
∑

α=(α1,α2,α3)∈(N∪0)3, 0≤|α|≤r

sup
x∈T2×R

|∂αf |(x); |α|

= |α1| + |α2| + |α3|.
(1.8)

Let x1, x2 be the standard coordinates on T2, s be an affine coordinate on R.

1.23. Theorem. There exists a δ > 0 satisfying the following statement. Let F
be a linear foliation on T2 × R, σ be a C∞ family of complex structures on the
leaves of F , µ : T2 × R → C be the corresponding function from (1.1). Let µ have
bounded derivatives of each order, and

||µ||C3 < δ. (1.9)

Then the foliation by Riemann surfaces defined by F and σ admits a C∞
b fam-

ily of uniformizing differentials, see Definition 1.4 (and hence, a C∞
b family of

uniformizing metrics) on the leaves. The previous statement holds for δ = 1
580 .

The corresponding family of uniformizing differentials can be normalized to depend
analytically on the complex-valued functional parameter µ.

Addendum to Theorem 1.23. Let in Theorem 1.23 the function µ extend
holomorphically to a complex neighborhood | Im x1|+ | Im x2|+ | Im s| < ∆, ∆ > 0,
of the real space T2×R so that the restriction of µ to each fiber Ty1,y2,y3 = {Im x1 =
y1, Im x2 = y2, Im s = y3} has C3-norm less than δ. Then the corresponding
families of uniformizing differentials and metrics are analytic on T2 × R.

Theorem 1.23 and the Addendum are proved in Section 4.

1.24. Remark. It is not known, whether the statements of Theorem 1.23 remain
valid with inequality (1.9) replaced just by the condition sup |µ| < 1 of bounded-
ness of the dilatation of the complex structure σ.
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1.6. Nonuniformizability. Counterexamples to Question 1

Here we state the Theorems on existence of the counterexamples to Question 1
mentioned in the Introduction.

1.25. Theorem. There exists a two-dimensional analytic foliation F on T3 =
T2 × S1 with the following properties.

1) F is invariant under the translations of T2.

2) Any leaf is locally 1-to-1 projected to T2.

3) There are exactly two leaves homeomorphic to tori; any other leaf is home-
omorphic to the cylinder S1 × R.

4) There exists an analytic family of complex structures on the leaves satisfying
the two following statements:

a) there is a unique continuous family of uniformizing metrics on the leaves
up to multiplication by constant; it is analytic outside the previous toric leaves;

b) the latter family of uniformizing metrics is not differentiable in the
transversal parameter at one of the toric leaves.

1.26. Remark. In fact, the foliation and the family of complex structures from
Theorem 1.25 constructed in Section 5 satisfy the following additional statement:
the corresponding families of uniformizing differentials and metrics are analytic in
the whole complement to the toric leaf of nondifferentiability (see statement 4b),
including the other toric leaf. This statement will not be used further and its proof
is omitted to save the space. One can prove it by using the results of Section 5.

1.27. Theorem. There exists a two-dimensional C∞ foliation F on T2×S2 with
the following properties.

1) F is invariant under the translations of T2.

2) Any leaf is locally 1-to-1 projected to T2.

3) There is a big circle S1 ⊂ S2 such that the product T2 × S1 is the union of
leaves of F ; each of these leaves is a horizontal torus T2 × a, a ∈ S1.

4) Any other leaf is diffeomorphic to R2 and its accumulation set is the previous
product T2 × S1.

5) There exists a C∞ family of complex structures on the leaves such that the
uniformizing metric (denoted UM) of each noncompact leaf L (which accumulates
to T2×S1) is unbounded: more precisely, for given a C∞ metric H on T2×S2 and
a noncompact leaf L the ratio UM

H|L (x) tends to infinity, as x → T2 × S1, x ∈ L.

Theorem 1.25 is proved in Section 5. Theorem 1.27 is proved in Section 6.
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2. Uniformization of linear foliations on tori: proof of Theo-
rem 1.12. Uniformization of torus with variable complex struc-
ture

We prove the C∞ version of Theorem 1.12 in Subsection 2.1 and the analytic and
measurable versions in Subsection 2.2 (the proofs are analogous). For simplicity
we present the proofs only in the case, when n = 3. The proofs remain valid in
higher dimensions with obvious changes. Everywhere in Subsections 2.1, 2.2 we
consider that the leaves of the linear foliation F on T3 under consideration are
dense (see Remark 1.3).

In Subsection 2.4 we give a proof of the following version of Theorem 1.1 for
torus with variable C∞ complex structure. The method of the proof is the same
as the one of the proof of Theorem 1.12.

2.1. Theorem ([Ab]). Let µ : T2 → C be a C∞ function, |µ| < 1. Then there
exists a nonvanishing C∞ function f : T2 → C \ 0 such that the form fωµ =
f(dz + µdz̄) is closed (and hence, is a uniformizing differential). The function f
normalized to have unit average along a given noncontractible closed curve depends
analytically on the complex-valued function µ.

Theorem 2.1 is proved in Subsection 2.3. In the proof of Theorems 1.12 and 2.1
we use the local integrability of a C∞ complex structure (see [Ko], [Licht], [La] and
Proposition 2.4 stated below). Its independent proof is given in Subsection 2.4.

2.1. Homotopy method. Proof of Theorem 1.12 in the C∞ case

We use the notations of Remark 1.17: the coordinates (x1, x2, x3) on T3 are chosen
so that the x3-axis is transversal to the lifting to the space of the foliation F . Define
the complex coordinate z = x1 + ix2 on the leaves of the foliation F and on those
of its lifting (the coordinates xi, z and their projection pushforwards to the torus
will be denoted by the same symbols xi and z).

Let µ : T3 → C be the function defining the complex structure σ on the leaves
(see (1.1)). To construct a C∞ family of uniformizing differentials from Theorem
1.12, it suffices to construct a C∞ function f : T3 → C\0 such that the restriction
to the leaves of the form ω = fωµ is closed (see the end of Subsection 1.2 and
Remark 1.11). To do this, we use the homotopy method. Namely, we include the
complex structure σ into the one-parametric family of complex structures (denoted
by σν) defined by their C-linear 1-forms

ων = dz + ν(x, t)dz̄, ν(x, t) = tµ(x), t ∈ [0, 1].

The complex structure on the leaves that corresponds to the parameter value t = 0
is the standard one, the given structure σ = σµ corresponds to the value t = 1.
We will find a C∞ family f(x, t) : T3 × [0, 1] → C \ 0 of complex-valued nowhere
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vanishing C∞ functions on T3 depending on the same parameter t, f(x, 0) ≡
1, such that the differential forms f(x, t)ων are closed on the leaves. Then the
function f = f(x, 1) is the one we are looking for.

The possibility to choose it analytic in µ (the last statement of Theorem 1.12)
will be proved at the end of the subsection.

To construct the previous family of functions, we will find firstly a family f(x, t)
of nonidentically-vanishing (not necessarily nonvanishing) functions such that the
forms fων are closed on the leaves (the next lemma). Then we show that in fact,
the functions f(x, t) vanish nowhere (the next proposition): this will prove the
first statement of Theorem 1.12. To do this (and only in this place) we use the
local integrability of a C∞ complex structure (Proposition 2.4).

2.2. Lemma. Let F be a linear foliation on T3, ν(x, t) : T3 × [0, 1] → C be a C∞

(analytic) family of C∞ functions on T3 depending on the parameter t ∈ [0, 1],
ν(x, 0) ≡ 0, |ν| < 1. There exists a C∞ (analytic) family f(x, t) of complex-
valued C∞ functions on T3 depending on the same parameter t, f(x, 0) ≡ 1, that
do not vanish identically and such that the restrictions to the leaves of the form
f(x, t)(dz + ν(x, t)dz̄) are closed.

The lemma is proved below.

2.3. Proposition. In the conditions of Lemma 2.2 the functions f(x, t) vanish
nowhere, if the leaves are dense.

Proof. Let us prove that f(x, t) �= 0 by contradiction. Suppose the contrary. Then
the set of the parameter values t corresponding to the functions f(x, t) on the
torus having zeroes is nonempty (denote this set by M). Its complement [0, 1]\M
is open by definition. Let us show that the set M is open as well. This will imply
that the parameter segment is a union of two disjoint open sets, which will bring
us to contradiction. It suffices to show that the (local) presence of a zero of a
function f persists under perturbation. To do this, we use the following

2.4. Proposition ([Ko], [Licht], [La]). Let µ : D → C be a C∞ function on a
disc D ⊂ C centered at 0, |µ| < 1. Then there exists a local univalent complex
coordinate w on a neighborhood of zero that is holomorphic with respect to the
complex structure defined by µ (see (1.1)).

An independent proof of Proposition 2.4 will be given in Subsection 2.4.
Suppose f(x0, t) = 0 for some x0, t (let us fix them, denote Lx0 the leaf passing

through x0). Let w be the local holomorphic coordinate on Lx0 from the previous
proposition corresponding to µ = ν(x, t), w(x0) = 0. Suppose that the function
f(x, t) does not vanish identically on Lx0 locally near x0: one can achieve this
by choosing appropriate x0, since f does not vanish identically and the leaves are
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dense. Then fωµ = (wk + higher terms)dw by holomorphy of w and fωµ, k ≥ 1.
Now by the index argument, the local presence of zero of f on Lx0 persists under
perturbation. This together with the previous discussion proves the inequality
f(x, t) �= 0 and Proposition 2.3 modulo Proposition 2.4 �

By the discussion preceding the previous lemma, the lemma and Proposition
2.3 imply Theorem 1.12 (modulo the analytic dependence on µ, which will be
proved at the end of the subsection).

Proof of Lemma 2.2. We construct a family f(x, t) from the lemma as a solution
of a linear ordinary bounded differential equation in L2(T3). We prove regularity
of its solutions by showing that it is bounded also in each Sobolev space Hs(T3).

Recall that the condition that the form fων is closed on the leaves is equivalent
to the equation (1.4):

Dz̄f = Dz(νf), Dz, Dz̄ are the differential operators from (1.3). (2.1)

Differentiating it in t and writing “dot” instead of the operator ∂
∂t yields

Dz̄ ḟ − (Dz ◦ ν)ḟ = (Dz ◦ ν̇)f, (2.2)

where Dz ◦ ν (Dz ◦ ν̇) is the composition of the operator of the multiplication by
the function ν (respectively, ν̇) and the operator Dz. Any solution f of equation
(2.2) with the initial condition f(x, 0) ≡ 1 that vanishes identically on the torus
for no value of t is a one we are looking for. Let us show that (2.2) is implied by
a bounded linear differential equation in L2(T3). To do this, we use the following
properties of the operators Dz and Dz̄ in the case of linear foliation.

2.5. Remark. The operators Dz and Dz̄ from (1.3) corresponding to a linear
foliation on T3 have the common eigenfunctions ei(N,x), N = (N1, N2, N3) ∈ Z3

(which form an orthogonal base in the space L2(T3)). The corresponding eigenval-
ues (denote them respectively by λN and λ′

N ) have equal modules, more precisely,

λ′
N = −λN . (2.3)

This is implied by the fact that the operator Dz̄ is conjugated to −Dz in the L2

scalar product, which follows from definition. If the foliation F under consideration
is a pushforward of the level plane foliation for a linear function l(x) = a1x1 +
a2x2 − x3, a = a1 + ia2, then

Dz =
∂

∂z
+

ā

2
∂

∂x3
, Dz̄ =

∂

∂z̄
+

a

2
∂

∂x3
, a = a1 + ia2; therefore, (2.4)

λN =
i

2
(N1 − iN2 + N3ā). (2.5)

This implies that the leaves of the foliation F are dense, if and only if λN �= 0 for
all N �= 0.
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2.6. Corollary. For any linear foliation F on T3 there exists a unitary opera-
tor U : L2(T3) → L2(T3) preserving averages and the spaces of C∞ (analytic)
functions such that “U = D−1

z̄ ◦ Dz” (more precisely, U ◦ Dz̄ = Dz̄ ◦ U = Dz).
This operator is unique, if and only if the leaves of the foliation F are dense. The
operator U may be always chosen to commute with partial differentiations and to
extend up to a unitary operator to any Hilbert–Sobolev space of functions on T3.

The operator U from the previous corollary is defined to have the eigenfunctions
ei(N,x); the corresponding eigenvalue is equal to λN

λ′
N

= −λN

λN
(see (2.3)) if λN �= 0

and to 1 otherwise, i.e., if Dze
i(N,x) = 0 (in this case it could be taken to be

arbitrary number with unit module, if N �= 0). The fact that U preserves the
space of analytic functions follows from their characterization (3.6) in terms of
growth rate of Fourier coefficients.

Let us write down equation (2.2) in terms of the new operator U . Applying
the “operator” D−1

z̄ to (2.2) and substituting U = D−1
z̄ ◦ Dz yields

(Id − U ◦ ν)ḟ = (U ◦ ν̇)f.

This equation implies (2.2). The operator Id − U ◦ ν in the left-hand side of this
equation is invertible in L2(T3) for any t and the norm of the inverse operator is
bounded uniformly in t, since U is unitary and the module |ν| is less than 1 and
bounded away from 1. Thus, the last equation can be rewritten as

ḟ = (Id − U ◦ ν)−1(U ◦ ν̇)f, (2.6)

which is an ordinary differential equation in f ∈ L2(T3) with a uniformly L2-
bounded operator in the right-hand side. As it is shown below (in Proposition 2.7),
the inverse (Id−U ◦ν)−1 is also uniformly bounded in each Hilbert–Sobolev spaces
Hj(T3). Therefore, equation (2.6) written in arbitrary Hilbert–Sobolev space has
a unique solution with a given initial condition, in particular, with f(x, 0) ≡ 1 (the
theorem on existence and uniqueness of solution of ordinary differential equation
in Banach space with the right-hand side having uniformly bounded derivative
[Ch]). This solution does not vanish identically on T3 (uniqueness of solution) and
belongs to all the spaces Hj(T3) for each value of t. Therefore it is C∞(T3) for
any t by Sobolev embedding theorem (see [Ch], p.411). If ν is analytic in t, then
so is the right-hand side of (2.6), and hence, the solution is also. Thus, Lemma
2.2 is implied by the following

2.7. Proposition. Let x = (x1, x2, x3) be affine coordinates on R3, T3 = R3/
2πZ3. Let s ≥ 0, s ∈ Z, U be a linear operator in the space of C∞ functions on T3

that commutes with the operators ∂
∂xi

, i = 1, 2, 3, and extends to any Sobolev space
Hj = Hj(T3), 0 ≤ j ≤ s, up to a unitary operator. Let 0 < δ < 1, ν ∈ Cs(T3) be
a complex-valued function, |ν| ≤ δ. The operator Id − U ◦ ν is invertible and the
inverse operator is bounded in all the spaces Hj, 0 ≤ j ≤ s. For any 0 < δ < 1,
j ≤ s, there exists a constant C > 0 (depending only on δ and s) such that for any



718 A. A. Glutsyuk CMH

complex-valued function ν ∈ Cs(T3) with |ν| ≤ δ

||(Id − U ◦ ν)−1||Hj ≤ C

(
1 +

∑
k≤j

max | ∂kν

∂xi1 , . . . , ∂xik

|j
)

.

Proof. Let us prove the proposition for s = 1. For higher s its proof is analogous.
By definition,

||U ◦ ν||L2 ≤ δ < 1. (2.7)

Hence, the operator Id − U ◦ ν is invertible in L2 = H0 and

(Id − U ◦ ν)−1 = Id +
∞∑

k=1

(U ◦ ν)k : (2.8)

the sum of the L2 operator norms of the sum entries in the right-hand side of (2.8)
is finite by (2.7). Let us show that the operator in the right-hand side of (2.8) is
well-defined and bounded in H1. To do this, it suffices to show that the sum of
the operator H1-norms of the same entries is finite.

Let f ∈ H1(T3). Let us estimate the H1-norm of the images (U ◦ ν)kf . We
show that for any k ∈ N

|| ∂

∂xr
((U ◦ ν)kf)||L2 < ckδk−1||f ||H1 , c = δ + max | ∂ν

∂xr
|, r = 1, 2, 3. (2.9)

This will imply the finiteness of the operator H1-norm of the sum in the right-
hand side of (2.8) and Proposition 2.7 (with C = 4

∑
k∈N

kδk−1 = 4
(1−δ)2 ).

Let us prove (2.9), e.g., for r = 1. The corresponding derivative in the left-hand
side of (2.9) is equal to

(U ◦ ν)k ∂f

∂x1
+

k∑
i=1

(U ◦ ν)k−i ◦
(

U ◦ ∂ν

∂x1

)
◦ (U ◦ ν)i−1f

(since U commutes with the partial differentiation by the condition of Proposi-
tion 2.7). The L2-norm of the first term in the previous formula is no greater
than δk||f ||H1 by (2.7). Each term in its sum has L2-norm no greater than
δk−1 max | ∂ν

∂x1
|||f ||L2 by (2.7). This proves (2.9). The proposition is proved. Lemma

2.2 is proved together with the C∞ versions of Theorems 1.10 and 1.12. �

2.8. Remark. The solution of equation (2.6) with the initial condition f |t=0 ≡ 1
admits the following formula:

f(x, t) = (Id − U ◦ ν)−1(1) = 1 + U(ν) + (U ◦ ν ◦ U)(ν̇) + . . . (2.10)

Indeed, the right-hand side of (2.10) is a well defined C∞ (analytic, dependently
on the regularity of ν in +) family of C∞ functions on T3, which follows from the
uniform boundedness of the operators (Id−U ◦ν)−1 in any given Hilbert–Sobolev
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space. By definition, it satisfies the unit initial condition. Differentiating (2.10) in
t yields

(Id − U ◦ ν̇)−1 ◦ (U ◦ ν) ◦ (Id − U ◦ ν)−1(1) = (Id − U ◦ ν)−1 ◦ (U ◦ ν̇)f(x, t).

Hence, the function (2.10) satisfies (2.6).

Proof of the analytic dependence of the function f on µ. Let f(x, 1) be the solution
of the differential equation (2.6) with ν = tµ. Its analyticity in µ follows from
analyticity of the equation. This proves the last statement of Theorem 1.12. �

2.2. Measurable and analytic cases of Theorem 1.12

In the case, when the metric g is measurable, the proof of Theorem 1.12 remains
valid with obvious changes (e.g. all the differential equations are understood in the
sense of distributions) except for the proof of the statement that the constructed σ-
holomorphic differential fωµ is uniformizing. This statement means the following.
Take the universal covering of any leaf L equipped with the complex structure
induced by σ. The universal covering (denote it by L̃) is conformally equivalent to
C. Then for a generic leaf L with respect to the transversal Lebesgue measure there
exists a quasiconformal homeomorphism L̃ → C whose derivative is equal to the
pullback of fωµ in the sense of distributions (this homeomorphism transforms the
chosen complex structure on L̃ to the standard one). Let us prove this statement.

Let ωµ = dz + µdz̄ be the 1-form C-linear with respect to σ, ν = tµ, t ∈ [0, 1].
Denote by f(x, t) the solution of ordinary differential equation (2.6) in L2(T3)
with f(x, 0) ≡ 1 and put f = f(x) = f(x, 1). The form fωµ is closed (and
hence, σ-holomorphic) on the leaves (in the sense of distributions on the torus) by
construction. Let us show that its lifting to the universal covering L̃ of a generic
leaf L (with respect to the Lebesgue transversal measure) is the derivative of a
quasiconformal homeomorphism L̃ → C. (The lifting to L̃ of a function f (a
form ωµ) on L will be denoted by the same symbol f (ωµ).) To do this, let us
approximate the function µ by functions µk ∈ C∞(T3) with moduli less than 1
and uniformly bounded away from 1: |µk| < δ < 1, µk → µ almost everywhere,
as k → ∞. By (2.6)k denote the equation (2.6) with ν = tµk. Let fk(x, t) be
its solution with the initial condition fk(x, 0) ≡ 1. Put fk(x) = fk(x, 1). Then
fk → f in L2(T3). Indeed, the right-hand sides of (2.6)k depend continuously on t,
f and the functional parameter µk ∈ L2, |µk| ≤ δ (though in general, the operators
in the right-hand sides do not converge in the operator norm, as k → ∞). The
right-hand sides are uniformly Lipschitz in f . This together with the theorem on
dependence of solution of ordinary differential equation in Banach space on the
parameter [Ch] implies that fk → f . Let us fix a generic leaf L so that the set f �= 0
has a positive measure in L̃ and fk → f in L2 in compact subsets of L̃. Let us fix
a point y0 ∈ L̃. The form fkωµk

is a uniformizing differential on L̃ with respect to
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the complex structure defined by µk, hence, it is the derivative of a quasiconformal
diffeomorphism ψk : L̃ → C (Theorem 1.1). Let us fix and normalize the latter so
that ψk(y0) = 0. By construction, the derivatives fkωµk

of the diffeomorphisms ψk

converge to fωµ in the sense of distributions on L̃. Let us show that the sequence
ψk converges uniformly in compact sets to a quasiconformal homeomorphism. This
homeomorphism will be the one we are looking for: its derivative will be equal
to fωµ, as the limit of the derivatives fkωµk

. To do this, let us fix another point
y1 ∈ L̃, y1 �= y0. Consider the sequence bk = (ψk(y1))−1 and denote ψ̃k = bkψk.
The maps ψ̃k are quasiconformal diffeomorphisms; each of them transforms the
complex structure on L̃ defined by the form ωµk

to the standard one. By definition,
they map the points y0 and y1 to 0 and 1 respectively. They converge uniformly in
compact subsets to a quasiconformal homeomorphism that transforms the complex
structure defined by the form ωµ to the standard one (by theorem on continuous
dependence of the normalized uniformizing quasiconformal homeomorphism on the
parameter of complex structure [AhB]). Therefore their derivatives also converge
(in the sense of distributions) to a nonzero limit. Hence the sequence bk also
converges to a nonzero limit, since the contrary would contradict the convergence
of the derivatives fkωµk

of the diffeomorphisms ψk. Therefore the initial sequence
ψk also converges uniformly in compact sets to a quasiconformal homeomorphism
with the derivative fωµ. This proves the measurable version of Theorem 1.12.

Now let us prove Theorem 1.12 in the analytic case using its C∞ version al-
ready proved. To do this, it suffices to show that if the function µ defining the
complex structure is analytic, then the corresponding function f defining the uni-
formizing differential fωµ is also analytic. In this case the function µ extends
holomorphically to some annulus Ar = {x ∈ C3, | Im x| ≤ r}/2πZ in complex
domain containing the initial torus T3 in the interior (here the complex structure
on Ar is standard). Let us choose this annulus Ar so that sup |µ|Ar

< 1. Let us
show that the corresponding function f extends holomorphically to Ar. This will
prove the analytic version of Theorem 1.12.

The annulus Ar is fibered by the tori Imx = const. The foliation F extends
up to a foliation on Ar by translating F to the toric fibers Im x = const.

Let f(x, t) : Ar × [0, 1] → C be the solution of (2.6) with unit initial condition
f(x, 0) ≡ 1: we solve (2.6) on each toric fiber separately. The existence of a
solution on each fiber follows from the assumption sup |µ|Ar

< 1. The solutions
on the fibers thus obtained depend smoothly on the parameter transversal to the
fibers, more precisely, f(x, t) ∈ C∞(Ar). This follows from the smooth dependence
of the right-hand side of (2.6) on the transversal parameter (more precisely, the
smoothness of the family of restrictions to the fibers of the function ν = tµ).

It suffices to show that for any t ∈ [0, 1] the function f(x, t) is holomorphic on
Ar. Indeed, equation (2.6) in a function on Ar is an ordinary differential equation
preserving the space of holomorphic functions. To prove this, it suffices to show
that the operator (Id−U ◦ν)−1◦U ◦µ in its right-hand side (acting on functions on
Ar and taken along the toric fibers) preserves the space of holomorphic functions.
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This holds for the operator U , since it commutes with the antiholomorphic differ-
entiations by construction, and for the operator of multiplication by µ, which is a
holomorphic function. The same statement for the operator (Id−U ◦ ν)−1, which
is given by formula (2.8), follows from the previous statement, which implies that
each term of the series in (2.8) preserves the space of holomorphic functions. The
analytic versions of Theorems 1.10 and 1.12 are proved.

2.3. A proof of the integrability of a C∞ complex structure on T2

In the present subsection we give a proof of Theorem 2.1 stated at the beginning
of the section. Its proof repeats that of Theorem 1.12 with small changes.

2.9. Lemma. Let ν(x, t) : T2 × [0, 1] → C be a C∞ family of C∞ functions on
T2, |ν| < 1, ν(x, 0) ≡ 0, z be the complex coordinate on T2. There exists a C∞

family f(x, t) : T2 × [0, 1] → C of C∞ functions on T2 that vanish identically in
x ∈ T2 for no parameter value t such that the 1-form fων = f(dz + νdz̄) on T2 is
closed for each parameter value t.

The lemma (dealing with a “linear foliation by a single leaf”) is a particular
case of Lemma 2.2 (when the leaves are tori). Its direct proof repeats that of
Lemma 2.2 with obvious changes. We solve equation (2.6) with U =

(
∂
∂z̄

)−1 ◦ ∂
∂z .

This is a unitary operator in L2(T2) and Sobolev spaces, which preserves averages
and has the eigenbase 1, ei(n1 Re z+n2 Im z), n1, n2 ∈ Z, with the eigenvalues equal
to n1−in2

n1+in2
for (n1, n2) �= 0.

Let ν = tµ, f(x, t) be the corresponding family in the previous lemma, f(x) =
f(x, 1). Then the form f(x)ωµ is closed. The function f does not vanish, which
follows from Proposition 2.4, as in the proof of Lemma 2.2. The function f(x)
depends analytically on µ by analytic dependence on parameter of a solution of
ordinary differential equation in Banach space (here L2(T2)). This remains valid,
if we renormalize f to have unit average along a fixed noncontractible closed curve.
This proves Theorem 2.1 modulo Proposition 2.4.

2.4. Zero of holomorphic differential. Proof of Proposition 2.4

Let us prove the existence of local holomorphic coordinate. Without loss of gen-
erality we assume that µ(0) = 0 (applying a linear change of variables). One can
achieve also that µ is arbitrarily small with derivatives of orders up to 3 applying a
homothety and taking the restriction to a smaller disc centered at 0. We consider
that the disc where µ is defined is embedded into T2 and extend the function µ
smoothly to T2. We assume that the extended function satisfies the inequality
||µ||C3(T2) < δ; one can make δ arbitrarily small.
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Let ν(x, t) = tµ, f(x, t) be the corresponding function family from Lemma 2.9
constructed as the solution of differential equation (2.6) with unit initial condition,
f(x) = f(x, 1). We show in the next paragraph that f(0) �= 0. Then the local
coordinate we are looking for is the function

w(z) =
∫ z

0

f(dz + µdz̄).

Indeed, it is well-defined and holomorphic by definition. Its local univalence follows
from the nondegeneracy of its differential f(0)(dz +µdz̄) at 0, which is implied by
the inequalities |µ| < 1, f(0) �= 0.

Recall that by (2.10),

f(x, t) = (Id − tU ◦ µ)−1(1), where U =
(

∂

∂z̄

)−1
∂

∂z
.

The functions f(x, t) are equal to 1, if µ ≡ 0. Let us show that they are close to 1
(and hence, f(0, 1) �= 0), whenever µ is small enough with derivatives up to order
3. The operator (Id− tU ◦µ)−1 depends continuously on small µ ∈ C3(T2) in the
H3(T2) operator norm. This follows from definition and its uniform boundedness
in the same norm (Proposition 2.7, which remains valid in our case). Therefore,
if ||µ||C3 is small enough, then all the functions f(x, t) are close to 1 in H3 (and
hence, in C0, by Sobolev embedding theorem). Proposition 2.4 is proved.

3. Diophantine foliations. Proofs of Theorems 1.20 and 1.21

We present only the proof of the three-dimensional C∞ version of Theorem 1.20.
This proof remains valid in higher dimensions with obvious changes. The proof
of Theorem 1.21 is analogous with some modifications specified at the end of the
section.

Let F be a Diophantine foliation whose lifting to the space is the foliation by
level planes of a linear function l(x) = a1x1 + a2x2 − x3, z = x1 + ix2. Let σ be
a C∞(T3) family of almost complex structures on the leaves of F (e.g., defined
by a smooth metric on T3). Let ω be the corresponding differential form from
Theorem 1.12 (whose restriction to each leaf is a uniformizing differential). It is
uniquely defined modulo dl up to multiplication by constant, since the leaves of
the foliation F are dense (F is Diophantine). Everyone of the two first equivalent
statements of Theorem 1.20 is equivalent to the possibility to choose the form ω
to be closed not only on the leaves, but on the whole torus. Indeed the second
statement of Theorem 1.20 implies the existence of a differential 1-form closed
on T3 and holomorphic on the leaves. Conversely, for a given closed fiberwise
holomorphic 1-form ω the Euclidean metric ωω + dldl̄ on T3 satisfies (1.7). Thus,
Theorem 1.20 is implied by the following
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3.1. Lemma. Let F , l, σ be as above, µ : T3 → C be the (C∞) function defining
the complex structure family σ. Let f : T3 → C be a C∞ function such that the
1-form ω = f(x)(dz +µdz̄) be closed along the leaves. There exists a C∞ function
h : T3 → C such that the form

f(dz + µdz̄) − hdl (3.1)

is closed on T3.

In the proof of the lemma we use the following equivalent reformulation of the
condition of closedness of the form (3.1).

3.2. Remark. Let F , l be as above, f , µ be functions on T3 such that the form
f(dz + µdz̄) be closed along the leaves of F . Then a 1-form (3.1) is closed on T3,
if and only if f , µ and h satisfy the following system of differential equations:⎧⎪⎪⎨

⎪⎪⎩
∂f

∂x3
= Dzh

∂(µf)
∂x3

= Dz̄h

. (3.2)

Indeed, let us write down the closedness condition on the form (3.1) in the coor-
dinates (x1, x2, l). In the new coordinates ∂

∂z = Dz, ∂
∂z̄ = Dz̄, the operator ∂

∂l

coincides with the operator − ∂
∂x3

corresponding to the coordinates (x1, x2, x3).
By definition, (3.1) is closed on the leaves (or equivalently, f and µ satisfy (1.4)).
Under this assumption, the condition that (3.1) is closed on T3 is equivalent to
the system of differential equations ∂f

∂l = −∂h
∂z , ∂(µf)

∂l = −∂h
∂z̄ . Rewriting these

equations in the coordinates (x1, x2, x3) yields (3.2).

Let us show the existence of a C∞ solution h to (3.2). This together with
the previous remark will prove Lemma 3.1. To do this, we will use the following
characterization of C∞ functions on the torus.

3.3. Remark. A function h ∈ L1(T3) with the Fourier series
∑

N hNei(N,x) is
C∞, if and only if ∑

N

|N |s|hN | < ∞ for any s ∈ N. (3.3)

We use the following equivalent reformulation of the Diophantine condition.

3.4. Remark. Let F be a linear foliation on T3, Dz be the corresponding differ-
ential operator from (1.3), λN be its eigenvalues (see Remark 2.5). The foliation F
is Diophantine, if and only if there exist c > 0, s ≥ 1 such that for any N ∈ Z3 \ 0

|λ−1
N | ≤ c|N |s. (3.4)
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This follows from definition and formula (2.5) for λN . In the case, when F is
Diophantine, let C be the constant from inequality (1.5). Then one can put c = 4

C .

We are looking for a solution of the system of equations (3.2). The left-hand
side of the first equation is ∂f

∂x3
, which has zero average. Define the inverse operator

D−1
z in the space of infinitely-smooth functions on T3 with zero average (this space

is contained in the Hilbert subspace of L2 generated by the eigenfunctions ei(N,x)

of the operator Dz with N �= 0) to have the same eigenfunctions ei(N,x) with the
eigenvalues inverse to those of Dz. This operator is well-defined at least on the
eigenfunctions, since the corresponding eigenvalues λN of the operator Dz do not
vanish (by (3.4)). It is well-defined on the space of infinitely-smooth functions on
T3 with zero average by Remark 3.3 and (3.4) and has zero kernel. The function
h = D−1

z

(
∂f
∂x3

)
is the one we are looking for. Indeed it is a C∞ function satisfying

the first equation in (3.2). It satisfies the second equation as well. Indeed, applying
the operator Dz to the second equation and substituting h = D−1

z

(
∂f
∂x3

)
yields the

derivative in x3 of equation (1.4), which is satisfied by the assumption that the
form fωµ is closed on the leaves. Therefore, the Dz images of both parts of
the second equation coincide. Hence, these parts coincide themselves: they have
zero average, and hence they are obtained from their (coinciding) Dz images by
applying the operator D−1

z . This proves Lemma 3.1 and the first statement of
Theorem 1.20.

Now let us prove the last statement of Theorem 1.20. Let F be a linear non-
diophantine foliation on T3. It suffices to prove the existence of a C∞(T3) family
of almost complex structures on the leaves of the foliation F such that there is no
C2 Euclidean metric on T3 satisfying (1.7). In the case, when the leaves are not
dense (i.e., they are tori), for a general C∞(T3) family of complex structures the
leaves do not have the same conformal type. This is the case, e.g., if the foliation
by tori is given by the planes x3 = const, and the function µ = µ(x3) defining the
family of complex structures is constant on each leaf but is not constant globally.
Then ωµ is itself closed on each leaf and is a uniformizing differential. The ratio

1+µ
i(1−µ) of its periods (taken modulo action of the group PSL2(R)) is an invari-
ant of complex structure, so, generally, two distinct leaves carry distinct complex
structures. The family of complex structures distinct on some pairs of toric leaves
is the one we are looking for. Indeed there is no diffeomorphism satisfying the
second one of the equivalent statements in Theorem 1.20, since otherwise all the
leaves would be conformally equivalent to each other.

Everywhere below we consider that the foliation F has dense leaves. We con-
sider that its lifting to the 3-space is transversal to the x3-axis. For the proof of the
last statement of Theorem 1.20 we show the existence of complex-valued functions
ν, f ∈ C∞(T3), |ν| < 1, f �= 0, such that the form fων is closed on the leaves
(i.e., f and ν satisfy (2.1)) and that there is no C2 (and even L2) complex-valued
function h on T3 such that the corresponding form (3.1) with µ = ν is closed
on T3 (or equivalently, (3.2) holds, see Remark 3.2). Then fων is a uniformizing
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differential on each leaf with respect to the complex structure defined by ν. The
previous statement together with the uniqueness of a uniformizing differential and
density of leaves will prove Theorem 1.20.

Let λN be the eigenvalues (2.5) of the operator Dz. To construct a pair (ν, f) as
in the previous paragraph, let us choose and fix a sequence of distinct multiindices
N j = (N j

1 , N j
2 , N j

3 ) ∈ Z3 such that |λNj | < 1
2 and for any s ∈ N there exists a

number J ∈ N such that for any j > J

|λ−1
Nj | > |N j |s. (3.5)

The existence of such a sequence N j follows from nondiophantine nature of the
foliation F (which is contrary to (3.4)). Then N j

3 �= 0. This follows from the
assumption that |λNj | < 1

2 and the following inequality: if N = (N1, N2, N3) ∈
Z3 \ 0 is such that |λN | < 1

2 , then N3 �= 0. This inequality follows from (2.5).
Consider the family f(x, t) = 1 + t

∑∞
j=1

λNj

Nj
3

ei(Nj ,x) of functions on T3 de-
pending on real parameter t. This is a C∞ family of C∞ functions, since the
coefficients of the Fourier series in its formula satisfy (3.3) (by (3.5)). Any func-
tion f = f(x, t) corresponding to small enough nonzero value of t is a one we
are looking for. Indeed, for any fixed nonzero value of the parameter t and any
complex-valued function µ = ν there is no function h ∈ L2(T3) such that the
corresponding form (3.1) is closed, since there is no h ∈ L2(T3) satisfying the first
equation in (3.2). Indeed, if an L2 function h satisfies the first equation in (3.2),
then its Fourier coefficients with the indices N j would be equal to it, which is
impossible if t �= 0, since then the L2 norm of h would be infinite.

Let us now prove the statement on the existence of a function ν satisfying (2.1)
with the given previous f (Lemma 3.5 below). This will imply Theorem 1.20.

3.5. Lemma. Let F be a linear foliation on T3, f(x, t) �= 0 be a C∞ family of
complex-valued nonvanishing C∞ functions on T3 uniformly depending on real pa-
rameter t, f(x, 0) ≡ 1. There exists a C∞ family ν(x, t) of complex-valued C∞

functions on T3 depending on the same parameter t, ν(x, 0) ≡ 0, and satisfy-
ing (2.1).

Proof. The lemma is proved by homotopy method analogously to Lemma 2.2.
Differentiating equation (2.1) in t yields (2.2). The solution ν(x, t) of (2.2) with
zero initial condition will be a solution of (2.1). Let U be the operator from
Corollary 2.6. Applying subsequently the “operator” D−1

z and the multiplication
by f−1 to (2.2) and substituting U−1 = D−1

z ◦ Dz̄ yields

ν̇ =
U−1ḟ − νḟ

f
.

The last equation implies (2.2) and has a unique infinitely-smooth solution ν(x, t)
with any given C∞ initial condition (e.g., ν(x, 0) ≡ 0): its right-hand side has
bounded derivative in ν in any Hilbert–Sobolev norm on any finite segment [0, τ ]
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in the parameter line (as in the proof of Lemma 2.2). This proves Lemma 3.5 and
Theorem 1.20. �

The proof of Theorem 1.21 is analogous to that of Theorem 1.20. Instead of
Remark 3.3 we use the following characterization of analytic functions on T3:

a function h =
∑
N

hNei(N,x) on T3 is analytic,

if and only if limN→∞|hN | 1
|N| < 1.

(3.6)

4. Foliations on T2 × R. Proof of Theorem 1.23

4.1. Scheme of the proof of Theorem 1.23

The proof of Theorem 1.23 is analogous to that of Theorem 1.12. Let x1, x2 be
the coordinates on R2, z = x1 + ix2, T2 = R2/2πZ2. Let s be the additional
affine coordinate on the line R in the product T2 ×R. Let the family σ of complex
structures on leaves under consideration be defined by a function µ : T2 ×R → C,
sup |µ| < 1, µ ∈ C∞

b (T2 × R) (see (1.1)).
To construct a C∞ family of uniformizing differentials on the leaves, we show

that there exists a function f : T2 × R → C \ 0, f ∈ C∞
b (T2 × R), such that

the restriction to each leaf of the form ω = f(dz + µdz) is closed; (4.1)
the function f is bounded away from zero. (4.2)

Then the last restriction (4.1) is a nonvanishing holomorphic differential, and
its squared module is a complete metric by (4.2). Hence, it is a uniformizing
differential.

To construct a function f satisfying (4.1), (4.2), we use the homotopy method
(as in the proof of Theorem 1.12). We find a solution f(x, t), x ∈ T2×R, t ∈ [0, 1],
of equation (2.2):

Dz̄ ḟ = (Dz ◦ ν)ḟ + (Dz ◦ µ)f, ν = tµ, (4.3)

with the initial condition f |t=0 ≡ 1 that vanishes nowhere and is uniformly
bounded away from zero (see (4.2)). Then the function f(x, 1) is the one we
are looking for.

To solve (4.3), we construct appropriate linear operator U : C∞
b (T2 × R) →

C∞
b (T2 × R) (Lemma 4.4) such that

Dz̄ ◦ U = Dz (4.4)

and U is bounded in the Banach norm (4.8) defined below (the Banach space that
is the completion of C∞

b (T2 ×R) by this norm will be denoted by B0,0). Then the
equation

(Id − U ◦ ν)ḟ = (U ◦ µ)f (4.5)
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implies (4.3), as in Subsection 2.1.
We show that if ||µ||C3 is small enough, then the operator µ◦ of multiplication

by µ in C∞
b (T2×R) has B0,0-operator norm small enough so that ||U ◦µ|| < 1. This

implies that for any t ∈ [0, 1] there exists a bounded inverse operator (Id−U ◦ν)−1

in B0,0 and its norm is bounded uniformly in t ∈ [0, 1]:

||(Id − U ◦ ν)−1|| < c < ∞, c does not depend on t. (4.6)

This implies the existence and uniqueness of solution f(x, t) of (4.5) in B0,0 with
any given initial condition (say, f(x, 0) ≡ 1). Then we show that for any fixed
t ∈ [0, 1] f(x, t) ∈ C∞

b (T2 × R). To do this, we consider additional family of
Banach norms || ||r,k on C∞

b (T2 × R) (see (4.9) below) such that the intersection
of the corresponding completions Br,k of C∞

b (T2 × R) coincides with the latter.
We show in Subsection 4.4 that inequality (4.6) remains valid in each norm || ||r,k
(with c = cr,k depending on the choice of norm). This will imply the existence
and uniqueness of solution in each Banach space Br,k. Therefore, the solution of
(4.5) with unit initial condition exists and belongs to all these spaces, and hence,
to C∞

b (T2 × R).
Denote C∞

b (R) the space of complex-valued C∞ functions on R with bounded
derivatives of each order. For any f ∈ C∞

b (R), r ∈ N ∪ 0, put

||f ||Cr =
∑

0≤i≤r

sup
s∈R

|f (i)(s)| (cf. (1.8)).

4.1. Definition. Let f ∈ C∞
b (T2 × R),

f(x) =
∑

n=(n1,n2)∈Z2

fn(s)ei(n1x1+n2x2). (4.7)

Put
||f ||0,0 =

∑
n

||fn||C0 , and more generally, (4.8)

||f ||r,k =
∑

n∈Z3,k1+k2=k,ki≥0

|n1|k1 |n2|k2 ||fn||Cr ; ki, r ∈ N ∪ 0, we put |0|0 = 1.

(4.9)

4.2. Proposition. For any f ∈ C∞
b (T2×R) the expressions (4.8), (4.9) are finite.

Conversely, if for a given function f on T2 × R the norms (4.9) are finite for all
r, k, then f ∈ C∞

b (T2 × R). For any f ∈ C∞
b (T2 × R)

||f ||0,0 ≤ 29||f ||C3 , (4.10)

the operator f◦ of multiplication by f is bounded in the norm || ||0,0, and the
corresponding operator norm is equal to the vector norm: ||f ◦ ||0,0 = ||f ||0,0.

Proposition 4.2 is proved in Subsection 4.3.
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Denote by Br,k = (C∞
b )

r,k
the completion of the space C∞

b (T2 × R) with
respect to the Banach norm (4.9). By definition, all the spaces Br,k are canonically
embedded into the space of bounded continuous functions on T2 × R, Br,k is
canonically embedded into Br′,k′ , if r ≥ r′, k ≥ k′ and one of these inequalities is
strict.

4.3. Corollary. ∩r,kBr,k = C∞
b (T2 × R).

As it is shown below, Theorem 1.23 is implied by the two following lemmas.

4.4. Lemma. Let F be a linear foliation on T2 ×R, Dz, Dz̄ be the corresponding
differential operators (1.3). There exists a linear operator U : C∞

b (T2 × R) →
C∞

b (T2 ×R) satisfying (4.4) and commuting with differentiations in xi, i = 1, 2, 3,
such that

||U ||r,k ≤ 3 for any r, k ∈ N ∪ 0. (4.11)

Lemma 4.4 is proved in Subsection 4.2.

4.5. Remark. Let in the conditions of Lemma 4.4 the leaves of F be dense.
Then the operator U bounded in the norm || ||0,0 and satisfying the statements
of Lemma 4.4 except for (4.11) exists and is unique up to addition of a complex-
valued bounded linear functional on B0,0 (considered as an operator with values
in the space of constant functions). Its uniqueness follows from parabolicity of the
leaves of the foliation and Liouville’s theorem on bounded entire functions.

4.6. Lemma. Let F be a linear foliation on T2 × R, U be the corresponding
operator from the previous lemma. Let µ ∈ C∞

b (T2 × R) be a complex-valued
function such that

||µ||C3 <
1
87

. (4.12)

Then equation (4.5) has a unique C∞ solution f(x, t) with unit initial condition
f(x, 0) ≡ 1 such that for any fixed t ∈ [0, 1] f(x, t) ∈ C∞

b (T2 × R). If, more
strongly,

||µ||C3 <
1

580
, (4.13)

then f(x, t) vanishes nowhere and is uniformly bounded away from zero.

Lemma 4.6 is proved in Subsection 4.4.

4.7. Remark. Proposition 4.2 and inequalities (4.10)–(4.12) imply that
||U ◦ µ||0,0 < 1. Inequalities (4.10), (4.11) and (4.13) imply that ||U ◦ µ||0,0 < 3

20 .

Proof of Theorem 1.23. Let δ = 1
580 , µ ∈ C∞

b (T2×R), ||µ||C3 < δ. Thus, inequality
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(4.13) holds, and hence, the solution f(x, t) of (4.5) from Lemma 4.6 does not
vanish and is uniformly bounded away from zero. The function f(x) = f(x, 1)
satisfies (4.1) and (4.2). This together with the discussion at the beginning of the
subsection proves Theorem 1.23. The Addendum to Theorem 1.23 is proved in
Subsection 4.5 analogously to the analytic version of Theorem 1.12. The analytic
dependence of f(x) on µ follows from analyticity in µ of equation (4.5). �

4.2. The operator U . Proof of Lemma 4.4

Let x1, x2 be the coordinates on T2, s be the coordinate on R. Let the linear
foliation F under consideration be tangent to the constant vector fields

∂

∂x1
+ a1

∂

∂s
,

∂

∂x2
+ a2

∂

∂s
.

Define
a = a1 + ia2. (4.14)

For simplicity everywhere below in the present subsection for a function f ∈
C∞

b (T2 × R) we will write down its Fourier expansion in (x1, x2) in the following
form:

f(x) =
∑

n∈Z+iZ

fn(s)e
n̄z−nz̄

2 , z = x1 + ix2. (4.15)

Let us write down formulas for the operators Dz, Dz̄ in terms of the Fourier
expansion. To do this, let us introduce the following notations. For any c ∈ C

consider the following differential operators La,c, L
∗
a,c = L−ā,c̄ : C∞

b (R) → C∞
b (R):

La,cf = c̄f + ā
df

ds
, L∗

a,cf = cf − a
df

ds
. (4.16)

4.8. Remark. The operators La,c and L∗
a,c = L−ā,c̄ are conjugated as those

acting on the subspace in L2(R) of functions with first derivatives in the class L2.

It follows from definition (see also (2.4)) that for any function (4.15)

2Dzf =
∑

n∈Z+iZ

(La,nfn)(s)e
n̄z−nz̄

2 , 2Dz̄f = −
∑

n∈Z+iZ

(L∗
a,nfn)(s)e

n̄z−nz̄
2 . (4.17)

To define the operator U = D−1
z̄ ◦Dz, we firstly define the operator (L∗

a,c)
−1 ◦

La,c in C∞
b (T2 × R) for any a, c ∈ C (not vanishing simultaneously) and then put

Uf = −
∑

n∈Z+iZ

((L∗
a,n)−1 ◦ La,nfn)(s)e

n̄z−nz̄
2 . (4.18)

Case 1: a = 0. Then La,c = c̄, L∗
a,c = c, and we put (L∗

a,c)
−1 ◦ La,c = c̄

c .
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Case 2: a �= 0, c
a ∈ iR. Then La,c = − ā

aL∗
a,c by (4.16). Put

(L∗
a,c)

−1 ◦ La,c = − ā

a
.

Case 3: a �= 0, c
a /∈ iR. Let us firstly construct the inverse operator (L∗

a,c)
−1.

4.9. Lemma. Let a, c ∈ C, a �= 0, c
a /∈ iR. Let L∗

a,c : C∞
b (R) → C∞

b (R) be
the corresponding differential operator defined in (4.16). The operator L∗

a,c has a
unique inverse (L∗

a,c)
−1 : C∞

b (R) → C∞
b (R). More precisely, for any g ∈ C∞

b (R)
there is a unique f ∈ C∞

b (R) such that L∗
a,cf = g. In addition,

||(L∗
a,c)

−1||C0 = 1, if a = c = 1; (4.19)

||(L∗
a,c)

−1||C0 = |aRe(
c

a
)|−1 in the general case.

This norm is equal to the module of the eigenvalue of (L∗
a,c)

−1 at its eigenfunction
g(s) = ei Im( c

a )s.

Proof. It suffices to prove Lemma 4.9 in the case when c
a ∈ R: in the general case

the transformation u = e−i Im( c
a )sf (which is a C0-isometry of the space C∞

b (R))
conjugates L∗

a,c to L∗
a,c′ with c′

a = Re
(

c
a

) ∈ R. So, let c
a ∈ R. Without loss of

generality we assume that a = c = 1 : one can achieve this by applying linear
change of the variable and by multiplying the operator L∗

a,c by c−1. (Applying the
inverse changes (taking L∗

−1,1 to a given arbitrary L∗
a,c) transforms (4.19) in the

case a = c = 1 to its generalization (following (4.19)) for arbitrary a, c.) Let us
solve the equation

L∗
a,cf = f − df

ds
= g.

Taking f to the right-hand side yields

ḟ = f − g, ḟ =
df

ds
. (4.20)

It suffices to show that for any g ∈ C∞
b (R) (4.20) has a unique solution f ∈ C∞

b

and the latter satisfies the inequality sup |f | ≤ sup |g|.

Uniqueness of bounded solution

Suppose the contrary: there are two distinct bounded solutions of (4.20). Their
difference is a bounded solution of the corresponding linear homogeneous equation
(i.e., that with g = 0). Hence, it is equal to qes, q ∈ C \ 0, which is unbounded –
a contradiction.

Existence of bounded solution

4.10. Proposition. Let s0 ∈ R, g ∈ C∞(−∞, s0] be a bounded function, f be the
solution of equation (4.20) on the semiinterval (−∞, s0] with the initial condition
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f(s0) = g(s0). Then f is bounded and moreover

|f(y)| ≤ sup
(−∞,s0]

|g| for any y ∈ (−∞, s0]. (4.21)

Proof. The module |f | is strictly increasing at the points y < s0 where

|f(y)| > |g(y)|. (4.22)

This follows immediately from (4.20): if (4.22) holds, then the right-hand side of
(4.20) will be positive if f > 0 and negative otherwise. By the initial condition,
f(s0) = g(s0); thus, inequality (4.21) holds at s0: |f(s0)| ≤ sup |g|. Suppose the
contrary to Proposition 4.10, i.e., (4.21) is wrong at some point y < s0: |f(y)| >
sup |g|. Then |f(y)| > sup |g| ≥ |f(s0)|. On the other hand, y < s0. Therefore,
one can choose the point y so that |f |′(y) < 0 and the inequality |f(y)| > sup |g|
remains valid (hence, (4.22) holds). This contradicts to the previous increasing
property of |f |. Proposition 4.10 is proved. �

Consider the family fs0 of solutions of (4.20) from Proposition 4.10 correspond-
ing to different starting points s0 (each solution is restricted to its own semiinterval
(−∞, s0]). This family is uniformly bounded by (4.21) (the functions are bounded
on their semiintervals (−∞, s0] by one and the same constant). Therefore, by
(4.20), their first derivatives are also uniformly bounded in the same sense. Hence,
the family fs0 is precompact in Cr for any r ∈ N on each segment of R, as
s0 → +∞. Therefore, it contains a subsequence converging in the C1 norm: this
subsequence corresponds to a sequence of points s0 converging to +∞. A limit of
the converging sequence is a bounded solution of (4.20) by definition (denote it by
f). It follows from the boundedness and equation (4.20) that each derivative f (k)

is bounded, thus, f ∈ C∞
b (R). The statement of existence is proved. Inequality

(4.21), which holds for any fs0 , implies that sup |f | ≤ sup |g|. This implies that
the norm in (4.19) is no greater than 1. If g = const, then f = g, which implies
(4.19) and the last statement of Lemma 4.9 for the chosen a = c = 1. Lemma 4.9
is proved. �

4.11. Corollary. Let a, c ∈ C, a �= 0, c
a /∈ iR. Let La,c, L

∗
a,c be the operators from

(4.16), (L∗
a,c)

−1 be the inverse operator from Lemma 4.9. Then

||(L∗
a,c)

−1 ◦ La,c||C0 ≤ 3.

Proof. Without loss of generality, we suppose that a = c = 1, as in the proof of
Lemma 4.9. Then, by definition,

La,c = −L∗
a,c + 2.

Therefore,
(L∗

a,c)
−1 ◦ La,c = −1 + 2(L∗

a,c)
−1.
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This together with (4.19) implies the Corollary. �

4.12. Remark. The operators La,c, L∗
a,c from (4.16) commute with differentia-

tions, hence, so does (L∗
a,c)

−1 ◦ La,c.

The last remark together with the previous corollary imply

4.13. Corollary. Let a, c ∈ C, a �= 0, c
a /∈ iR. Let La,c, L

∗
a,c be the operators from

(4.16), (L∗
a,c)

−1 be the inverse from Lemma 4.9. Then

||(L∗
a,c)

−1 ◦ La,c||Cr ≤ 3 for any r ∈ N ∪ 0. (4.23)

Now all the operators (L∗
a,c)

−1 ◦ La,c are defined. Let U be the corresponding
operator (4.18) on functions on T2 × R. This operator satisfies the statements of
Lemma 4.4. Indeed, inequality (4.11) follows from definition and (4.23). Together
with Proposition 4.2 it implies that U is a well defined operator acting on the space
C∞

b (T2 × R). Equality (4.4) follows from definition. The operator U commutes
with differentiations by definition and the previous remark. Lemma 4.4 is proved.

4.3. Properties of the norms. Proof of Proposition 4.2

In the proof of Proposition 4.2 we use the following

4.14. Remark. For any k = (k1, k2, 0), k1, k2 ∈ N ∪ 0, and any f ∈ C∞
b (T2 ×

R) with Fourier expansion (4.7) the function i|k|nk1
1 nk2

2 fn(s)ei(n1x1+n2x2) is the
Fourier (n1, n2)-harmonic in (x1, x2) of the derivative d|k|f

dxk . Therefore,

|n1|k1 |n2|k2 |fn| ≤ sup |d
|k|f
dxk

|. (4.24)

Let us firstly prove inequality (4.10) of Proposition 4.2:

||f ||0,0 ≤ 29||f ||C3 .

By (4.24), for any n �= 0

(|n1|3 + |n2
1n2| + |n1n

2
2| + |n2|3)|fn| ≤ ||f ||C3 , so,

|fn| ≤ ||f ||C3

|n|(|n1|2 + |n2|2) ≤ 2||f ||C3

|n|3 , |n| = |n1| + |n2|

(the quadratic mean inequality). Therefore,

||f ||0,0 ≤ |f0| + 2||f ||C3

∑
n	=0

1
|n|3 ≤ ||f ||C3

(
1 + 2

∑
n	=0

1
|n|3

)
. (4.25)
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Let us estimate the last sum. Each its term is no greater than 1
max{|n1|3,|n2|3} .

Therefore, the sum is no greater than
∞∑

m=1

∑
max{|n1|,|n2|}=m

m−3 =
∞∑

m=1

8m

m3
= 8

∞∑
m=1

m−2 = 4
π2

3
< 14 :

for a fixed m ∈ N the points n = (n1, n2) such that maxi=1,2 |ni| = m lie in
the boundary of the square [−m,m]2 and their number is equal to 8m. This
together with (4.25) implies (4.10) and in particular, finiteness of the (0,0)-norm
of a function from C∞

b (T2 × R).
Finiteness of any norm || ||r,k of a function from C∞

b (T2 × R) is proved analo-
gously using (4.24).

Let us prove that conversely, for any function f on T2 × R finiteness of all
the norms ||f ||r,k implies that f ∈ C∞

b (T2 × R). Let a function f has all these
norms finite. This together with the previous remark imply that any derivative
of the Fourier series in (x1, x2) of f is a uniformly absolutely converging series.
Therefore, the corresponding derivative of f exists and is uniformly bounded.
Thus, f ∈ C∞

b (T2 × R).
The statement of Proposition 4.2 that the norm ||f ||0,0 coincides with the

corresponding norm of the operator of multiplication by f follows from definition:
for any h ∈ C∞

b (T2 × R)

||fh||0,0 =
∑

j

||
∑

i

fihj−i(s)||C0 ≤
∑

||fi||C0

∑
||hj ||C0 = ||f ||0,0||h||0,0,

and the equality takes place for h ≡ 1. Proposition 4.2 is proved.

4.4. Smoothness and nonvanishing. Proof of Lemma 4.6

In the proof of Lemma 4.6 we use the following inequalities valid for any f ∈
C∞

b (T2 × R):
||f ||0,0 ≥ ||f ||C0 , (4.26)

for k > 0 ||f ||r,k =
∑

γ=(γ1,γ2,0), |γ|=k

||∂
|γ|f

∂xγ
||r,0 + ||f0||Cr

≤
∑

γ=(γ1,γ2,0), |γ|=k

||∂
|γ|f

∂xγ
||r,0 +

r∑
α=0

||∂
αf

∂sα
||0,0.

(4.27)

Inequality (4.26) follows from definition. The equality in (4.27) follows from the
previous remark and definition. The inequality in (4.27) follows from inequality
(4.26) applied to the derivatives of f in s and the statement that the C0-norm of
a function on T2 × R is no less than that of its average over T2.

Let us prove the first statement of Lemma 4.6: if inequality (4.12) holds, i.e., if
||µ||C3 < 1

87 , then equation (4.5) has a unique C∞ solution f(x, t) with f(x, 0) ≡ 1
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such that f(x, t) ∈ C∞
b (T2 × R) for any t ∈ [0, 1]. To do this, we show that

||(Id − U ◦ ν)−1||r,k < cr,k < ∞, cr,k > 0 depends only on r, k. (4.28)

This will imply existence and uniqueness of solution f of (4.5) in each Banach
space Br,k, and hence, in C∞

b (T2 ×R) (see the discussion preceding Definition 4.1
in 4.1).

We use the formula

(Id − U ◦ ν)−1 =
∞∑

p=0

tp(U ◦ µ)p. (4.29)

Put
δ = ||U ◦ µ||0,0, then δ < 1

by (4.12), Proposition 4.2 (which imply together that ||µ||0,0 = ||µ ◦ ||0,0 < 1
3 )

and inequality (4.11), which implies that ||U ||0,0 ≤ 3. This together with (4.29)
implies (4.28) for r = k = 0.

Now let us prove (4.28) for r = 0, k = 1. For higher r, k the proof is analogous.
Let us estimate ||(U ◦ µ)p||0,1. Let f ∈ C∞

b (T2 × R). By (4.27),

||(U ◦ µ)pf ||0,1 ≤
∑

i=1,2

|| ∂

∂xi
((U ◦ µ)pf)||0,0 + ||(U ◦ µ)pf ||0,0. (4.30)

Let us estimate the norm of each derivative in (4.30). We have

∂

∂xi
((U ◦ µ)pf) = (U ◦ µ)p

(
∂f

∂xi

)
+

p−1∑
σ=0

(U ◦ µ)σ ◦ U ◦ µxi
◦ (U ◦ µ)p−1−σf

(the operator U commutes with the differentiations). Therefore,

|| ∂

∂xi
((U ◦µ)pf)||0,0 ≤ δp|| ∂f

∂xi
||0,0 + pδp−1||U ||0,0|| ∂µ

∂xi
||0,0||f ||0,0, δ = ||U ◦µ||0,0.

Recall that ||U ||0,0 ≤ 3 by (4.11) and || ∂µ
∂xi

||0,0 < c′ < +∞ (c′ > 0, by Proposition
4.2 and since ∂µ

∂x3
∈ C∞

b (T2 × R)). Therefore, the right-hand side of the previous
inequality is no greater than

(δp+pδp−1)
(

1+||U ||0,0|| ∂µ

∂xi
||0,0

)(
|| ∂f

∂xi
||0,0+||f ||0,0

)
≤ (1+3c′)(p+1)δp−1||f ||0,1.

Thus, by (4.30) and the two last inequalities,

||(U ◦µ)pf ||0,1 ≤ 2(1+3c′)(p+1)δp−1||f ||0,1+δp||f ||0,0 ≤ (3+6c′)(p+1)δp−1||f ||0,1.

Therefore,
||(U ◦ µ)p||0,1 ≤ (3 + 6c′)(p + 1)δp−1.

The series in p with the terms from the right-hand side of the last inequality
converges, since δ < 1. Therefore, so does the series of the left-hand sides, and
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hence, the series of the norms of the sum entries in (4.29). This together with
(4.29) implies (4.28) for r = 0, k = 1. The first statement of Lemma 4.6 is proved.

Now let us prove the second statement of Lemma 4.6: if inequality (4.13) holds,
i.e., if

||µ||C3 <
1

580
,

then the solution f(x, t) of (4.5) with f(x, 0) ≡ 1 vanishes nowhere and is uniformly
bounded away from zero. To do this, it suffices to show that there exists a c > 0,
c < 1, such that for any x ∈ T2 × R, t ∈ [0, 1] |1 − f(x, t)| < c < 1.

By (4.26), for the proof of the previous inequality it suffices to show that there
exists a 0 < c < 1 such that for any t ∈ [0, 1]

||1 − f(x, t)||0,0 < c. (4.31)

Let us prove (4.31). To do this, we use the well-known exponential estimate of
the norm of a solution of bounded linear ordinary differential equation (see [Ar]).
Equation (4.5) can be rewritten as

ḟ = B(t)f, B(t) = (Id − U ◦ ν)−1 ◦ U ◦ µ. (4.32)

Therefore, for any t ∈ [0, 1]

||f ||0,0 ≤ exp(sup
τ

||B(τ)||0,0). (4.33)

Let us estimate ||B(t)||. Recall that ||µ||0,0 ≤ 29||µ||C3 < 1
20 by (4.10) and (4.13),

||U ||0,0 ≤ 3. Therefore,

||(Id − U ◦ ν)−1||0,0 ≤
∞∑

p=0

||U ||p0,0||µ||p0,0 <

∞∑
p=0

(
3
20

)p

=
1

1 − 3
20

,

||B(t)||0,0 <
||U ||0,0||µ||0,0

1 − 3
20

≤ 3
20(1 − 3

20 )
< 0.3. (4.34)

This together with (4.33) implies that

||f ||0,0 ≤ e0.3. (4.35)

Now let us estimate ||1 − f(x, t)||0,0. By (4.32), (4.34) and (4.35),

||1 − f(x, t)||0,0 ≤
∫ 1

0

||B(t)f(x, t)||0,0dt ≤ sup(||B(t)||0,0||f ||0,0) ≤ 0.3e0.3 < 1.

This together with (4.26) proves (4.31). Lemma 4.6 is proved.

4.5. The analytic case. Proof of the Addendum to Theorem 1.23

By the conditions of the Addendum, the function µ extends holomorphically to a
complex neighborhood

V∆ = {| Im x1| + | Im x2| + | Im s| < ∆}, ∆ > 0,
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of the real space T2 × R so that ||µ||C3(Ty1,y2,y3 ) < δ = 1
580 , Ty1,y2,y3 = {Im x1 =

y1, Im x2 = y2, Im s = y3}. On each fiber Ty1,y2,y3 the function µ is C∞
b : moreover,

its derivatives in all the coordinates of V∆ of each order are bounded on any subset
of the type V∆′ ⊂ V∆, ∆′ < ∆. Indeed, all its first derivatives are bounded on
V∆′ (holomorphy of |µ|, the inequality |µ| < 1 and the Schwarz lemma). The
boundedness of the second derivatives, etc. is proved analogously.

For the proof of the Addendum we prove the existence of a holomorphic function
f on V∆ such that the form fωµ is a uniformizing differential on the leaves of the
foliation F translated to the fibers Ty1,y2,y3 .

On each fiber Ty1,y2,y3 there exists a smooth C∞
b solution f(x, t) of linear

equation (4.5) with unit initial condition that vanishes nowhere and is bounded
away from zero (Lemma 4.6). The same linear equation preserves the space of
holomorphic functions on V∆, as at the end of Subsection 2.2. Therefore, f(x, t)
is holomorphic on V∆. The function f = f(x, 1) is a one we are looking for. The
Addendum is proved.

5. Nondifferentiable counterexample on T3. Proof of Theorem 1.25

5.1. A counterexample and the scheme of the proof of Theorem 1.25

Let S1 = R/2πZ, y be the affine coordinate on R. Let v = v(y) ∂
∂y be a vector

field either on S1 (v(y) is 2π-periodic), or on the segment [0, π]. By Fv we denote
the foliation on the 3-torus T3 = T2 × S1 (or on the product T2 × [0, π]) with the
coordinates x = (x1, x2, y) that is tangent to the planes generated by the vector
fields

∂

∂x1
,

∂

∂x2
+ v(y)

∂

∂y
.

We show that the foliation Fv with

v(y) = 3 sin y

satisfies the statements of Theorem 1.25.

5.1. Remark. Any foliation Fv is well-defined and is invariant under translations
of T2. In particular, the set v(y) = 0 is invariant for Fv and is foliated by tori.
Any other leaf is homeomorphic to cylinder. In particular, in the above case, when
v(y) = 3 sin y, there are two toric leaves: y = 0, π. Each leaf is fibered by circles
tangent to the field ∂

∂x1
, and these circles are not contractible as loops in the leaf.

The foliation Fv corresponding to a constant vector field v is a linear foliation.

Now let us define the family of complex structures on the leaves for which we
will prove Theorem 1.25. Let χ(y) ∈ C∞(S1),

χ is real, χ(0) = 0, |χ| < 1, put µ(x) = χ(y)e−ix1 . (5.1)
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Let σ be the family of complex structures on the leaves defined by the previous
function µ. We show that for appropriate function χ as in (5.1) (that may be
taken analytic) the above foliation Fv and the complex structure σ satisfy the
statements of Theorem 1.25.

It suffices to prove the statement of Theorem 1.25 for the foliation Fv restricted
to T2×[0, π]. We show (Lemma 5.4 below) that there always exists a unique contin-
uous family of uniformizing metrics and a unique continuous family of uniformizing
differentials on the leaves, both up to multiplication by constant. The family of
uniformizing differentials has the form f(x1, x2, y)ωµ, f : T2 × [0, π] → C \ 0;
the uniformizing metrics are their squared modules |f |2|ωµ|2. Then we prove (as
sketched below) that for appropriately chosen function χ the corresponding func-
tion |f |2 (and hence, the uniformizing metric) is not differentiable in y at the toric
leaf y = 0.

Let us sketch the proof of the nondifferentiability. The change y �→ s of the
variable y to the time s of the vector field v(y) ∂

∂y transforms Fv|T2×[0,π] to the
linear foliation F on T2 × R by cylinders called standard,

F is tangent to the vector fields
∂

∂x1
,

∂

∂x2
+

∂

∂s
, (5.2)

with the induced family of complex structures on the leaves. The corresponding
family of uniformizing differentials is given by the form f(x1, x2, y(s))ωµ. We
analyze the uniformizing differentials of the linear foliation by cylinders using
the results of Section 4 and the explicit formula (analogous to (2.10)) for the
corresponding function f(x1, x2, y(s)). We show (in Lemma 5.5) that this formula
implies that

f(x1, x2, y(s)) = 1+(b1 +o(1))ese−ix1 +(b2 +o(1))e2se−2ix1 +o(e2s), as s → −∞,
(5.3)

bk + o(1) ∈ R for all s ∈ R, k = 1, 2

where the constants b1, b2 are expressed as independent linear and quadratic func-
tionals in χ: their tuple is generic for a C1-generic1 function χ.

The nondifferentiability of the function |f(x1, x2, y)|2 comes from the fact that
the multiplier v′(0) = 3 of the field v is greater than the module 1 of the degree
of the harmonic e−ix1 in formula (5.1) defining the family of complex structures.
Namely, the variable change y �→ s can be normalized to have the asymptotics

y = ev′(0)s(1 + o(1)), as s → −∞. (5.4)

Indeed, the field v(y) can be locally linearized at 0 by the classical linearization
theorem (see [ArI]), and the local (normalized) linearizing mapping extends up to
a global linearizing C∞ mapping h : y ∈ [0, π) �→ y′ ∈ [0,+∞), h′(0) = 1. In the
linearized chart y′ = ev′(0)s, which proves (5.4). This together with formula (5.3)

1 Everywhere below by C1-generic we mean “belonging to an open dense subset in the C1

topology in the space of C∞ functions χ on [0, π] satisfying (5.1)”
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implies that f(x1, x2, y) = 1 + y
1

v′(0) e−ix1(b1 + o(1)) + y
2

v′(0) e−2ix1(b2 + o(1)), as
y → 0+. In our case the first power of y is y

1
3 , the second one is y

2
3 so, f(x) is not

differentiable in y at y = 0, if b1 �= 0. The previous formula and the fact that the
functional coefficients bk + o(1) are real imply that

|f(x1, x2, y)|2 = 1+2(b1 +o(1))y
1
3 cos x1 +(b2

1 +2b2 cos(2x1))y
2
3 +o(y

2
3 ), as y → 0.

The right-hand side of the previous formula is not differentiable in y at the torus
y = 0, whenever χ is generic in the sense that b1 �= 0, b2

1 − 2b2 �= 0. Indeed, at
each point of the torus where x1 �= π ± π

2 (i.e., cos x1 �= 0) the main nonconstant
asymptotic term in the right-hand side is 2b1y

1
3 cos x1. At each other point, where

this term vanishes (cos x1 = 0, then cos(2x1) = −1) the main nonconstant asymp-
totic term along the plane x1 = const = π ± π

2 is (b2
1 − 2b2)y

2
3 . This proves the

nondifferentiability.
The unique family of uniformizing differentials on the leaves will be chosen

normalized as follows.

5.2. Definition. Let S be a cylinder, S → T2 be a topological covering such
that the liftings to S of the circles in T2 tangent to the vector field ∂

∂x1
are closed

curves 1-to-1 projected to the circles, σ be a parabolic complex structure on S. A
corresponding uniformizing differential is said to be normalized, if its integrals over
the previous liftings (oriented by the vector field) are equal to 2π. A corresponding
uniformizing metric is said to be normalized, if the minimal length of a loop isotopic
to the previous liftings is equal to 2π. (In other terms, it is the squared module
of the normalized uniformizing differential.)

5.3. Remark. In Definition 5.2 the surface S is fibered by the liftings of the
circles and the latters are not contractible (in particular the integrals of a uni-
formizing differential along them (which are equal to each other) are nonzero).
The normalized uniformizing differential (metric) is well-defined and is unique.
The corresponding loop of minimal length from the previous definition is a closed
geodesic.

As it is shown below, Theorem 1.25 is implied by the previous discussion and
the two following lemmas.

5.4. Lemma. Let F be a two-dimensional foliation on a direct product T2 × M ,
M be a manifold, F be tangent to the vector field ∂

∂x1
. Let the leaves of F be

locally 1-to-1 projected to T2 and be equipped with a C∞ family of C∞ complex
structures having a uniformly bounded dilatation with respect to the standard one
(lifted from T2). Then the corresponding normalized uniformizing differentials
(metrics, see Definition 5.2) form a continuous family. If the foliation under
consideration is Fv, v is a C∞ vector field on [0, π] with singularities exactly at
0, π, then this is a unique continuous family of uniformizing differentials (metrics)
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up to multiplication by constant, and it is C∞ in the interior T2 × (0, π) of the
foliated space; it is analytic in the interior, if so are v and the function µ defining
the family σ. If F is a linear foliation on T2 ×R and the function µ defining σ is
C∞

b (but now no inequality on ||µ||C3 is assumed, in difference to Theorem 1.23),
then the corresponding family of normalized uniformizing differentials (metrics)
is also C∞

b . If in the previous case of linear foliation the function µ extends
holomorphically to a complex neighborhood | Im x1|+ | Im x2|+ | Im s| < ∆, ∆ > 0,
of the real space T2 × R (s is a coordinate on R) so that sup |µ| < 1, then the
corresponding family of normalized uniformizing differentials is analytic.

Lemma 5.4 is proved in 5.4.

5.5. Lemma. Let F be the standard linear foliation (5.2) on T2 × R with the
coordinates (x1, x2, s), χ(s) : R → C be a C∞

b function such that

sup |χ| < 1, χ(s) = O(eγs), as s → −∞; γ > 1, µ(x1, x2, s) = χ(s)e−ix1 . (5.5)

Let f(x1, x2, s) : T2 × R → C \ 0 be the function such that the restriction to each
leaf of the form fωµ is the normalized uniformizing differential (see the previous
definition). Then for any k ∈ N

f(x1, x2, s) = 1 +
k∑

j=1

gk(s)e−ikx1 + o(eks), gj(s) = (bj + o(1))ejs, as s → −∞,

(5.6)
where bj are constants depending on the function χ. The functions gj are real-
valued, if so is χ.

Addendum to Lemma 5.5. In the conditions of Lemma 5.5

b1 = 2
∫ +∞

−∞
χ(s)e−sds, b2 = b2

1 − 4
∫ +∞

−∞
(χ(s))2e−2sds.

5.6. Example. Let χ(y) : [0, π] → R be a function as in (5.1), v(y) be a C∞

vector field on [0, π] with singularities 0 and π that is positively directed on the
interval (0, π). Let s : (0, π) → R be the corresponding time. Then the function
χ(s) = χ(y(s)) satisfies the asymptotic condition (5.5) of the previous lemma, if
v′(0) > 1: χ(y(s)) = O(y(s)) = O(ev′(0)s), as s → −∞.

5.7. Remark. The integrals in the Addendum converge by (5.5).

Lemma 5.5 is proved in Subsection 5.2. The Addendum is proved in Subsec-
tion 5.3.

Proof of Theorem 1.25 modulo Lemmas 5.4, 5.5 and the Addendum. Let χ(y)
be a function as in (5.1). The corresponding family of complex structures on
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the leaves of Fv, v(y) = 3 sin y, has a unique continuous family of uniformizing
metrics (up to constant), which can be chosen normalized (Lemma 5.4). Let
us show that for appropriate χ the family of normalized uniformizing metrics is
not differentiable in y at the torus y = 0. Let s be the time corresponding to
the vector field v(y) = 3 sin y. The function χ(y(s)) satisfies the conditions of
Lemma 5.5 (see the previous example). This together with (5.6) implies (5.3).
Let b1, b2 be the constants from (5.6). Now the discussion at the beginning of
the subsection proves the nondifferentiability, if b1 �= 0, b2

1 − 2b2 �= 0. These
inequalities hold for a C1-generic function χ(y) (see Footnote 1). Indeed, consider
the space of C1 functions χ(y) satisfying conditions (5.1). The values b1, b2 (see the
Addendum) corresponding to χ(y(s)) are bounded linear and quadratic functionals
on this space and are independent. This implies the previous inequalities for a
C1-generic function χ and proves Theorem 1.25 for the corresponding family of
complex structures, but without the possibility to choose it analytic. Now in any
C1-open subset of the space of functions χ(y) satisfying (5.1) (in particular, in
the subset defined by the previous inequalities) one can always find an analytic
function χ(y) that also extends analytically to S1. This finishes the proof of
Theorem 1.25 modulo the two previous lemmas and the Addendum. �

5.2. The family of uniformizing differentials. Proof of Lemma 5.5

For the proof of (5.6) we prove an explicit formula (5.7) analogous to (2.10) for the
function f as an operator power series in U ◦ µ applied to the constant function 1
(U is the operator defined in (4.18)). Then we analyze each its term (U ◦ µ)k.

As it is shown below, (5.6) is implied by the two following statements.

5.8. Proposition. Let F be the standard linear foliation (5.2) on T2 × R. Let
χ : R → C \ 0 be a C∞

b function, sup |χ| < 1, µ(x1, x2, s) = χ(s)e−ix1 . Consider
the corresponding family σ of complex structures on the leaves and the family of
normalized uniformizing differentials written as the restrictions to the leaves of a
1-form f(x)ωµ, f(x1, x2, s) : T2×R → C\0. Let U be the operator from Lemma 4.4
corresponding to F . Then

f = 1 + U(µ) + (U ◦ µ ◦ U)(µ) + . . . . (5.7)

Proof. Put ν = tµ, t ∈ [0, 1]. Consider the variable complex structure σt on the
leaves of F defined by the function ν. Let ft(x1, x2, s) be the function defining the
normalized uniformizing differentials fων of the variable complex structure. For
any t small enough formula (5.7) holds with f replaced by ft, µ replaced by ν:

ft = (Id − U ◦ ν)−1(1) = 1 + tU ◦ µ + t2U ◦ µ ◦ U(µ) + . . . . (5.8)

Indeed, for any t small enough the right-hand side of (5.8) is well-defined and
belongs to all the Banach spaces Br,k defined in Subsection 4.1 (and hence, to
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C∞
b (T2 × R)). This follows from inequality (4.28), which holds for a C4-small

function ν = tµ. This right-hand side satisfies differential equation (4.5) with
unit initial condition, as in the proof of (2.10). For small t the 1-form
(Id − U ◦ ν)−1(1)ων defines a family of uniformizing differentials on the leaves
with respect to the variable complex structure. Indeed, this form is holomorphic
on the leaves by construction (equation (4.5)), and for small t the corresponding
function (Id−U ◦ν)−1(1) is close to 1 in the space B0,0, and hence is bounded away
from zero. Now let us check that the uniformizing differentials thus constructed
are normalized:∫

x2=const,s=const,x1∈[0,2π]

(Id − U ◦ ν)−1(1)ων = 2π.

In our case, when µ(x1, x2, s) = χ(s)e−ix1 , the Taylor coefficient at tk in the
right-hand side of (5.8) is equal to

(U ◦ µ)k(1) = gk(s)e−ikx1 , gk ∈ C∞
b (R). (5.9)

This follows from formula (4.18) for U . Thus, all the terms in the right-hand side
of (5.8) except for 1 are negative harmonics in x1 with coefficients as functions of
s. Thus, the previous integral is equal to 2π, so, the differentials are normalized.
Therefore, (5.8) holds for small t.

Now let us show that (5.8) holds for all t ∈ [0, 1] (in particular, its right-hand
side is well defined for all t ∈ [0, 1]). On each individual leaf the family ft(x)ων of
normalized uniformizing differentials (with respect to the variable complex struc-
ture) is holomorphic in t, |t| ≤ 1 (hence, so is ft). This follows from the Ahlfors–
Bers theorem [AhB] on holomorphy of the normalized quasiconformal mapping
from Theorem 1.1 in the parameter of complex structure. As it was shown before,
ft(x) coincides with the right-hand side in (5.8) for small t. The same equality
(5.8) holds for all t, |t| ≤ 1 by holomorphy of ft in t, |t| ≤ 1 (in particular, the
power series in (5.8) converges for |t| ≤ 1). Proposition 5.8 is proved. �

5.9. Lemma. Let χ(s) : R → C, χ ∈ C∞
b (R), µ(x1, x2, s) be functions as in

(5.5). Let F be the standard foliation (5.2) on T2 ×R. Let U be the corresponding
operator from Lemma 4.4, gk(s) be the corresponding functions from (5.9). Then
for any fixed k ∈ N

gk(s) = (bk + o(1))eks, as s → −∞; bk = 2k

∫ +∞

−∞
χ(τ)gk−1(τ)e−kτdτ (5.10)

(we put g0 = 1). There exists a c1 > 0 such that for any k ∈ N and s ≤ 0

|gk(s)| ≤ ck
1e

k+1
2 s. (5.11)

If the function χ is real-valued, then so are gk.

Lemma 5.9 and the convergence of the integrals in (5.10) are proved below.



742 A. A. Glutsyuk CMH

5.10. Corollary. In the conditions of the previous lemma for any k ∈ N

+∞∑
r=k

|gr(s)| = O(eks), as s → −∞.

Proof. By (5.10), for any k ∈ N
∑2k

r=k |gr(s)| = O(eks), as s → −∞. Let us prove
the analogous estimate of the sum of the terms with indices r > 2k. By (5.11),
for any s ≤ 0 |gr(s)| ≤ cr

1e
r+1
2 s ≤ (c1e

s
2 )r. Therefore, for any s ≤ 0 such that

c1e
s
2 < 1

2 ∑
r>2k

|gr(s)| < 2(c1e
s
2 )2k+1 ≤ 2c2k+1

1 eks.

This together with the previous estimate of the sum from k to 2k proves Corol-
lary 5.10. �

5.11. Remark. In fact, |gk(s)| < ckk!eks (c does not depend on k, s) for any
k ∈ N and s ≤ 0. This inequality follows from the proof of (5.10) presented below
(the implication is not written to save the space) and will not be used further.

Proof of Lemma 5.5 modulo Lemma 5.9. By the previous proposition and lemma,

f(x1, x2, s) = 1 +
+∞∑
j=1

gj(s)e−ijx1 .

This together with the previous corollary implies (5.6). The last statement of
Lemma 5.9 together with (5.6) proves Lemma 5.5. �

Proof of Lemma 5.9. Let La,c, L∗
a,c be operators (4.16), (L∗

a,c)
−1 be the inverse

operator from Lemma 4.9. According to the notations of Subsection 4.2, the
number a corresponding to the standard foliation F is equal to i, and the complex
index n corresponding to the harmonic e−ix1 is also equal to i. By definition and
(4.18),

g1(s) = −((L∗
i,i)

−1 ◦ Li,i)χ(s), gk(s) = −((L∗
i,ki)

−1 ◦ Li,ki)(χgk−1)(s). (5.12)

Let us firstly prove (5.10) by induction in k.

Induction base for (5.10). Let us calculate the right-hand side of the first
formula in (5.12). By definition,

Li,i = −iL1,1, so, − (L∗
i,i)

−1 ◦ Li,i = (L∗
1,1)

−1 ◦ L1,1 = −1 + 2(L∗
1,1)

−1

(as in the proof of Corollary 4.11 in Subsection 4.2). Thus,

g1 = −χ + 2q1, q1 = (L∗
1,1)

−1χ. (5.13)
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Recall that q1(s) is the unique bounded solution of the differential equation q̇ =
q − χ, as in the proof of Lemma 4.9. Therefore,

q1(s) = es

∫ +∞

s

χ(τ)e−τdτ, hence, (5.14)

q1(s) = es

(
b1

2
+ o(1)

)
, as s → −∞; b1 = 2

∫ +∞

−∞
χ(τ)e−τdτ. (5.15)

By the asymptotic condition on χ from (5.5), the last integral converges and
χ(s) = o(es), as s → −∞. This together with (5.13) and (5.15) implies (5.10) for
k = 1.

Induction step for (5.10). Suppose we have already proved (5.10) for all the
indices less than a given k. Let us prove it for k. In general,

gk = −χgk−1 + 2qk, qk = k(L∗
1,k)−1(χgk−1) (5.16)

by (5.12), analogously to (5.13). Let us analyze the terms in the right-hand side of
(5.16). By definition, qk is the unique bounded solution of the differential equation

q̇k = k(qk − χgk−1), hence, qk(s) = keks

∫ +∞

s

χ(τ)gk−1(τ)e−kτdτ. (5.17)

The induction hypothesis implies that gk−1(s) = O(e(k−1)s), as s → −∞ so the
latter integral taken from −∞ to +∞ converges by (5.5). Hence, by (5.17), qk(s) =(

bk

2 + o(1)
)
eks, where bk is given by the last formula from (5.10). By (5.5), χ(s) =

o(es), as s → −∞. Therefore, by the induction hypothesis, the first term in the
right-hand side of (5.16) is −χ(s)gk−1(s) = o(eks). This together with (5.16) and
the previous asymptotic formula for qk proves the induction step. Formula (5.10)
is proved.

Now let us prove (5.11) by induction in k and calculate simultaneously the
corresponding constant c1. The induction base for k = 1, 2 with appropriate
constant c1 follows from (5.10). In the proof of the induction step we use the
following inequalities:

|gk| ≤ ck
2 , c2 = 3 sup |χ|, (5.18)

|χ(s)| < c3e
γs for all s ≤ 0; γ > 1 and c3 > 0 do not depend on s. (5.19)

Inequality (5.19) follows from (5.5). Inequality (5.18) is proved by induction in
k. The induction base for k = 1 follows from (5.9) and (4.11). Let us prove the
induction step assuming that the inequality is already proved for all the indices
less than a given k. To do this, we use formula (5.16) for gk and estimate the
terms of its right-hand side. One has sup |qk| ≤ sup |χgk−1|, as in Section 4 (by
Lemma 4.9, ||(L∗

1,k)−1||C0 = 1
k ). This together with (5.16) implies that |gk| ≤

3 sup |χ| sup |gk−1|. Thus, by the induction hypothesis, |gk| ≤ (3 sup |χ|)k. This
proves the induction step. Inequality (5.18) is proved.

Induction step for (5.11). Let us prove (5.11) for a given k ≥ 3 assuming that
it is proved for all the smaller indices. To do this, we use formula (5.16) for gk and



744 A. A. Glutsyuk CMH

estimate the terms in its right-hand side. The first term is estimated by (5.19)
and the induction hypothesis:

|χ(s)gk−1(s)| ≤ c3e
γsck−1

1 e
k
2 s ≤ c3c

k−1
1 e

k+1
2 s for any s ≤ 0. (5.20)

To prove an upper bound of the function 2qk (the second term), we use (5.18)
and estimate the integral in the formula for qk from (5.17). We split it into two
integrals: 1) from s to 0; 2) from 0 to +∞. By (5.18), the module of the latter
integral is no greater than ck

2

∫ +∞
0

e−kτdτ = ck
2
k . Let us estimate the module of the

former integral from s to 0. Replacing χ(τ) by c3e
τ (see inequality (5.19)) and

gk−1(τ) by ck−1
1 e

k
2 τ (the induction hypothesis) does not diminish its module and

transforms it to the integral

c3c
k−1
1

∫ 0

s

e
2−k
2 τdτ =

2c3c
k−1
1

k − 2
(e

2−k
2 s − 1) ≤ 6

k
c3c

k−1
1 e

2−k
2 s.

Adding the estimates of the integrals yields that for any s ≤ 0

|qk(s)| ≤ keks

(
ck
2

k
+

6
k

c3c
k−1
1 e

2−k
2 s

)
= ck

2eks+6c3c
k−1
1 e

k+2
2 s ≤ (ck

2 +6c3c
k−1
1 )e

k+2
2 s.

Substituting the last inequality and (5.20) to (5.16) yields that for any s ≤ 0

|gk(s)| ≤ c3c
k−1
1 e

k+1
2 s + 2(ck

2 + 6c3c
k−1
1 )e

k+2
2 s ≤ (13c3c

k−1
1 + 2ck

2)e
k+1
2 s. (5.21)

Let us choose a c1 that satisfies the induction base in such a way that ck
1 >

13c3c
k−1
1 +2ck

2 for any k > 1. To achieve this, it suffices to choose c1 > 13c3+2c2+1.
Then (5.21) implies (5.11). This proves the induction step and inequality (5.11).
The last statement of Lemma 5.9 (saying that gk are real, if so is χ) follows from
(5.13) and (5.16). The proof of Lemma 5.9 is completed.

5.3. Formulas for b1 and b2. Proof of the Addendum to Lemma 5.5

The formula for b1 from the Addendum follows from (5.10), which is already
proved. Let us prove the formula for b2. Formula (5.10) for k = 2 expresses b2 in
terms of g1. Substituting to it formulas (5.13) for g1 and (5.14) for q1 yields

b2 = 4
∫ +∞

−∞
χ(τ)g1(τ)e−2τdτ = 4

∫ +∞

−∞
χ(τ)e−2τ (−χ(τ)+2eτ

∫ +∞

τ

χ(φ)e−φdφ)dτ.

(5.22)
Denote

F (τ) =
∫ +∞

τ

χ(φ)e−φdφ; then F (τ) →
∫ +∞

−∞
χ(φ)e−φdφ =

b1

2
, as τ → −∞.

(5.23)
By (5.22), (5.23), one has

b2 = −4
∫ +∞

∞
(χ(τ))2e−2τdτ + 8

∫ ∞

−∞
χ(τ)e−τF (τ)dτ.
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By (5.23), the second integral in the last formula is equal to

−
∫ +∞

−∞
F ′(τ)F (τ)dτ = −1

2

∫ +∞

−∞
dF 2(τ) =

b2
1

8
.

Therefore,

b2 = −4
∫ +∞

∞
(χ(τ))2e−2τdτ + b2

1.

This proves the Addendum.

5.4. Existence and uniqueness of continuous families of uniformizing
metrics and uniformizing differentials. Proof of Lemma 5.4

The proof of Lemma 5.4 is similar to the proof of an analogous statement from
[G] for linear foliations of T3 by cylinders. We present a proof only for a linear
foliation F on T2×R by cylinders: the proof in the general case is analogous. The
uniqueness statement for foliations Fv will be proved at the end of the subsection.

Let us reformulate the definition of normalized uniformizing differential. Each
leaf L of F with a base point a ∈ L and its universal covering L̃(a) can be
regarded as coverings over T2 equipped with the “standard” complex structure
lifted from T2. Each universal covering L̃(a) is identified canonically with C by
composition of its projection and the inverse to the canonical projection C → T2.
The “nonstandard” complex structure σ on L defined by the function µ induces
a complex structure on L̃(a) (also denoted by σ) that is C∞ in the coordinates
of a. By Theorem 1.1, there exists a quasiconformal diffeomorphism Φ : L̃(a) → C

transforming σ to the standard complex structure.
Denote the base point of the universal covering L̃(a) by the same symbol a.

Consider the lifting to L̃(a) starting at a of the positively oriented circle in L
tangent to the vector field ∂

∂x1
. Denote by a′ the endpoint of this lifting. Let us

normalize the previous quasiconformal diffeomorphism Φ = Φa so that Φa(a) = 0,
Φa(a′) = 2π (this defines Φ uniquely). Then dΦ is the normalized uniformizing
differential.

Consider Φa as a quasiconformal diffeomorphism C → C (recall that L̃(a) is
identified canonically with C). Then Φa is C∞

b in the coordinates of the base point
a, if the function µ defining the family of complex structures is C∞

b (T2 ×R). The
diffeomorphism Φa is analytic in a, if µ extends holomorphically to a complex
neighborhood | Im x1| + | Im x2| + | Im s| < ∆, ∆ > 0, of the real foliated space.
Both statements follow from the Ahlfors–Bers theorem [AhB]. This implies that the
family of normalized uniformizing differentials is C∞

b (analytic in the latter case)
and proves the statement of Lemma 5.4 concerning linear foliations by cylinders.

Let us prove the uniqueness statement of Lemma 5.4 for a foliation Fv: the
uniqueness of a continuous family of uniformizing differentials up to multiplication
by constant. The proof of uniqueness of a continuous family of uniformizing metrics
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is analogous. For a given uniformizing differential on a toric leaf L′ (defined
uniquely up to multiplication by constant) and any noncompact leaf L approaching
L′ there is at most a unique uniformizing differential on L approaching the given
one on L′. Each noncompact leaf accumulates to any toric leaf. This implies the
uniqueness and proves Lemma 5.4.

6. Unbounded counterexample. Proof of Theorem 1.27

6.1. Motivations of the construction of the counterexample and the
scheme of the proof of Theorem 1.27

6.1. Definition. A C∞ complex structure on R2 is said to be rotationally-ortho-
gonal, if it is invariant under rotations fixing 0 and the circles centered at 0 are
orthogonal to the radial rays going from 0 with respect to the complex structure.
We say that a complex structure on R2 tends to the standard complex structure at
infinity, if µ(x) → 0, as x → ∞ (µ is the corresponding function from (1.1)).

The starting point of the construction of a foliation from Theorem 1.27 with
unbounded uniformizing differentials is the following

6.2. Lemma. There exists a rotationally-orthogonal C∞ complex structure on R2

tending to the standard complex structure at infinity such that the corresponding
uniformizing differential is an unbounded differential 1-form on R2: it tends to
infinity, as the point where it is taken tends to infinity.

A stronger statement (Lemma 6.4 below) will be proved in the next subsection.
Lemma 6.2 allows us to construct an abstract lamination of a compact topolog-

ical space by two leaves (T2 and C) admitting two continuous families of complex
structures with the following properties. For each one of these families the leaves
are conformally equivalent respectively to T2 and C. The first complex structure
(called “standard”) admits a continuous family of uniformizing differentials and
this is not true for the second one (the leaf C has an unbounded uniformizing
differential).

Namely, consider the standard coordinate x1, x2-plane L0 in R3 (with the co-
ordinates x1, x2, x3, the complex coordinate z = x1 + ix2 defines the standard
complex structure on it). Consider its abstract copy L1 that is embedded to R3

as a graph of a function x3 = F (x1, x2), where F (x1, x2) → 0, as (x1, x2) → ∞.
We assume that the graph L1 is equipped with the coordinates (x1, x2) ∈ R2. We
equip L0 with the standard complex structure and L1 with the complex structure
from Lemma 6.2. Take the union M = L0 ∪ L1 ⊂ R3. This union is laminated
by two leaves but it is not compact. It is a metric space with the metric inherited
from R3. To construct a lamination of a compact space, consider the standard
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projection p : R2 = L0 → T2. Consider the equivalence relation on M saying that
any two p-preimages of each point in L0 are equivalent. Denote the corresponding
quotient space by M ′. The space M ′ admits a natural structure of metric space
and is compact: the distance between any two points is defined to be the mini-
mal distance between their preimages in M . The space M ′ is laminated by two
surfaces: one of them is T2 = L0/p, the other one is identified with L1 and will
be denoted by the same symbol L1. The leaves carry complex structures defined
above (denote them by σ).

The function µ defining σ is continuous on M ′. On the other hand, the uni-
formizing differential of the leaf L1 is unbounded by Lemma 6.2.

6.3. Remark. It is not known whether one can embed the previous lamination
M ′ to a C∞ foliation on a compact manifold in such a way that σ extends up to a
C∞ family of complex structures on the leaves of the foliation (for appropriately
chosen complex structure from Lemma 6.2 on the leaf L1).

Now let us modify the previous lamination M ′ in order to make it embedded
as above (the ambient foliated manifold will be T2 × S2). Let

D1 = {|z| < 1} ⊂ C = S2, S1 = ∂D1.

Consider a diffeomorphism h : R2 → D1 preserving the radial rays and commuting
with the rotations centered at 0: more precisely, taking the form

h : (r, φ) �→ (R(r), φ). (6.1)

in the polar coordinates (r, φ), where R : [0,+∞) → [0, 1) is a one-dimensional
diffeomorphism. This yields the embedding

H = p × h : R2 → Lh ⊂ T2 × D1 ⊂ T2 × S2, Lh = H(R2). (6.2)

The image Lh will be playing the role of L1: we take the complex structure on Lh

that is the pushforward under H of a complex structure from Lemma 6.2. Take
the standard complex structure on the fibers T2×φ, φ ∈ S1. The lamination con-
sisting of the latter fibers and Lh extends up to the foliation on T2 × D1 defined
by the splitting

T2 × D1 =
⋃

φ∈S1

(T2 × φ) ∪
⋃

τ∈T2

(Lh + (τ, 0)). (6.3)

Denote the foliation thus obtained by Fh. It is extended by the symmetry with
respect to S1 up to a foliation on T2×S2 denoted by the same symbol Fh. We show
that for appropriately chosen h and the initial complex structure on Lh the folia-
tion by Riemann surfaces thus obtained satisfies the statements of Theorem 1.27.

Theorem 1.27 (and Lemma 6.2) are implied by the following

6.4. Lemma. There exist a rotationally-orthogonal complex structure σ on R2

tending to the standard one at infinity (see Definition 6.1) and a C∞ function
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R(r) : [0,+∞) → [0, 1), R′ > 0, R(r) → 1, as r → +∞, that satisfy the following
statements:

1) The uniformizing differential of σ is unbounded and tends to infinity, as the
point where it is taken tends to infinity.

2) Let h be the diffeomorphism (6.1), H : R2 → Lh ⊂ T2×D1, Fh be respectively
the corresponding embedding (6.2) and foliation (6.3). Let now R be considered as
the radial polar coordinate on D1. The foliation Fh is C∞ on T2 ×D1 and flat in
the coordinate R at the boundary T2 × S1 (i.e., the corresponding tangent plane
field has all the derivatives in R zero at the boundary).

3) Consider the family of complex structures on the leaves of Fh defined on Lh

as the pushforward of σ by H, its translation pushforwards on the other noncompact
leaves Lh+(τ, 0) and the standard complex structure on the toric leaves in T2×S1.
This family is C∞ and it is flat in the polar coordinate R at the boundary T2×S1.

Lemma 6.4 is proved in the next subsection.

Proof of Theorem 1.27 modulo Lemma 6.4. Let Fh be the foliation from Lemma 6.4.
It extends up to a C∞ foliation on T2 × S2 by the symmetry with respect to S1

(flatness, see statement 2) of Lemma 6.4). This foliation satisfies the statements
1)–4) of Theorem 1.27 by construction. The family of complex structures from
statement 3) of Lemma 6.4 extends analogously (flatness) up to a C∞ family of
complex structures on all the leaves in T2 × S2. The uniformizing metric of each
noncompact leaf tends to infinity, as the point where it is taken tends to T2 × S1

(statement 1) of Lemma 6.4). This proves Theorem 1.27. �

In the proof of Lemma 6.4 we use the following properties of a rotationally-
orthogonal complex structure and formula for the corresponding uniformizing dif-
ferential.

6.5. Remark. Let r, φ be the polar coordinates on R2. Then a complex structure
on R2 is rotationally-orthogonal, if and only if it admits a C-linear differential of
the type

ωk = eiφ(dr + irk(r)dφ), k : [0,+∞) → (0,+∞). (6.4)

(The corresponding function k is uniquely defined.) The complex structure is
standard at a given point a ∈ R2, if and only if k(a) = 1. If

k ∈ C∞(R+ ∪ 0), k ≡ 1 near zero, k is bounded away from 0 and ∞, (6.5)

then the corresponding complex structure is C∞ and has a bounded dilatation;
hence it is parabolic, i.e., isomorphic to C (Theorem 1.1).

6.6. Proposition. Let k be a real function as in (6.5), ωk be the corresponding
1-form (6.4). Then the uniformizing differential of the corresponding (parabolic)
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complex structure on R2 has the form f(r)ωk, where f(r) > 0,

ln f(r) =
∫ r

0

ds

sk(s)
− ln r − ln k(r). (6.6)

Proposition 6.6 is proved in 6.3.

6.2. Unbounded uniformizing differential. Proof of Lemma 6.4

Take a function k ∈ C∞[0,+∞) such that

k(r) > 0, k(r)|r<1 ≡ 1, k|r>4 = 1 − 1
ln r

. (6.7)

Take R(r) to be a C∞ function with the following properties:

R′ > 0, R|0≤r≤ 1
4
≡ r; Rr>39 ≡ 1 − 1

ln ln r
. (6.8)

(A C∞ function R satisfying (6.8) exists, since its value 1
4 at the end of the former

segment [0, 1
4 ] is less than its value 1 − 1

ln ln 39 > 1
2 at the starting point of the

latter semiinterval [39,+∞).) Below we show that the complex structure on R2

defined by the function k(r) from (6.7) (see (6.4)) and the function R from (6.8)
satisfy the statements of Lemma 6.4.

Let us prove statement 1) of Lemma 6.4: the uniformizing differential tends
to infinity. Let f(r) be the function from (6.6). By Proposition 6.6, the previous
statement is equivalent to say that f(r) → +∞, as r → +∞, or so does ln f .
When r > 4, the integral in (6.6) is equal to

const +
∫ r

4

ds

s(1 − (ln s)−1)
= const +

∫ r

4

d ln s

1 − (ln s)−1
=

const +
∫ r

4

(1 + (ln s)−1 + O((ln s)−2))d ln s = ln r + ln ln r + O(1),

as r → +∞. This together with (6.6) and boundedness of ln k(r) implies that the
right-hand side of (6.6) is ln ln r + O(1) → +∞, as r → +∞, thus, ln f(r) → +∞.
This proves statement 1) of Lemma 6.4.

Now let us prove statement 2) of Lemma 6.4. The corresponding mapping h
from (6.1) is a diffeomorphism by definition. Statement 2) of Lemma 6.4 is implied
by the following

6.7. Proposition. Let R(r) be a C∞ function as in (6.8), h : R2 → D1 be
the corresponding diffeomorphism (6.1), H,Lh be respectively the corresponding
embedding of R2 and its image (6.2), Fh be the corresponding foliation (6.3) on
T2×D1. The foliation Fh is C∞ on T2×D1 and flat in the radial polar coordinate
of D1 at T2 × S1.
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Proof. Let (R, θ) be the polar coordinates on D1. The foliation Fh is C∞ in the
interior T2 × D1, by definition and since so is h. Let us prove that it is flat in
R and C∞ at T2 × S1. Let τ = (τ1, τ2) be the affine coordinates on T2. Denote
aR,θ = (0, R, θ) ∈ T2 × D1, 0 < R ≤ 1 (the coordinates τ of aR,θ are zeroes). It
suffices to prove flatness in R and smoothness of the foliation Fh at arbitrary point
a1,θ = (0, 1, θ) ∈ T2 × S1. Let us calculate the slope at aR,θ of the corresponding
tangent plane to Fh. Let (r, φ) be the polar coordinates on R2, which is the source
for the embedding H : R2 → T2 × D1. By definition, aR,θ ∈ H(R2) + (τ, 0),
τ ∈ T2. Denote a′

R,θ = H−1(aR,θ − (τ, 0)). Denote by r(R) the function inverse
to the function R(r), see (6.8). By (6.1), (6,2),

a′
R,θ = (r(R), θ) in the polar coordinates.

Consider the polar coordinate unit tangent vectors ∂
∂r , r−1 ∂

∂φ attached at a′
R,θ

and their images under the previous embedding H +(τ, 0) (thus attached at aR,θ).
Denote their images by v1(R, θ) and v2(R, θ) respectively. By definition, they are
tangent to the foliation Fh. By (6.1), (6.2), their components in the coordinates
(τ1, τ2, R, θ) are equal to

v1(R, θ) = (cos θ, sin θ,R′(r(R)), 0), v2(R, θ) = (− sin θ, cos θ, 0, (r(R))−1). (6.9)

Thus, the τ -components of the latter vectors depend only on θ and are linearly
independent. Now to prove that the tangent plane field corresponding to the
foliation Fh is flat in R and C∞ at T2 × S1, it suffices to show that the (R, θ)-
components of the vectors (6.9) (which depend only on R) extend up to C∞

functions in R flat at the point R = 1. Recall that by (6.8), R(r) = 1 − 1
ln ln r ,

when r is large (equivalently, when R is close to 1). Therefore,

ln r(R) = e
1

1−R , R′(r) =
1

r ln r(ln ln r)2
= (1 − R)2e−

1
1−R exp(−e

1
1−R ). (6.10)

Formula (6.10) implies that the (R, θ) components of the vectors (6.9) are C∞ as
functions in R ∈ (0, 1] and flat at R = 1. Proposition 6.7 is proved. �

Now let us prove statement 3) of Lemma 6.4: smoothness and flatness of the
family of complex structures at T2 ×S1. This family is C∞ a priori in the interior
T2 × D1. To show that it is flat in R and C∞ at T2 × S1, it suffices to prove the
same statement for the function k(r(R)). But this statement follows from (6.7)
and the first formula in (6.10). Lemma 6.4 is proved.

6.3. Proof of Proposition 6.1

A form f(r)ωk is closed, if and only if the function f(r) satisfies the differential
equation

d(f(r)k(r)r)
dr

= f(r). (6.11)
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Denote F (r) = f(r)k(r)r. By (6.11),

F ′(r) = (rk(r))−1F.

This implies (6.6), and vice versa, (6.6) implies the closeness of the form fωk.
Consider the mapping Φ : z �→ ∫ z

0
fωk, which is well-defined on R2 (by closedness

of the form), transforms the complex structure defined by ωk to the standard one
and has the derivative equal to fωk. In particular, Φ is a local diffeomorphism. To
show that the derivative fωk is a uniformizing differential, it suffices to prove that
Φ is a diffeomorphism onto C. Indeed, Φ is rotation-invariant and maps the radial
rays going from 0 to the ones with the same azimuths by construction. Hence, it
is a diffeomorphism of the plane R2 onto a domain in C. The latter is rotation-
invariant (by the same property of Φ), and hence, it is either a disc, or the whole
C. The first case is impossible, since in this case the plane R2 equipped with the
complex structure defined by k would be conformally equivalent to a disc, which
would contradict the parabolicity (the last statement of Remark 6.5). Hence, Φ is
a diffeomorphism onto C. Proposition 6.1 is proved.
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attracted my attention to the problem. I am grateful to them and to É. Giroux,
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