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Abstract. We consider the Trudinger–Moser type functional

\[ J_\lambda(v) = \frac{1}{2} \int_\Omega |\nabla v|^2 - \lambda \int_I \left( \log \int_\Omega e^{\alpha v} \right) \mathcal{P}(d\alpha), \]

where \( \Omega \) is a two-dimensional Riemannian surface without boundary, \( v \in H^1(\Omega), \int_\Omega v = 0, I = [-1, 1], \mathcal{P} \) is a Borel probability measure on \( I \) and \( \lambda > 0 \). The functional \( J_\lambda \) arises in the statistical mechanics description of equilibrium turbulence, under the assumption that the intensity and the orientation of the vortices are determined by \( \mathcal{P} \). We formulate a Toland nonconvex duality principle for \( J_\lambda \) and we compute the optimal value of \( \lambda \) for which \( J_\lambda \) is bounded from below.
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1. Introduction and main results

In the pioneering article [21] (see also [12]), Onsager initiated the equilibrium statistics for a two-dimensional system of point vortices and pointed out the possibility and importance of negative temperatures. Based on this observation, Joyce–Montgomery [16] and Pointin–Lundgren [22] derived the corresponding mean field equation of Liouville type in the high-energy limit. See also [7, 8] for recent developments of the kinetic theory.

Assuming that the distribution of circulations is determined by a general Borel probability measure \( \mathcal{P} \) defined on the interval \([-1, 1]\), such methods lead to the following “continuous system”, as derived in [23]:

\[ -\Delta v = \lambda \int_I \left( \frac{e^{\alpha v}}{\int_\Omega e^{\alpha v}} - \frac{1}{|\Omega|} \right) \mathcal{P}(d\alpha), \quad \int_\Omega v = 0. \]
Here, $\Omega$ is an orientable compact Riemannian surface without boundary, $v$ is the stream function, $\lambda > 0$ is a constant related to the inverse temperature, $I = [-1, 1]$, and $P \in \mathcal{M}(I)$ is a Borel probability measure which determines the distribution of the intensity of the vortices. Equation (1) has a variational formulation. Indeed, (1) is the Euler–Lagrange equation for the Trudinger–Moser type functional

$$ J_\lambda(v) = \frac{1}{2} \int_\Omega |\nabla v|^2 - \lambda \int_I \left( \log \int_I e^{\alpha v} \right) P(d\alpha), $$

(2)

defined for $v \in H^1(\Omega)$, $\int_\Omega v = 0$.

The special case $P(d\alpha) = \delta_1$, the Dirac mass concentrated at $\alpha = 1$, corresponds to assuming that all vortex points have the same intensity and the same orientation. In this case, equation (1) reduces to the well known and extensively studied mean field equation

$$ -\Delta v = \lambda \left( \frac{e^v}{\int_\Omega e^v} - \frac{1}{|\Omega|} \right), \quad \int_\Omega v = 0. $$

(3)

Further applications of (3) include the Nirenberg problem in differential geometry and the description of chemotaxis in biology. In the context of two-dimensional turbulence it was rigorously derived and analyzed in [3, 4, 17]. See [18, 26] for an overview of known results for (3) including uniqueness, tolopalical degree, construction of bubbling solutions, etc. For $P(d\alpha) = \delta_1$, the functional (2) reduces to

$$ J_\lambda(v) \big|_{P=\delta_1} = \frac{1}{2} \int_\Omega |\nabla v|^2 - \lambda \log \int_\Omega e^v. $$

In view of the sharp Trudinger–Moser inequality on compact Riemannian surfaces, as established by Fontana [13]:

$$ \int_\Omega e^v \leq C \exp \left\{ \frac{1}{16\pi} \int_\Omega |\nabla v|^2 \right\}, $$

(4)

the functional $J_\lambda \big|_{P=\delta_1}$ is bounded from below if and only if $\lambda \leq 8\pi$. An alternative proof of the sharp constant in the Trudinger–Moser inequality (4) was obtained in [3].

On the other hand, the assumption $P = \tau \delta_1 + (1 - \tau) \delta_{-1}$ corresponds to assuming that all vortex points have one of two-sided circulations with given rate. In this case, equation (1) takes the form

$$ -\Delta v = \lambda \tau \left( \frac{e^v}{\int_\Omega e^v} - \frac{1}{|\Omega|} \right) - \lambda (1 - \tau) \left( \frac{e^{-v}}{\int_\Omega e^{-v}} - \frac{1}{|\Omega|} \right), $$

(5)

which received considerable attention in recent years, particularly in view of the possibility of two-sided blow-ups (see [11, 15, 20]). See also [10] for related very recent applications to chemotaxis involving two species. The corresponding Trudinger–Moser functional is given by

$$ J_\lambda(v) \big|_{P=\tau \delta_1 + (1 - \tau) \delta_{-1}} = \frac{1}{2} \int_\Omega |\nabla v|^2 - \lambda \tau \log \int_\Omega e^v - \lambda (1 - \tau) \log \int_\Omega e^{-v}. $$
In [20], by blow-up analysis, it is shown that the above functional is bounded below if and only if
\[ \lambda \leq \frac{8\pi}{\max\{\tau, 1 - \tau\}}. \]
The arguments in [20] were extended to equation (1) in [19], where in particular a blow-up analysis on the product space \( I \times \Omega \) is carried out. As an application of that analysis, it is shown that the functional (2) is bounded below if
\[ \lambda \leq \frac{8\pi}{\max\{\int_{[0,1]} \alpha^2 P(d\alpha), \int_{[-1,0]} \alpha^2 P(d\alpha)\}}. \]
However, a comparison with the sharp result of Shafrir and Wolansky [24, 25] for an equivalent free energy functional of logarithmic Hardy–Littlewood–Sobolev type with discrete \( P \) indicates that the above estimate may be improved. Indeed, in view of such results, it is conjectured in [19] that \( J_\lambda \) is bounded below if and only if
\[ \lambda \leq \inf \left\{ \frac{8\pi \mathcal{P}(K_\pm)}{\int_{K_\pm} \alpha \mathcal{P}(d\alpha)^2} : K_\pm \subset I_\pm \cap \text{supp} \mathcal{P} \right\} \]
where \( K \) is a Borel set and \( I_+ = [0, 1] \) and \( I_- = [-1, 0] \).

Our aim in this article is to confirm the constant appearing in (6). In this direction, our first objective is to identify a duality principle for \( J_\lambda \). More precisely, we rigorously prove a Toland type nonconvex duality principle for the following Lagrangian from [23, 27]:
\[ \mathcal{L}(\oplus \rho_\alpha, v) = \int_{I \times \Omega} \rho_\alpha (\log \rho_\alpha - 1) \mathcal{P}(d\alpha) + \frac{1}{2} \int_{\Omega} |\nabla v|^2 - \int_{I \times \Omega} \alpha \rho_\alpha v \mathcal{P}(d\alpha). \]
Here \((\oplus \rho_\alpha, v) \in \oplus \Gamma_\lambda \times E\), where
\[ \Gamma_\lambda = \left\{ \rho \in L \log L(\Omega) : \rho \geq 0, \int_{\Omega} \rho = \lambda \right\}, \]
\[ \oplus \Gamma_\lambda = \{ \oplus \rho_\alpha : \rho_\alpha \in \Gamma_\lambda \text{ for } \mathcal{P}\text{-a.e. } \alpha \in I \}, \]
\[ E = \left\{ v \in H^1(\Omega) : \int_{\Omega} v = 0 \right\}. \]
We define the following free-energy functional of logarithmic Hardy–Littlewood–Sobolev type:
\[ \Psi(\oplus \rho_\alpha) = \int_{I \times \Omega} \rho_\alpha (\log \rho_\alpha - 1) - \frac{1}{2} \int_{\Omega} \alpha \beta \int_{\Omega} \rho_\beta G \ast \rho_\alpha \mathcal{P}(d\alpha) \mathcal{P}(d\beta) \]
for \( \oplus \rho_\alpha \in \oplus \Gamma_\lambda \). The following duality principle implies that minimization of \( J_\lambda \) is equivalent to minimization of \( \Psi \):

**Theorem 1** (Duality principle). For any \( \lambda > 0 \) the following relation holds:
\[ \inf_{\oplus \Gamma_\lambda \times E} \mathcal{L} = \inf_{E} J_\lambda + \lambda (\log \lambda - 1) = \inf_{\oplus \Gamma_\lambda} \Psi. \]
Theorem 1 may be viewed as a Toland nonconvex duality principle for $J_{\lambda}$ and $\Psi$ (see [28]). It is stated without proof in [27]. In the special case where $P = \delta_I$ the duality principle is known, and the corresponding free energy $\Psi$ has been extensively studied by Beckner [1] in arbitrary dimensions. See also [5]. In Section 2 we prove Theorem 1 by a direct minimization argument which requires some care, since on one hand the space $L^1(I, P; L \log L(\Omega))$ is not reflexive, and on the other hand the logarithmic nonlinearity is not differentiable at 0.

With the duality principle at hand, the study of $J_{\lambda}$ is reduced to the study of functionals of the form

$$
\tilde{\Psi}_P(\oplus \rho_a) = \int_I \int_{\Omega} \rho_a \log \rho_a \, P(d\alpha) + \int_{J^2} A(\alpha, \beta) \int_{\Omega^2} \rho_{\alpha}(x) \log d(x, y) \rho_{\beta}(y) \, P(d\alpha) \, P(d\beta),
$$

where $A \in C(I^2)$ is symmetric and satisfies the sign condition

$$
a\beta A(\alpha, \beta) \geq 0 \quad \text{on } I^2,
$$

and $\oplus \rho_a \in \oplus \Gamma_{\lambda_a}$, where

$$
\oplus \Gamma_{\lambda_a} = \{ \oplus \rho_a : \rho_a \in \Gamma_{\lambda_a} \text{ for } P\text{-a.e. } \alpha \in I \}.
$$

In the special case where $P$ is an atomic measure, namely

$$
P = \sum_{i=1}^n a_i \delta_{\alpha_i},
$$

the free energy (8) takes the form

$$
\tilde{\Psi}(\rho_1, \ldots, \rho_n) = \sum_{i=1}^n a_i \int_{\Omega} \rho_i \log \rho_i + \sum_{i,j=1}^n a_{ij} \int_{\Omega^2} \rho_i(x) \log d(x, y) \rho_j(y),
$$

with $a_{ij} = A(\alpha_i, \alpha_j) a_i a_j$, $i, j = 1, \ldots, n$. Discrete functionals of the form (10) have been extensively investigated by Shafrir and Wolansky [24, 25], who derived an optimal condition for boundedness below. In Section 3 we extend the Shafrir–Wolansky condition to the case of arbitrary $P$ in the subcritical case by an approximation argument. We first consider the case of nonnegative $A(\alpha, \beta)$. We prove:

**Theorem 2.** Suppose $A \in C(I^2)$ is symmetric and such that $A \geq 0$ on $I^2$, $\oplus \lambda_a \in C(I)$ is such that $\inf_{\alpha \in I} \lambda_a > 0$ and $\oplus \rho_a \in C(I, L \log L(\Omega))$. If there exists $\varepsilon > 0$ such that

$$
(2 - \varepsilon) \int_J \lambda_a \, P(d\alpha) - \int_{J^2} A(\alpha, \beta) \lambda_{\alpha} \lambda_{\beta} \, P(d\alpha) \, P(d\beta) \geq 0
$$

for all Borel subsets $J \subset I$, then $\tilde{\Psi}$ is bounded below on $\oplus \Gamma_{\lambda_a}$.

In order to extend Theorem 2 to the case where $A$ satisfies the sign condition (9) we exploit a useful remark concerning collaborating systems with two blocks from [25]. We derive the following result.
Theorem 3. Suppose $A \in C(I^2)$ is symmetric and satisfies (9), $\oplus \lambda_{\alpha} \in C(I)$ is such that
$
\inf_{\alpha \in I} \lambda_{\alpha} > 0 \text{ and } \oplus \rho_{\alpha} \in C(I, L \log L(\Omega)).$
If there exists $\varepsilon > 0$ such that (11) holds for all Borel subsets $J \subset I_+$ and for all Borel subsets $J \subset I_-$, then $\tilde{\Psi}$ is bounded below on $\oplus \Gamma_{\lambda_{\alpha}}$.

At this point, using Theorem 3, we are able to confirm the value (6) in the subcritical case. Namely, we prove the following result.

Theorem 4 (Lower bound for $J_\lambda$). Let $\tilde{\lambda}$ be the constant defined in (6). The functional $J_\lambda$ is bounded below on $E$ if $\lambda < \tilde{\lambda}$.

The constant $\tilde{\lambda}$ is sharp in the sense that it cannot be replaced by any larger constant. We expect that the strict inequality is a technical limitation of our approximation argument.

Notation. Throughout this article all integrals over $\Omega$ are taken with respect to the Lebesgue measure induced by the underlying metric. All integrals over $I$ are taken with respect to $P$. We denote by $G(x, y)$ the Green’s function uniquely defined by $-\Delta G(x, y) = \delta_y$, $\int_\Omega G(x, y) \, dx = 0$. We denote by $C$ a general constant whose value may vary from line to line.

2. A duality principle

The aim of this section is to prove by an ad hoc minimization method, which is perhaps of independent interest, the duality relation between $J_\lambda$, $\Psi$ and $L$, as stated in Theorem 1.

Our main result in this section is Proposition 1 below, which rigorously establishes for every fixed $v \in E$ the existence of a minimizer $\oplus \rho_{\alpha}$ for the functional $L(\cdot, v)$, satisfying the constraint
$$\rho_{\alpha} = \lambda e^{\alpha v} / \int_\Omega e^{\alpha v}$$
for $P$-a.e. $\alpha \in I$.

We note that since the Banach space $L^1(I, P; L \log L(\Omega))$, on which $L(\cdot, v)$ is coercive, is not reflexive, the standard minimization argument for convex functionals cannot be applied. Therefore, in Lemma 2 we show that any minimizing sequence in $L^1(I, P; L \log L(\Omega))$ may be replaced by a minimizing sequence in $L^\infty(I \times \Omega)$. Thus, for every fixed $v \in E$ we obtain $\oplus \rho_{\alpha}$ such that
$$L(\oplus \rho_{\alpha}, v) = \min\{L(\oplus \rho_{\alpha}, v) : \rho_{\alpha} \in \Gamma_{\lambda}\}.$$

At this point, it may seem natural to derive the asserted constraint by Gâteau differentiation. However, such an argument is not applicable on the subsets of $\Omega$ where $\rho_{\alpha} = 0$. Therefore, in Lemma 3 we first show that the set $(\{\alpha, x\} \in I \times \Omega : \rho_{\alpha}(x) = 0)$ has zero measure. Finally, in Lemma 4 we prove that (12) holds for $P$-a.e. $\alpha \in I$. The detailed proof is as follows.

We recall that $L$ is the Lagrangian defined by
$$L(\oplus \rho_{\alpha}, v) = \int_{I \times \Omega} \rho_{\alpha}(\log \rho_{\alpha} - 1) \, P(d\alpha) + \frac{1}{2} \int_\Omega |\nabla v|^2 - \int_{I \times \Omega} \alpha \rho_{\alpha} v \, P(d\alpha).$$
The Lagrangian $\mathcal{L}$ is naturally defined for $\oplus \rho_\alpha \geq 0$ belonging to the space
\[ X = L^1(I, \mathcal{P}; L \log L) \]
and for $v \in E = \{ v \in H^1(\Omega) : \int_\Omega v = 0 \}$. The space $X$ may be equipped with the norm
\[ \| \oplus \rho_\alpha \|_X = \int_I \int_\Omega |\rho_\alpha| \log \left( e + \frac{|\rho_\alpha|}{\|\rho_\alpha\|_1} \right) dx \mathcal{P}(d\alpha). \]

We recall that, in view of results from [14], the functional
\[ L(\oplus \rho_\alpha, v) \big|_{\rho_\alpha = e^{av}} = J_\lambda(v) + \lambda (\log \lambda - 1). \]

We divide the proof of Proposition 1 into several steps.

**Proposition 1.** For every fixed $v \in E \cap L^\infty(\Omega)$ the functional $\mathcal{L}(\cdot, v)$ admits a minimizer $\oplus \rho_\alpha \in \oplus_{\alpha \in I} \Gamma_\lambda$ satisfying (12) for $\mathcal{P}$-a.e. $\alpha \in I$. Moreover,
\[ L(\oplus \rho_\alpha, v) \big|_{\rho_\alpha = e^{av}} = J_\lambda(v) + \lambda (\log \lambda - 1). \]

**Lemma 1.** For every fixed $v \in H^1(\Omega)$ the functional $\mathcal{L}(\cdot, v)$ is coercive on $\oplus \Gamma_\lambda$.

**Proof.** In view of Young's inequality $st \leq s \log s - 1 + e'$ for all $s, t \geq 0$, we estimate
\[ \int_I \int_\Omega \alpha \rho_\alpha v \leq \int_I \int_\Omega \left[ e \rho_\alpha (\log e \rho_\alpha - 1) + e^{|v|/\varepsilon} \right] \]
\[ = e \int_I \int_\Omega \rho_\alpha (\log \rho_\alpha - 1) + e \log \varepsilon \cdot \int_I \int_\Omega \rho_\alpha + \int_\Omega e^{|v|/\varepsilon}. \]

It follows that
\[ L(\oplus \rho_\alpha, v) \geq (1 - \varepsilon) \int_I \int_\Omega \rho_\alpha (\log \rho_\alpha - 1) + \frac{1}{2} \int_\Omega |\nabla v|^2 \]
\[ - \varepsilon \log \varepsilon \cdot \int_I \int_\Omega \rho_\alpha - \int_\Omega e^{|v|/\varepsilon}. \]

In view of the elementary inequality $t \leq t (\log t - 1) + e$ for all $t \geq 0$, we derive
\[ L(\oplus \rho_\alpha, v) \geq (1 - \varepsilon - \varepsilon \log \varepsilon) \int_I \int_\Omega \rho_\alpha (\log \rho_\alpha - 1) + \frac{1}{2} \int_\Omega |\nabla v|^2 \]
\[ - e|\Omega|\varepsilon \log \varepsilon - \int_\Omega e^{|v|/\varepsilon}. \] (14)
Here, we have \( C_\lambda > 0 \) such that
\[
\rho \log(e + \rho/\lambda) \leq \rho \log \rho + C_\lambda, \quad 0 < \rho \leq 1,
\]
\[
\rho \log(e + \rho/\lambda) \leq \rho (\log \rho + C_\lambda), \quad \rho \geq 1,
\]
which implies
\[
\rho \log(e + \rho/\lambda) \leq \rho (\log \rho + C_\lambda) + C_\lambda, \quad \rho > 0.
\]
Hence
\[
\int_\Omega \rho (\log \rho - 1) \geq \int_\Omega \rho \log(e + \rho/\lambda) - C_\lambda'
\]
with \( C_\lambda' > 0 \) independent of \( \rho \in \Gamma_\lambda \).

Finally, by choosing \( \epsilon \) small in (14) and in view of the Trudinger–Moser inequality, we conclude that for every fixed \( v \in H^1(\Omega) \) there exists a constant \( C(v) > 0 \) such that
\[
\mathcal{L}(\oplus \rho_\alpha, v) \geq \frac{1}{2} \| \oplus \rho_\alpha \|_X - C(v)
\]
for any \( \oplus \rho_\alpha \in \oplus \Gamma_\lambda \).

We consider, for \( w \in L^\infty(\Omega) \) and \( \rho \in \Gamma_\lambda \), the functional
\[
F_w(\rho) = \int_\Omega \Phi(\rho) - \int_\Omega \rho w.
\]

**Lemma 2.** There exists \( M > 0 \), depending on \( |\Omega|, \lambda \) and \( \|w\|_\infty \) only, such that for any \( \rho \in \Gamma_\lambda \) there exists \( \tilde{\rho} \in \Gamma_\lambda \) with \( \tilde{\rho} \leq M \) such that
\[
F_w(\tilde{\rho}) < F_w(\rho).
\]

**Proof.** For \( M > 0 \) large, we define
\[
A := \{ \rho \geq M \}, \quad E := \{ \rho < 2\lambda/|\Omega| \}, \quad k^M := \int_A (\rho - M).
\]

We note that \( k^M \to 0 \) as \( M \to +\infty \) and \( k^M \leq \lambda \). Moreover,
\[
\lambda = \int_\Omega \rho = \int_E \rho + \int_{\Omega \setminus E} \rho \geq 2\lambda \frac{|\Omega| - |E|}{|\Omega|} = 2\lambda - 2\lambda \frac{|E|}{|\Omega|}
\]
and therefore
\[
|E| \geq |\Omega|/2.
\]
(15)
Hence, we may define
\[ \tilde{\rho} = M \chi_A + \rho \chi_{(\Omega \setminus A) \setminus \Gamma} + (\rho + kM/|E|) \chi_E. \]

We note that
\[ \int_{\Omega} \tilde{\rho} = M |A| + \int_{(\Omega \setminus A) \setminus \Gamma} \rho + \int_E \rho + kM = \int_{\Omega} \rho - \int_A (\rho - M) + kM = \lambda, \]
so that \( \tilde{\rho} \in \Gamma_\lambda \). In view of (15) we also have
\[ kM/|E| \leq 2\lambda/|\Omega|. \] (16)

We have
\[ F_w(\tilde{\rho}) - F_w(\rho) = \int_A [\Phi(M) - \Phi(\rho)] + \int_E \left[ \Phi\left( \rho + \frac{kM}{|E|} \right) - \Phi(\rho) \right] - \int_{\Omega} (\tilde{\rho} - \rho)w. \]

By the Mean Value Theorem, we estimate
\[ \int_A [\Phi(\rho) - \Phi(M)] = \int_A \Phi'(M + \theta(x)(\rho - M))(\rho - M) \geq \log M \int_A (\rho - M) = kM \log M \] (17)
with \( 0 < \theta(x) < 1 \). On the other hand, by the same argument and (16), we have
\[ \left| \int_{E \cap \{0 \leq \rho \leq 1/2\}} \Phi\left( \rho + \frac{kM}{|E|} \right) - \Phi(\rho) \right| \leq kM \max_{1/2 \leq s \leq 4\lambda/|\Omega|} |\Phi'(s)|. \] (18)

Indeed, since \( \Phi \) is decreasing on \([0, 1]\), if \( kM/|E| \leq 1/2 \), we readily have
\[ \int_{E \cap \{0 \leq \rho \leq 1/2\}} \left| \Phi(\rho) - \Phi\left( \rho + \frac{kM}{|E|} \right) \right| \geq -kM \max_{1/2 \leq s \leq 1/2 + 2\lambda/|\Omega|} |\Phi'(s)|. \]

If \( kM/|E| \geq 1/2 \), then \( 0 \leq \rho + kM/|E| - 1/2 \leq kM/|E| \) and therefore
\[ \int_{E \cap \{0 \leq \rho \leq 1/2\}} \left| \Phi(\rho) - \Phi\left( \rho + \frac{kM}{|E|} \right) \right| \geq \int_{E \cap \{0 \leq \rho \leq 1/2\}} \left| \Phi\left( \frac{1}{2} \right) - \Phi\left( \rho + \frac{kM}{|E|} \right) \right| \]
\[ = \int_{E \cap \{0 \leq \rho \leq 1/2\}} \Phi'\left( \frac{1}{2} + \theta(x) \left( \rho + \frac{kM}{|E|} - \frac{1}{2} \right) \right) \left( \rho + \frac{kM}{|E|} - \frac{1}{2} \right) \]
\[ \geq -kM \max_{1/2 \leq s \leq 1/2 + 2\lambda/|\Omega|} |\Phi'(s)|. \]
Hence, (18) is established. It follows that
\[
\int_{E} \Phi \left( \rho + \frac{kM}{|E|} \right) - \Phi(\rho) \leq kM \left( \max_{1/2 \leq s \leq 4k/|\Omega|} |\Phi'(s)| + \max_{1/2 \leq s \leq 1/2+2k/|\Omega|} |\Phi'(s)| \right). \tag{19}
\]
Furthermore, we have
\[
\int_{\Omega} (\tilde{\rho} - \rho) w = -\int_{A} (\rho - M) w + \int_{E} kM \frac{|E|}{|E|} w
\]
and therefore
\[
\left| \int_{\Omega} (\tilde{\rho} - \rho) w \right| \leq 2kM \|w\|_{\infty}. \tag{20}
\]
From (17), (19) and (20) we conclude that
\[
F_{w}(\tilde{\rho}) - F_{w}(\rho) \leq \left( -\log M + \max_{1/2 \leq s \leq 4k/|\Omega|} |\Phi'(s)| + \max_{1/2 \leq s \leq 1/2+2k/|\Omega|} |\Phi'(s)| + 2\|w\|_{\infty} \right) kM.
\]
In particular, for large $M$ we have $F_{w}(\tilde{\rho}) - F_{w}(\rho) < 0$, as asserted. \Box

In view of Lemma 2, we can prove the existence part of Proposition 1:

**Proof of Proposition 1 (existence of a minimizer).** Fix $v \in E \cap L^{\infty}(\Omega)$ and consider the functional
\[
\mathcal{F}_{v}(\oplus \rho_{\alpha}) = \int_{I} F_{v}(\rho_{\alpha}) \mathcal{P}(d\alpha).
\]
In view of Lemma 1, $\mathcal{F}$ is convex and coercive on the closed convex subset $X_{+} = \{\oplus \rho_{\alpha} \in X : \rho_{\alpha} \geq 0, \int_{\Omega} \rho_{\alpha} = \lambda \text{ a.e. } \Omega \text{ for } \mathcal{P}-\text{a.e. } \alpha \in I\}$. In view of Lemma 2 and $\|\alpha v\|_{\infty} \leq \|v\|_{\infty}$, there exists a minimizing sequence $\oplus \rho_{\alpha}^{n}$ which is bounded in $L^{\infty}(I \times \Omega)$. In particular, $\oplus \rho_{\alpha}^{n}$ is bounded in $L^{p}(I \times \Omega)$ for all $p > 1$. It follows that there exists $\oplus \rho_{\alpha}^{*} \in L^{p}(I \times \Omega)$ such that $\oplus \rho_{\alpha}^{n} \rightharpoonup \oplus \rho_{\alpha}^{*}$ weakly in $L^{p}(I \times \Omega)$. By weak $L^{p}(I \times \Omega)$-lower semicontinuity of the convex functional $\mathcal{F}_{v}$, we conclude that
\[
\mathcal{F}_{v}(\oplus \rho_{\alpha}^{*}) \leq \liminf_{n} \mathcal{F}_{v}(\oplus \rho_{\alpha}^{n}).
\]
Since $\mathcal{L}(\cdot, v) = \mathcal{F}_{v}(\cdot) + \|\nabla v\|_{2}^{2}/2$, we conclude that $\oplus \rho_{\alpha}^{*}$ is the desired minimizer. \Box

**Lemma 3.** Let $\oplus \rho_{\alpha} \in \oplus \Gamma_{\lambda}$ and for every $\alpha \in I$ let
\[
E_{\alpha} = \{ x \in \Omega : \rho_{\alpha} = 0 \}.
\]
If there exists $J \subset I$ such that $\mathcal{P}(J) > 0$ and $|E_{\alpha}| > 0$ for all $\alpha \in J$, then there exists $\oplus \tilde{\rho}_{\alpha} \in \oplus \Gamma_{\lambda}$ such that $\tilde{\rho}_{\alpha} > 0$ for all $\alpha \in J$ and $\mathcal{L}(\oplus \tilde{\rho}_{\alpha}, v) < \mathcal{L}(\oplus \rho_{\alpha}, v)$.
Proof. Let $A_\alpha = \{ \rho_\alpha \geq \lambda / (2|\Omega|) \}$. We claim that

$$|A_\alpha| > 0. \quad (21)$$

Indeed, if this is not the case we have $\rho_\alpha < \lambda / (2|\Omega|)$ a.e. in $\Omega$ and hence

$$\lambda = \int_\Omega \rho_\alpha \leq |\Omega| \cdot \frac{\lambda}{2|\Omega|} = \frac{\lambda}{2},$$

a contradiction. In view of our assumption on $E_\alpha$ and (21), for all $\alpha \in J$ we define

$$\varphi_\alpha = \frac{1}{|E_\alpha|} \chi_{E_\alpha} - \frac{1}{|A_\alpha|} \chi_{A_\alpha}$$

and we set $\varphi_\alpha \equiv 0$ for $\alpha \notin J$. We note that

$$\int_\Omega \varphi_\alpha = 0.$$ We have, recalling the definition of $\varphi_\alpha$,

$$L(\oplus (\rho_\alpha + t_\alpha \varphi_\alpha), v) - L(\oplus \rho_\alpha, v)$$

$$= \iint_{I \times \Omega} \rho_\alpha (\log(\rho_\alpha + t_\alpha \varphi_\alpha) - \log \rho_\alpha)$$

$$+ \iint_{I \times \Omega} t_\alpha \varphi_\alpha (\log(\rho_\alpha + t_\alpha \varphi_\alpha) - 1) - \iint_{I \times \Omega} \alpha t_\alpha \varphi_\alpha v$$

$$= \iint_{J \times A_\alpha} \rho_\alpha \left( \log\left( \rho_\alpha - \frac{t_\alpha}{|A_\alpha|} \right) - \log \rho_\alpha \right) + \iint_{J \times A_\alpha} \frac{t_\alpha}{|E_\alpha|} \left( \log \left( \frac{t_\alpha}{|E_\alpha|} \right) - 1 \right)$$

$$- \iint_{J \times A_\alpha} \frac{t_\alpha}{|A_\alpha|} \left( \log\left( \rho_\alpha - \frac{t_\alpha}{|A_\alpha|} \right) - 1 \right) - \iint_{J \times A_\alpha} \alpha \frac{t_\alpha}{|E_\alpha|} v$$

$$+ \iint_{J \times A_\alpha} \alpha \frac{t_\alpha}{|A_\alpha|} v$$

$$= \int_J t_\alpha \left( \log \left( \frac{t_\alpha}{|E_\alpha|} \right) - 1 \right) + \int_{A_\alpha} \frac{\rho_\alpha}{t_\alpha} \log \left( 1 - \frac{t_\alpha}{|A_\alpha| \rho_\alpha} \right)$$

$$\quad - \frac{1}{|A_\alpha|} \int_{A_\alpha} \log\left( \rho_\alpha - \frac{t_\alpha}{|A_\alpha|} \right) - 1 - \alpha \frac{1}{|E_\alpha|} \int_{E_\alpha} v + \alpha \frac{1}{|A_\alpha|} \int_{A_\alpha} v \right).$$

In view of the elementary expansion $x^{-1} \log(1 + x) = 1 + O(x)$ as $x \downarrow 0$, we have

$$\int_{A_\alpha} \frac{\rho_\alpha}{t_\alpha} \log \left( 1 - \frac{t_\alpha}{|A_\alpha| \rho_\alpha} \right) = \frac{1}{|A_\alpha|} \int_{A_\alpha} \left[ 1 + O \left( \frac{t_\alpha}{|A_\alpha| \rho_\alpha} \right) \right].$$

We note that since $\rho_\alpha \geq \lambda / (2|\Omega|)$ on $A_\alpha$, by choosing $t_\alpha$ suitably small we may assume that $t_\alpha / (|A_\alpha| \rho_\alpha)$ is small. We conclude that

$$b_{1,\alpha}(t_\alpha) = \int_{A_\alpha} \frac{\rho_\alpha}{t_\alpha} \log \left( 1 - \frac{t_\alpha}{|A_\alpha| \rho_\alpha} \right).$$
is bounded with respect to \( t_a \). On the other hand, we have

\[
\frac{1}{|A_\alpha|} \int_{A_\alpha} \left( \log \left( \frac{\lambda}{2|\Omega|} - \frac{t_a}{|A_\alpha|} \right) - 1 \right) \leq \frac{1}{|A_\alpha|} \int_{A_\alpha} \left( \log \left( \frac{\rho_a - t_a}{|A_\alpha|} \right) - 1 \right) \leq \frac{1}{|A_\alpha|} \int_{A_\alpha} \log \rho_a \leq \frac{1}{|A_\alpha|} \int_{A_\alpha} \rho_a \leq \frac{\lambda}{|A_\alpha|}.
\]

We conclude that there exists \( c_\alpha = c_\alpha(\lambda, v) \) such that

\[
|\int_{A_\alpha} \left( 1 - \frac{t_a}{|A_\alpha|/\rho_a} \right) - \frac{1}{|A_\alpha|} \int_{A_\alpha} \left( \log \left( \frac{\rho_a - t_a}{|A_\alpha|} \right) - 1 \right) - \frac{\alpha}{|E_\alpha|} \int_{E_\alpha} v + \frac{\alpha}{|A_\alpha|} \int_{A_\alpha} v | \leq c_\alpha.
\]

For every \( \alpha \in J \), choosing \( 0 < t_a < |E_\alpha| \exp\{1 - c_\alpha\} \) we obtain

\[
\log \left( \frac{t_a}{|E_\alpha|} \right) - 1 + c_\alpha < 0
\]

and therefore

\[
L(\oplus(\rho_a + t_\alpha \phi_\alpha), v) - L(\oplus \rho_a, v) < 0,
\]

as asserted. \( \square \)

We denote by \( \oplus \rho_a \) the minimizer of \( L(\cdot, v) \) on \( \Gamma_\lambda \). In view of Lemma 3 we may assume that \( \rho_a > 0 \) a.e. in \( \Omega \) for \( P \)-a.e. \( \alpha \in I \). However, this condition is not sufficient to differentiate \( L \) at \( \rho_a \). Therefore, we derive the constraint (12) by the following direct arguments.

**Lemma 4.** The minimizer \( \oplus \rho_a \) satisfies the constraint (12).

**Proof.** Throughout this proof, for the sake of simplicity, we omit the underlining of \( \rho_a \).

We define

\[
F_{\alpha,n} = \{ \rho_a \geq 1/n \}.
\]

Then, for all \( \oplus \phi_\alpha \in L^\infty(I \times \Omega) \) such that \( \text{supp} \phi_\alpha \subset F_{\alpha,n}, \int_{\Omega} \phi_\alpha = 0, \|\phi_\alpha\|_\infty \leq 1/n \), and for all \( 0 < t < 1 \), we have \( \rho_a + t \phi_\alpha \in \Gamma_\lambda \), and consequently, by minimality of \( \oplus \rho_a \),

\[
L(\oplus(\rho_a + t \phi_\alpha), v) \geq L(\oplus \rho_a, v).
\]

We derive

\[
0 \leq \frac{1}{t} \left[ L(\oplus(\rho_a + t \phi_\alpha), v) - L(\oplus \rho_a, v) \right]
\]

\[
= \frac{1}{t} \left[ \int_{I \times F_{\alpha,n}} \{ (\rho_a + t \phi_\alpha)[\log(\rho_a + t \phi_\alpha) - 1] - \rho_a(\log \rho_a - 1) \} - t \alpha \phi_\alpha v \right].
\]

By the Mean Value Theorem applied to \( f(s) = s(\log s - 1) \) we have

\[
0 \leq \int_{I \times F_{\alpha,n}} \log(\rho_a + \theta(t, x, \alpha) t \phi_\alpha) \phi_\alpha - \int_{I \times F_{\alpha,n}} \alpha \phi_\alpha v
\]
with $0 < \theta(t, x, \alpha) < 1$. Taking limits as $t \to 0$, we derive

$$0 \leq \iint_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x$$

for all $\psi \in L^\infty(\Omega)$ with $\supp \psi \subset F_{\alpha,n}$, $\int_{\Omega} \psi \, \text{d}x = 0$, and $\|\psi\|_\infty \leq 1/n$. By considering $-\psi$, we conclude that

$$\iint_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x = 0$$

for all $\psi$ satisfying the above assumptions. It follows that for any $\psi \in L^\infty(\Omega)$ such that $\supp \psi \subset F_{\alpha,n}$,

$$\iint_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x = 0$$

for all $\psi$ satisfying the above assumptions. It follows that for any $\psi \in L^\infty(\Omega)$ such that $\supp \psi \subset F_{\alpha,n}$,

$$\iint_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x = 0$$

for all $\psi \in L^\infty(\Omega)$. We derive that

$$\iint_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x = \frac{1}{|\Omega|} \int_{\Omega} \psi \, \text{d}x \int_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x = 0$$

and, in turn, that

$$\iint_{I \times F_{\alpha,n}} [\log \rho - \alpha v] \psi \, \text{d}t \text{d}x = \frac{1}{|\Omega|} \int_{\Omega} \log \rho \, \text{d}x + \frac{\alpha}{|\Omega|} \int_{F_{\alpha,n}} \psi \, \text{d}x = 0$$

for all $\psi \in L^\infty(\Omega)$. It follows that

$$\log \rho - \alpha v = \frac{1}{|\Omega|} \int_{F_{\alpha,n}} \log \rho - \frac{\alpha}{|\Omega|} \int_{F_{\alpha,n}} v =: c_{\alpha,n}$$

on $F_{\alpha,n}$. Now, we observe that $F_{\alpha,n} \subset F_{\alpha,n+1}$, $\bigcup_n F_{\alpha,n} = \Omega \setminus E_\alpha$, and in view of Lemma 3 we have $|E_\alpha| = 0$. We conclude that $c_{\alpha,n}$ does not depend on $n$ and

$$\log \rho - \alpha v = \frac{1}{|\Omega|} \int_{\Omega} \log \rho - \frac{\alpha}{|\Omega|} \int_{\Omega} v = \frac{1}{|\Omega|} \int_{\Omega} \log \rho.$$

This, in turn, implies (12). \qed

**Proof of Proposition 1 completed.** We have already established (12). On the other hand, if $\rho = \lambda e^{\alpha v} / \int_{\Omega} e^{\alpha v}$, we have

$$\alpha v = \log \rho - \log \lambda + \log \int_{\Omega} e^{\alpha v},$$

and therefore, recalling that $\int_{\Omega} \rho = \lambda$,

$$\iint_{I \times \Omega} \alpha \rho \, \text{d}t \text{d}x = \iint_{I \times \Omega} \rho \, \text{d}t \text{d}x (\log \rho - 1) + \lambda \int_{I} \log \int_{\Omega} e^{\alpha v} - \lambda (\log \lambda - 1).$$

Inserting the above identity into $L$, we obtain (13). \qed
Proof of Theorem 1. By density, we have
\[
\inf_{\oplus \Gamma_\lambda \times E} \mathcal{L} = \inf_{\oplus \Gamma_\lambda \times (E \cap L^\infty(\Omega))} \mathcal{L}.
\]
The first equality in (7) is a direct consequence of (13). Hence, we are left to verify the second equality in (7), that is,
\[
\inf_{\oplus \Gamma_\lambda \times E} \mathcal{L} = \inf_{\oplus \Gamma_\lambda} \Psi.
\]
By density, we have
\[
\inf_{\oplus \Gamma_\lambda \times E} \mathcal{L} = \inf_{(\oplus \Gamma_\lambda \cap L^\infty(I \times \Omega)) \times E} \mathcal{L}, \quad \inf_{\oplus \Gamma_\lambda} \Psi = \inf_{\oplus \Gamma_\lambda \cap L^\infty(I \times \Omega)} \Psi.
\]
Let \( \oplus \rho_\alpha \in L^\infty(I \times \Omega) \). In view of the estimate
\[
\left| \int \int \rho_\alpha v \right| \leq \frac{1}{2\epsilon} \| \oplus \rho_\alpha \|_{L^\infty(I \times \Omega)}^2 + \frac{\epsilon}{2} \int |v|^2,
\]
it is readily seen that \( \mathcal{L}(\oplus \rho_\alpha, \cdot) \) is coercive on \( E \) for any \( \lambda \). Moreover, the minimum is attained at \( v = v_\lambda \) where
\[
v = G \star \int_I \alpha \rho_\alpha \mathcal{P}(d\alpha).
\]
Integration by parts and Fubini’s Theorem yield
\[
\int \Omega |\nabla v|^2 = \int \Omega \nabla G \star \int_I \alpha \rho_\alpha \mathcal{P}(d\alpha) \cdot \nabla G \star \int_I \beta \rho_\beta \mathcal{P}(d\beta) = \int I^2 \alpha \beta \int \Omega \rho_\alpha \mathcal{P}(d\alpha) \mathcal{P}(d\beta).
\]
On the other hand, we also have
\[
\int_I \int \rho_\alpha v = \int I \int \rho_\alpha G \star \int_I \beta \rho_\beta \mathcal{P}(d\beta) = \int I^2 \alpha \beta \int \Omega \rho_\alpha \mathcal{P}(d\alpha) \mathcal{P}(d\beta).
\]
We conclude that \( \mathcal{L}(\oplus \rho_\alpha, v) = \Psi(\oplus \rho_\alpha) \) and the second inequality in (7) follows.

Now, Theorem 1 is completely established. \( \Box \)

3. An approximation argument

This section is devoted to obtaining a sufficient condition for boundedness from below of the functional
\[
\Psi(\oplus \rho_\alpha) = \int_I \rho_\alpha \log \rho_\alpha \mathcal{P}(d\alpha) + \int I^2 A(\alpha, \beta) \int \Omega^2 \rho_\alpha(x) \log d(x, y) \rho_\beta(y) \mathcal{P}(d\alpha) \mathcal{P}(d\beta),
\]
as stated in Theorem 2.

Our aim is to approximate \( \mathcal{P} \) by atomic measures. More precisely, for a fixed interval \( J \subset I \) we define a sequence of atomic measures \( \mathcal{P}_n \) as follows. For every \( n \in \mathbb{N} \), let \( J_{i,n} \),
Let \( i = 1, \ldots, n \), be disjoint semi-closed intervals such that \( \sup_{i=1,\ldots,n} |J_{i,n}| \to 0 \) as \( n \to \infty \) and \( J = \bigcup_{i=1}^{n} J_{i,n} \). Let \( \alpha_{i,n} \in J_{i,n}, i = 1, \ldots, n \). We define
\[
\mathcal{P}_n = \sum_{i=1}^{n} \mathcal{P}(J_{i,n}) \delta_{\alpha_{i,n}}, \tag{22}
\]
where \( \delta_{\alpha} \) denotes the Dirac measure concentrated at \( \alpha \in J \). The following result holds.

**Lemma 5.** Let \( \mathcal{P} \) be a Borel probability measure on \( I = [-1, 1] \), let \( J \subset I \) be a fixed interval and let \( \mathcal{P}_n \) be defined by (22). Then:

(i) For every \( f \in C(J) \) we have
\[
\int_J f \, d\mathcal{P}_n \to \int_J f \, d\mathcal{P} \quad \text{as} \quad n \to \infty.
\]

(ii) For every \( g \in C(J^2) \) we have
\[
\iint_J g(\alpha, \beta) \mathcal{P}_n(d\alpha) \mathcal{P}_n(d\beta) \to \iint_J g(\alpha, \beta) \mathcal{P}(d\alpha) \mathcal{P}(d\beta).
\]

**Proof.** (i) We have
\[
\int_J f \, d\mathcal{P}_n = \sum_{i=1}^{n} f(\alpha_{i,n}) \mathcal{P}(J_{i,n}) = \int_J \sum_{i=1}^{n} f(\alpha_{i,n}) \chi_{J_{i,n}} \, d\mathcal{P}.
\]
Setting \( f_n = \sum_{i=1}^{n} f(\alpha_{i,n}) \chi_{J_{i,n}} \) we have \( \|f_n\| \leq \|f\| \). Moreover, for any \( \alpha \in J \) and any \( n \) let \( \alpha \in J_{j,n} \). By uniform continuity of \( f \) on \( J \) we have
\[
|f(\alpha) - f_n(\alpha)| \leq \text{osc}_{J_{j,n}} f \to 0
\]
as \( n \to \infty \). Here, \( \text{osc}_{J} f = \sup_{x,y \in J} |f(x) - f(y)| \). Now, the claim follows by standard Riemann integration arguments.

The proof of (ii) is similar. \( \square \)

Now, we strengthen the previous lemma as follows.

**Lemma 6.** Let \( J \subset I \) be a fixed interval and let \( f \in C(J) \) and \( g \in C(J^2) \). Then for every \( \eta > 0 \) there exists an \( n_\eta \in \mathbb{N} \) such that for all \( n \geq n_\eta \) and for all \( \omega_n \subset \{1, \ldots, n\} \) we have
\[
\left| \sum_{i \in \omega_n} \mathcal{P}(J_{i,n}) f(\alpha_{i,n}) - \int_{J_{\omega_n}} f \, d\mathcal{P} \right| < \eta, \tag{23}
\]
and
\[
\left| \sum_{i,j \in \omega_n} \mathcal{P}(J_{i,n}) \mathcal{P}(J_{j,n}) g(\alpha_{i,n}, \alpha_{j,n}) - \iint_{J_{\omega_n}^2} g(\alpha, \beta) \mathcal{P}(d\alpha) \mathcal{P}(d\beta) \right| < \eta, \tag{24}
\]
where \( J_{\omega_n} = \bigcup_{i \in \omega_n} J_{i,n} \).
Proof. We first prove (23). We have
\[
\sum_{i \in \omega_n} \mathcal{P}(J_{i,n}) f(\alpha_{i,n}) = \sum_{i \in \omega_n} f(\alpha_{i,n}) \int_{J_{i,n}} d\mathcal{P}
\]
and therefore
\[
\left| \sum_{i \in \omega_n} \mathcal{P}(J_{i,n}) f(\alpha_{i,n}) - \int_{J_{\omega_n}} f \, d\mathcal{P} \right| \leq \sum_{i \in \omega_n} \int_{J_{i,n}} |f - f(\alpha_{i,n})| \, d\mathcal{P}.
\]
Choosing \(n_\eta\) sufficiently large so that \(\sup_{i \in \{1, \ldots, n\}} \text{osc}_{J_{i,n}} f < \eta\) for all \(n \geq n_\eta\), and recalling that \(\mathcal{P}(J) \leq 1\), we conclude that
\[
\sum_{i \in \omega_n} \int_{J_{i,n}} |f - f(\alpha_{i,n})| \, d\mathcal{P} \leq \eta,
\]
and the claim follows. We now prove (24). As before, we have
\[
\sum_{i,j \in \omega_n} g(\alpha_{i,n}, \alpha_{j,n}) \mathcal{P}(J_{i,n}) \mathcal{P}(J_{j,n}) = \iint_{J_{\omega_n}^2} g(\alpha, \beta) \mathcal{P}_n(\, d\alpha \,) \mathcal{P}_n(\, d\beta)
\]
and therefore
\[
\left| \sum_{i,j \in \omega_n} \mathcal{P}(J_{i,n}) \mathcal{P}(J_{j,n}) g(\alpha_{i,n}, \alpha_{j,n}) - \iint_{J_{\omega_n}^2} g(\alpha, \beta) \mathcal{P}(\, d\alpha \,) \mathcal{P}(\, d\beta) \right|
\leq \sum_{i,j \in \omega_n} \iint_{J_{i,n} \times J_{j,n}} |g(\alpha_{i,n}, \alpha_{j,n}) - g(\alpha, \beta)| \, \mathcal{P}(\, d\alpha \,) \mathcal{P}(\, d\beta).
\]
Choosing \(n_\eta\) sufficiently large so that \(\sup_{i,j \in \{1, \ldots, n\}} \text{osc}_{J_{i,n} \times J_{j,n}} g < \eta\) for all \(n \geq n_\eta\), we conclude the proof. \(\Box\)

Now we consider the functional
\[
\Psi(\rho_1, \ldots, \rho_n) = \sum_{i=1}^{n} b_i \int_{\Omega} \rho_i \log \rho_i + \sum_{i,j=1}^{n} a_{ij} \int_{\Omega^2} \rho_i(x) \log d(x, y) \rho_j(y)
\]
where \((\rho_1, \ldots, \rho_n) \in \prod_{i=1}^{n} \Gamma_{\lambda_i}, (a_{ij})\) is a symmetric matrix with nonnegative entries and \(b_i > 0\) for every \(i = 1, \ldots, n\). The next result, which is essentially contained in [24], provides the optimal condition for boundedness below of \(\Psi\) in the subcritical case. Since we are interested in keeping track of the explicit values of the constants with respect to \(n\), we provide the proof.
**Proposition 2.** Suppose that there exists \( \varepsilon > 0 \) such that

\[
(2 - \varepsilon) \sum_{i \in J} b_i \lambda_i - \sum_{i,j \in J} a_{ij} \lambda_i \lambda_j \geq 0
\]

for all \( J \subset \{1, \ldots, n\} \). Then \( \Psi \) is bounded below on \( \prod_{i=1}^n \Gamma_{\lambda_i} \). Moreover, there exist \( \tau_{ij} \geq 0 \) such that \( \tau_{ij} + \tau_{ji} = 1 \) and

\[
\Psi(\rho_1, \ldots, \rho_n) \geq -|\Omega| \varepsilon \sum_{i=1}^n b_i - \sum_{i,j=1}^n \frac{a_{ij} \lambda_i \lambda_j - \tau_{ij} \lambda_i - \tau_{ji} \lambda_j}{2 - \varepsilon} C_{\Omega}(\varepsilon)
\]

for all \( \rho_1, \ldots, \rho_n \in \prod_{i=1}^n \Gamma_{\lambda_i} \), where \( C_{\Omega}(\varepsilon) > 0 \) is a constant depending on \( \varepsilon \) and \( \Omega \) only.

The constant \( C_{\Omega}(\varepsilon) \) is defined in the following lemma.

**Lemma 7** ([24]). For every \( \varepsilon > 0 \) there exists \( C_{\Omega}(\varepsilon) > 0 \) such that for every \( \tau \in [0, 1] \),

\[
(2 - \varepsilon) \int \int_{\Omega^2} F(x) \log \frac{1}{d(x, y)} G(y) \leq (1 - \tau) \int_{\Omega} F \log F + \tau \int_{\Omega} G \log G + C_{\Omega}(\varepsilon)
\]

for all \( F, G \in \Gamma_{\lambda}=1 \).

**Proof of Proposition 2.** We use Lemma 7 with \( F = \rho_i / \lambda_i, G = \rho_j / \lambda_j, \tau = 1 - \tau_{ij} \) in order to estimate the cross-term in the functional \( \Psi \) defined in (25). We have

\[
\int \int_{\Omega^2} \frac{\rho_i(x)}{\lambda_i} \log \frac{1}{d(x, y)} \frac{\rho_j(y)}{\lambda_j} \leq \frac{1}{2 - \varepsilon} \left[ \tau_{ij} \int_{\Omega} \frac{\rho_i}{\lambda_i} \log \frac{\rho_i}{\lambda_i} + \tau_{ji} \int_{\Omega} \frac{\rho_j}{\lambda_j} \log \frac{\rho_j}{\lambda_j} \right] + C_{ij}(\varepsilon).
\]

Multiplying by \( \lambda_i \lambda_j \) and recalling that \( \int_{\Omega} \rho_i = \lambda_i, \int_{\Omega} \rho_j = \lambda_j \), we derive

\[
\int \int_{\Omega^2} \rho_i(x) \log \frac{1}{d(x, y)} \rho_j(y) \leq \frac{1}{2 - \varepsilon} \left[ \tau_{ij} \lambda_j \int_{\Omega} \rho_i \log \frac{\rho_i}{\lambda_i} + \tau_{ji} \lambda_i \int_{\Omega} \rho_j \log \frac{\rho_j}{\lambda_j} \right] + \frac{\lambda_i \lambda_j C_{ij}(\varepsilon)}{2 - \varepsilon} = \frac{1}{2 - \varepsilon} \left[ \tau_{ij} \lambda_j \int_{\Omega} \rho_i \log \rho_i + \tau_{ji} \lambda_i \int_{\Omega} \rho_j \log \rho_j \right] + C_{ij}(\varepsilon),
\]

where

\[
C_{ij}(\varepsilon) = \frac{\lambda_i \lambda_j}{2 - \varepsilon} [C_{\Omega}(\varepsilon) - \tau_{ij} \log \lambda_i - \tau_{ji} \log \lambda_j].
\]
In view of symmetry of $a_{ij}$ and relabelling, we have

$$
\sum_{i,j=1}^{n} a_{ij} \int_{\Omega^2} \rho_i(x) \log \frac{1}{d(x, y)} \rho_j(y) \\
\leq \frac{1}{2 - \varepsilon} \sum_{i,j=1}^{n} a_{ij} \left( \tau_{ij} \lambda_j \int_{\Omega} \rho_i \log \rho_i + \tau_{ji} \lambda_i \int_{\Omega} \rho_j \log \rho_j \right) + \sum_{i,j=1}^{n} a_{ij} C_{ij}(\varepsilon) \\
= \frac{2}{2 - \varepsilon} \sum_{i,j=1}^{n} a_{ij} \tau_{ij} \lambda_j \int_{\Omega} \rho_i \log \rho_i + \sum_{i,j=1}^{n} a_{ij} C_{ij}(\varepsilon).
$$

Note that

$$
\sum_{i,j=1}^{n} a_{ij} C_{ij}(\varepsilon) = \frac{1}{2 - \varepsilon} \sum_{i,j=1}^{n} a_{ij} \lambda_i \lambda_j \left[ C_{ij}(\varepsilon) - \tau_{ij} \log \lambda_i - \tau_{ji} \log \lambda_j \right].
$$

Plugging this into (27) we estimate

$$
\Psi(\rho_1, \ldots, \rho_n) \geq \sum_{i=1}^{n} \left( b_i - \frac{2}{2 - \varepsilon} \sum_{j=1}^{n} a_{ij} \tau_{ij} \lambda_j \right) \int_{\Omega} \rho_i \log \rho_i - \sum_{i,j=1}^{n} a_{ij} C_{ij}(\varepsilon).
$$

We note that $\int_{\Omega} \rho_i \log \rho_i \geq -|\Omega|/e$. Therefore, $\Psi$ is bounded below on $\prod_{i=1}^{n} \Gamma_{\lambda_i}$ if there exist $(\tau_{ij})_{i,j}$ such that

$$
b_i - \frac{2}{2 - \varepsilon} \sum_{j=1}^{n} a_{ij} \tau_{ij} \lambda_j \geq 0 \quad \forall i = 1, \ldots, n.
$$

(27)

If (27) holds, then we have the lower bound

$$
\Psi(\rho_1, \ldots, \rho_n) \geq -\frac{|\Omega|}{e} \sum_{i=1}^{n} b_i - \sum_{i,j=1}^{n} a_{ij} C_{ij}(\varepsilon).
$$

Finding $(\tau_{ij})_{i,j}$ such that condition (27) holds is equivalent to the following problem:

$$
\begin{cases}
\tau_{ij} \geq 0, \\
\tau_{ij} + \tau_{ji} = 1, \\
2 \sum_{j=1}^{n} a_{ij} \tau_{ij} \lambda_i \lambda_j \leq (2 - \varepsilon) b_i \lambda_i.
\end{cases}
$$

(28)

Similarly to [24], we introduce new unknowns $x_{ij} = 2a_{ij} \tau_{ij} \lambda_i \lambda_j$ and new coefficients $d_{ij} = a_{ij} \lambda_i \lambda_j$, $c_i = (2 - \varepsilon) b_i \lambda_i$. Then a solution $(\tau_{ij})$ to (28) exists if and only if there
exists a solution \((x_{ij})\) to the problem
\[
\begin{align*}
    x_{ij} & \geq 0, \\
    x_{ij} + x_{ji} & = 2d_{ij}, \\
    \sum_{j=1}^{n} x_{ij} & \leq c_i.
\end{align*}
\] (29)

This is exactly Problem (P) in the Appendix of [24]. Hence, we may use the linear programming argument in [24, Proposition A.1] (see also [27]) in order to conclude that a solution to system (29) exists if and only if
\[
\sum_{i,j \in J} d_{ij} \leq \sum_{i \in J} c_i \quad \forall J \subset \{1, \ldots, n\}.
\]

By definition of \(d_{ij}\) and \(c_i\), the above is equivalent to (26).

We shall also need the following estimate concerning functions in the logarithmic space \(L log L()\). We note that it may be alternatively derived by duality from Lemma 7. The proof below uses standard rearrangement arguments.

**Lemma 8.** There exists a constant \(C > 0\) such that
\[
\left\| \int_{\Omega} |\log d(\cdot, y)| f(y) \, dy \right\|_{\infty} \leq C \left( 1 + \| f \|_{L log L(\Omega)} \right)
\] (30)
for all \(f \in L log L(\Omega)\).

**Proof.** For a fixed \(x \in \Omega\) we take a normal coordinate system on a geodesic disc \(B_r(x)\). Moreover, for every measurable function \(g\) defined on \(E \subset \Omega\) we denote by \(g^*\) the decreasing rearrangement of \(g\) defined on \((0, |E|)\). See, e.g., [2]. We note that the decreasing rearrangement of the function \(g(y) = |\log d(\cdot, y)|\) on \(E = B_r(x)\) is given by \(g^*(t) = \log \sqrt{\pi t} \), \(t \in (0, \pi r^2)\). Hence, by standard rearrangement properties,
\[
\int_{B_r(x)} |\log d(x, y)| f(y) \, dy = \int_{B_r(0)} |\log r| \leq \int_0^{\pi r^2} \log \sqrt{\pi t} f^*(t) \, dt.
\]

In view of Lemma 6.2, p. 243 in [2] we have
\[
\int_0^{\pi r^2} \log \sqrt{\pi t} f^*(t) \, dt \leq C \left( 1 + \| f \|_{L log L(\Omega)} \right).
\]

On the other hand,
\[
\int_{\Omega \cap B_r(x)} |\log d(x, y)| f(y) \, dy \leq C \| f \|_1 \leq C \| f \|_{L log L(\Omega)}.
\]

Hence, (30) is established.

Finally, we provide the proof of Theorem 2.
Proof of Theorem 2. For every $\oplus \rho_\alpha \in \oplus \Gamma_{\lambda_\alpha}$, using the discrete probability measure $P_n$ defined in (22) with $J = I$, we consider the discretized functional

$\Psi_n(\oplus \rho_\alpha) = \sum_{i=1}^{n} P(J_{i,n}) \int_\Omega \rho_{a_{i,n}} \log \rho_{a_{i,n}}$

$+ \sum_{i,j=1}^{n} A(a_{i,n}, a_{j,n}) P(J_{i,n}) P(J_{j,n}) \int_{\Omega_2} \rho_{a_{i,n}}(x) \log d(x, y) \rho_{a_{j,n}}(y).$

(31)

Note that $(\rho_{a_{i,n}})_{i=1}^{n} \in \prod_{i=1}^{n} \Gamma(\lambda_{a_{i,n}})$. Moreover, $\Psi_n$ has the form (25) with $b_i = P(J_{i,n})$, $a_{ij} = A(a_{i,n}, a_{j,n}) P(J_{i,n}) P(J_{j,n})$. In view of assumption (11) and Lemma 6 we take $\eta > 0$ with

$$\frac{\epsilon}{2} \int_{I} \lambda_{\alpha} P(d\alpha) > \eta.$$

We conclude that there exist $\epsilon > 0$ and $n_\epsilon \in \mathbb{N}$ such that

$$(2 - \epsilon/2) \sum_{i \in J} P(J_{i,n}) \lambda_{a_{i,n}} - \sum_{i,j \in J} A(a_{i,n}, a_{j,n}) P(J_{i,n}) P(J_{j,n}) \lambda_{a_{i,n}} \lambda_{a_{j,n}} \geq 0$$

for all $J \subset \{1, \ldots, n\}$ with $n \geq n_\epsilon$. Throughout the rest of this proof, we assume $n \geq n_\epsilon$. In view of Proposition 2 and recalling that $\sum_{i=1}^{n} P(J_{i,n}) \leq 1$, we conclude that $\Psi_n(\oplus \rho_\alpha) \geq -|\Omega|/\epsilon - C_n(\epsilon)$, where

$$C_n(\epsilon) = \frac{1}{2 - \epsilon} \sum_{i,j=1}^{n} A(a_{i,n}, a_{j,n}) P(J_{i,n}) P(J_{j,n}) \lambda_{a_{i,n}} \lambda_{a_{j,n}}$$

$$\times \left[ C_{\Omega}(\epsilon) - \tau_{ij} \log \lambda_{a_{i,n}} - \tau_{ji} \log \lambda_{a_{j,n}} \right]$$

for some $0 \leq \tau_{ij} \leq 1$. We note that in view of Lemma 5 we have

$$\sum_{i,j=1}^{n} A(a_{i,n}, a_{j,n}) P(J_{i,n}) P(J_{j,n}) \to \int_{I^2} A(\alpha, \beta) P(d\alpha) P(d\beta),$$

and therefore the constant $C_n(\epsilon)$ is uniformly bounded with respect to $n$. Hence, we may take limits. We recall that by assumption $\oplus \rho_\alpha \in C(I, L \log L(\Omega))$ and therefore $f(\alpha) = \int_{\Omega} \rho_\alpha \log \rho_\alpha$ is continuous on $I$. Letting $n \to \infty$ and using Lemma 5(i) we conclude that

$$\sum_{i=1}^{n} P(J_{i,n}) \int_{\Omega} \rho_{a_{i,n}} \log \rho_{a_{i,n}} = \int_{I} \int_{\Omega} \rho_\alpha \log \rho_\alpha P_n(d\alpha) \to \int_{I} \int_{\Omega} \rho_\alpha \log \rho_\alpha P(d\alpha).$$

On the other hand, in view of the assumption $\oplus \rho_\alpha \in C(I, L \log L)$ and Lemma 8 we derive that the function

$$g(\alpha, \beta) = \int_{\Omega^2} \rho_\alpha(x) \log d(x, y) \rho_\beta(y) \, dx \, dy$$
is continuous on $I^2$. Letting $n \to \infty$ and using Lemma 5(ii) we conclude that
\[
\sum_{i,j \in J} A(\alpha_{i,n}, \alpha_{j,n}) \mathcal{P}(J_{i,n}) \mathcal{P}(J_{j,n}) \int_{Q^2} \rho_{\alpha_{i,n}}(x) \log d(x, y) \rho_{\alpha_{j,n}}(y)
\]
\[
= \int_{J^2} A(\alpha, \beta) \int_{Q^2} \rho_{\alpha}(x) \log d(x, y) \rho_{\beta}(y) \mathcal{P}(d\alpha) \mathcal{P}(d\beta)
\]
\[
\to \int_{J^2} A(\alpha, \beta) \int_{Q^2} \rho_{\alpha}(x) \log d(x, y) \rho_{\beta}(y) \mathcal{P}(d\alpha) \mathcal{P}(d\beta).
\]

We conclude that $\tilde{\Psi}$ is bounded below on $\oplus \Gamma_\lambda$ if condition (11) holds for all $J \subset I$, $J$ a finite union of intervals. Since subintervals of $I$ form a base for the standard topology on $I$, we conclude that it is equivalent to assume that (11) holds for all Borel subsets $J \subset I$.

The proof of Theorem 2 is now complete. □

The proof of Theorem 3 relies on the observation that a kernel $A(\alpha, \beta)$ satisfying the sign condition (9) may be viewed as a “collaborating system with two blocks”, as defined in [25, Section 5.2].

**Proof of Theorem 3.** We rewrite
\[
\tilde{\Psi}(\oplus \rho_\alpha) = \tilde{\Psi}(\oplus_{\alpha \in I_+} \rho_\alpha) + \tilde{\Psi}(\oplus_{\alpha \in I_-} \rho_\alpha)
\]
\[
+ 2 \int_{I_+ \times I_-} A(\alpha, \beta) \int_{Q^2} \rho_{\alpha}(x) \log d(x, y) \rho_{\beta}(y) \mathcal{P}(d\alpha) \mathcal{P}(d\beta).
\]

In view of the sign assumption (9), we have $A(\alpha, \beta) \leq 0$ on $I_+ \times I_-$. Therefore, we estimate
\[
\int_{I_+ \times I_-} A(\alpha, \beta) \int_{Q^2} \rho_{\alpha}(x) \log d(x, y) \rho_{\beta}(y) \mathcal{P}(d\alpha) \mathcal{P}(d\beta)
\]
\[
= \int_{I_+ \times I_-} |A(\alpha, \beta)| \int_{Q^2} \rho_{\alpha}(x) \log \frac{1}{d(x, y)} \rho_{\beta}(y) \mathcal{P}(d\alpha) \mathcal{P}(d\beta)
\]
\[
\geq \log \frac{1}{\text{diam } \Omega} \int_{I_+ \times I_-} |A(\alpha, \beta)| \lambda_{\alpha} \lambda_{\beta} \mathcal{P}(d\alpha) \mathcal{P}(d\beta).
\]

It follows that $\tilde{\Psi}(\oplus \rho_\alpha)$ is bounded below on $\oplus \Gamma_\lambda$ if and only if $\tilde{\Psi}(\oplus_{\alpha \in I_+} \rho_\alpha)$ is bounded below on $\oplus_{\alpha \in I_+} \Gamma_{\lambda_{\alpha}}$ and $\tilde{\Psi}(\oplus_{\alpha \in I_-} \rho_\alpha)$ is bounded below on $\oplus_{\alpha \in I_-} \Gamma_{\lambda_{\alpha}}$. In view of Theorem 2 with $J = I_+$ and $J = I_-$, we derive the conclusion of Theorem 3. □

Finally, we provide the proof of Theorem 4.

**Proof of Theorem 4.** By Theorem 1, it is equivalent to obtain boundedness below of the functional
\[
\Psi(\oplus \rho_\alpha) = \int_{I \times \Omega} \rho_\alpha (\log \rho_\alpha - 1) - \frac{1}{2} \int_{I^2} \alpha \beta \int_{\Omega} \rho_{\alpha G \ast \rho_{\beta}} \mathcal{P}(d\alpha) \mathcal{P}(d\beta)
\]
on $\otimes \Gamma_\lambda$. In view of standard properties of the Green’s function on compact manifolds, we equivalently consider the functional

$$
\tilde{\Psi}(\otimes \rho_\alpha) = \int_I \int_{\Omega} \rho_\alpha \log \rho_\alpha \\
+ \frac{1}{4\pi} \int_I \int_{\Omega} \alpha \beta \int \int_{\Omega} \rho_\alpha(x) \log d(x, y) \rho_\beta(y) \, dx \, dy \, \mathcal{P}(d\alpha) \, \mathcal{P}(d\beta).
$$

Using Theorem 3 with $A(\alpha, \beta) = (4\pi)^{-1} \alpha \beta$ and $\lambda_\alpha = \lambda$ for all $\alpha \in I$, we derive that $\Psi$ is bounded below if there exists $\varepsilon > 0$ such that

$$(2 - \varepsilon)\lambda \mathcal{P}(J) - \lambda^2 \int_I \int J \alpha \beta \frac{\mathcal{P}(d\alpha) \, \mathcal{P}(d\beta)}{4\pi} \geq 0$$

for all Borel sets $J \subset I_+$ and $J \subset I_-$. At this point, it suffices to observe that

$$
\int_I \int J \alpha \beta \mathcal{P}(d\alpha) \, \mathcal{P}(d\beta) = \left( \int_I \alpha \mathcal{P}(d\alpha) \right)^2.
$$
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