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**Abstract.** In this article we study the interplay between algebro-geometric notions related to \(\pi\)-points and structural features of the stable Auslander–Reiten quiver of a finite group scheme. We show that \(\pi\)-points give rise to a number of new invariants of the AR-quiver on the one hand, and exploit combinatorial properties of AR-components to obtain information on \(\pi\)-points on the other. Special attention is given to components containing Carlson modules, constantly supported modules, and endo-trivial modules.
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**0. Introduction**

Let \(\mathcal{G}\) be a finite group scheme over an algebraically closed field \(k\) of characteristic \(p > 0\). In their recent articles [35, 36], Friedlander and Pevtsova have expounded the theories of \(p\)-points and \(\pi\)-points, which generalize and unify various concepts of rank varieties defined earlier. One new feature arising via this vantage point is the notion of Jordan type [37], providing new invariants for \(\mathcal{G}\)-modules that are finer than those given by rank varieties and support varieties. The ramifications of the additional information encoded in Jordan types are only beginning to be understood, even for the class of modules of constant Jordan type [10, 9].

Our investigations focus on two aspects that underscore the utility of this approach. Sections 1 through 4 are concerned with the behavior of Jordan types on the components of the stable Auslander–Reiten quiver \(\Gamma_\bullet(\mathcal{G})\) of the algebra of measures \(k\mathcal{G}\) of \(\mathcal{G}\). The results of the first three sections can be generalized to perfect fields, while those of Section 4 rest on \(k\) being algebraically closed. The last four sections employ \(\pi\)-points to define and study certain classes of modules and to determine their position within the AR-quiver.

Support varieties have played an important rôle in the investigation of the quiver \(\Gamma_\bullet(\mathcal{G})\). It therefore seems expedient to explore the interplay between Jordan types and the Auslander–Reiten theory of the group scheme \(\mathcal{G}\). Indeed, Jordan types turn out to
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provide new invariants for AR-components, enabling us to discern differences between components that cannot be detected via their support varieties. On the other hand, the Jordan types of all modules belonging to an Auslander–Reiten component may often be computed from the information corresponding to one single vertex.

In dealing with the AR-quiver, our main tools are subadditive functions on stable representation quivers, whose relevant properties are provided in Section 1. As we show in Section 2, \( \pi \)-points of \( \mathbb{G} \) define various additive functions on the so-called locally split components of the stable Auslander–Reiten quiver. By definition, the pull-backs of the almost split sequences of such components along any \( \pi \)-point are split exact. With the exception of some infinite tubes, all infinite AR-components are locally split, so that our methods usually apply whenever the representation-theoretic support of the ambient block of \( k \mathbb{G} \) has dimension at least 2. For these components we establish new invariants, all of which arise via \( \pi \)-points. In particular, we discuss the number of Jordan types of a module, the dominance order on \( \pi \)-points associated to an AR-component, and varieties of non-maximal supports.

For infinite tubes that are not locally split, the relevant functions are eventually ad-ditive, with their departure from additivity being controlled by the Cartan matrix \( A_{p-1} \) and the structure of certain induced modules modules that are defined by \( \pi \)-points corresponding to closed points of the support scheme \( \Pi(\mathbb{G}) \). As we show in Section 4, the structure of these components as well as the associated functions are completely understood in the cases where the group scheme \( \mathbb{G} \) is trigonalizable, or \( \mathbb{G} \) is reduced and the relevant component contains a module with a cyclic vertex.

Applications concerning three closely related classes of \( \mathbb{G} \)-modules, constantly supported modules, Carlson modules and endo-trivial modules, are the subject of the following three sections. In terms of the hierarchy given by their sets of Jordan types, constantly supported modules naturally follow the modules of constant Jordan type that were investigated in [10, 9]. In Section 5 we show that examples are given by direct summands of the Carlson modules \( L_\xi \), associated to non-nilpotent homogeneous elements of the even cohomology ring \( H^*(\mathbb{G}, k) \). This motivates the study of the \( L_\xi \) in the following section. Aside from their fundamental importance for theoretical purposes, Carlson modules are also of interest because their structure is closely reflected by their support varieties. For Carlson modules belonging to homogeneous non-nilpotent elements, we provide a sufficient condition for their indecomposability. In classical contexts, such as the first Frobenius kernels of semi-simple algebraic groups, it follows that these modules are usually quasi-simple. In particular, the almost split sequences originating in these \( L_\xi \) have an indecomposable middle term. If \( \xi \in H^2(\mathbb{G}, k) \setminus \{0\} \) is nilpotent, then the module \( L_\xi \) is indecomposable, of constant Jordan type and usually quasi-simple. For elements of odd degree, the set of Jordan types of \( L_\xi \) may have two elements and we show that \( L_\xi \) is indecomposable, provided \( \mathbb{G} \) possesses sufficiently many abelian unipotent subgroups of complexity \( \geq 2 \). Quillen’s dimension theorem implies that this condition is superfluous whenever \( \mathbb{G} \) corresponds to a finite group.

Endo-trivial modules were introduced by Dade [15, 16], who showed that, for abelian \( p \)-groups, these modules are stably isomorphic to the syzygies of the trivial module. In our context, endo-trivial modules are examples of modules of constant Jordan type that occur
in connection with decomposable Carlson modules of non-nilpotent type. In Section 6, we investigate AR-components containing endo-trivial modules and discuss Carlson’s construction [8] of such modules from the perspective of \( \pi \)-points.

In the final section, we enhance recent results of Carlson–Friedlander [9] by studying the Jordan types of certain finite algebraic groups of tame representation type. In particular, we determine the Jordan types of the indecomposable modules of the restricted enveloping algebra \( U_0(\mathfrak{sl}(2)) \) and classify its indecomposable endo-trivial modules.

1. Subadditive functions on stable translation quivers

Throughout this section, we shall be considering quivers \( \Gamma := (\Gamma_0, \Gamma_1) \) without loops or multiple arrows. For such a quiver \( \Gamma \), the set of arrows is given by a subset \( \Gamma_1 \subseteq \Gamma_0 \times \Gamma_0 \) of the Cartesian product of the set \( \Gamma_0 \) of vertices. We recall a few basic facts and definitions; the interested reader may consult [4, 50, 39, 40] for further details.

Given a vertex \( x \in \Gamma_0 \), we put
\[
x^+ := \{ y \in \Gamma_0; (x, y) \in \Gamma_1 \}, \quad x^- := \{ y \in \Gamma_0; (y, x) \in \Gamma_1 \},
\]
so that \( x^+ \) and \( x^- \) are the sets of successors and predecessors of the vertex \( x \), respectively.

The quiver \( \Gamma := (\Gamma_0, \Gamma_1) \) is referred to as \( \textit{locally finite} \) if \( x^+ \cup x^- \) is finite for every \( x \in \Gamma_0 \).

Henceforth all quivers are assumed to be \( \textit{locally finite} \).

Let \( \Gamma := (\Gamma_0, \Gamma_1) \) be a quiver. A \( \textit{valuation} \) of \( \Gamma \) is a map \( \nu : \Gamma_0 \times \Gamma_0 \to \mathbb{N}_0 \times \mathbb{N}_0 \) such that \( \Gamma_1 = \nu^{-1}(\mathbb{N} \times \mathbb{N}) \). The triple \((\Gamma_0, \Gamma_1, \nu)\) is then referred to as a \( \textit{valued quiver} \).

Homomorphisms of valued quivers are defined canonically.

An \( \textit{automorphism} \) \( \tau : \Gamma \to \Gamma \) is called a \( \textit{translation} \) if
\[
a^- = \tau(a)^+ \quad \forall a \in \Gamma_0.
\]
We then refer to \((\Gamma_0, \Gamma_1, \tau)\) as a \( \textit{stable translation quiver} \).

If \( \nu \) is a valuation of \((\Gamma_0, \Gamma_1)\) and \( \tau \) is a translation of \((\Gamma_0, \Gamma_1)\) such that
\[
\nu(\tau(b), a) = \Delta(\nu(a, b)) \quad \forall (a, b) \in \Gamma_1,
\]
where \( \Delta(m, n) = (n, m) \) for all \((m, n) \in \mathbb{N} \times \mathbb{N} \), then \((\Gamma_0, \Gamma_1, \nu, \tau)\) is a \( \textit{valued stable translation quiver} \).

By work of Riedtmann [50, Struktursatz] (see also [4, (4.15)]), a connected stable translation quiver \( \Gamma \) is of the form
\[
\Gamma \cong \mathbb{Z}[T_\Gamma]/G,
\]
where \( T_\Gamma \) is a directed tree and \( G \subseteq \text{Aut}(\mathbb{Z}[T_\Gamma]) \) is an admissible group. The isomorphism class of \( \Gamma \) is determined by the associated undirected tree \( \hat{T}_\Gamma \), the so-called \( \textit{tree class} \) of \( \Gamma \). We refer the reader to [4, (4.15,6)] for further details and just recall that a subgroup \( G \subseteq \text{Aut}(\Gamma) \) is \( \textit{admissible} \) if \(|G \cdot x \cap (\{ y \} \cup y^+)\| \leq 1 \) and \(|G \cdot x \cap (\{ y \} \cup y^-)\| \leq 1 \) for all \( x, y \in \Gamma_0 \).

The aforementioned result rests on the following construction of the orbit quiver \( \Gamma/G \) associated to an admissible subgroup \( G \subseteq \text{Aut}(\Gamma) \):
• By defining \((\Gamma/G)_1 := \{(x, \ell y) \in \Gamma_0/G \times \Gamma_0/G \}; there are \(a \in [x]\) and \(b \in [y]\) with \((a, b) \in \Gamma_1\), we endow \(\Gamma/G\) with the structure of a quiver.
• The map \(\tilde{v} : \Gamma_0/G \times \Gamma_0/G \rightarrow N_0 \times N_0\), given by \(\tilde{v}(x, y) = v(a, b)\) if \(a \in [x]\) and \(b \in [y]\) are such that \((a, b) \in \Gamma_1\), is a valuation, with the canonical map \(\pi : \Gamma \rightarrow \Gamma/G\) being a morphism of valued quivers.
• The map \(\tilde{\tau} : \Gamma_0/G \rightarrow \Gamma_0/G\), \(\tilde{\tau}(x) = [\tau(x)]\), is a translation such that \(\pi\) is a morphism of valued stable translation quivers.

The presence of subadditive functions on valued stable translation quivers significantly restricts the possible tree classes. Let \(pr_1 : N_0 \times N_0 \rightarrow N_0\) be the projection onto the first coordinate.

**Definition.** Let \((\Gamma_0, \Gamma_1, v, \tau)\) be a valued stable translation quiver. A function \(f : \Gamma_0 \rightarrow N_0\) is said to be **subadditive** if
\[
 f(y) + f(\tau(y)) \geq \sum_{x \in y^-} f(x) \cdot pr_1(\nu(x, y)) \quad \forall y \in \Gamma_0.
\]
The function \(f\) is referred to as **additive** if we have equality for every \(y \in \Gamma_0\).

For future reference we record the following basic properties:

**Proposition 1.1.** Let \(\Gamma := (\Gamma_0, \Gamma_1, v, \tau)\) be a connected valued stable translation quiver:

1. If \(f : \Gamma_0 \rightarrow N_0\) is a subadditive function with \(f \circ \tau = f\). Then either \(f = 0\), or \(f(x) > 0\) for every \(x \in \Gamma_0\).
2. Let \(f : \Gamma_0 \rightarrow N_0\) be an additive function with \(f \circ \tau = f\) and such that every other such function is an integral multiple of \(f\). Then \(f \circ g = f\) for every \(g \in \text{Aut}(\Gamma)\).

**Proof.** (1) We put \(X := \{x \in \Gamma_0; f(x) \neq 0\}\) and \(Y := \{x \in \Gamma_0; f(x) = 0\}\). It readily follows that \(X\) and \(Y\) are \(\tau\)-invariant. Let \(x \in X\) and \(y \in Y\). If \(x \in y^+\), then \(\tau(x) \in \tau(y)^+ = y^-\). Thus, the existence of an arrow between \(X\) and \(Y\) implies that there are \(x_1 \in X\) and \(y_1 \in Y\) such that \(x_1 \in y_1^-\). However, this yields
\[
 0 = 2f(y_1) \geq \sum_{x \in y_1^-} f(x) \cdot pr_1(\nu(x, y_1)),
\]
so that \(f(x_1) = 0\), a contradiction. Since \(\Gamma\) is connected, it follows that \(X = \Gamma_0\) or \(Y = \Gamma_0\).

(2) Let \(\mathcal{A}\) be the set of additive functions \(f : \Gamma_0 \rightarrow N\) satisfying \(f \circ \tau = f\). By assumption, we have \(\mathcal{A} = Nf_{\Gamma}\). The group \(\text{Aut}(\Gamma)\) of automorphisms of the stable valued translation quiver \(\Gamma\) acts on \(\mathcal{A}\) via
\[
 (g \cdot f)(x) := f(g^{-1}(x)) \quad \forall g \in \text{Aut}(\Gamma), \ f \in \mathcal{A}, \ x \in \Gamma_0.
\]
Given \(g \in \text{Aut}(\Gamma)\), there exists \(n(g) \in N\) with \(g \cdot f = n(g)f\). Consequently,
\[
 f_{\Gamma} = g^{-1} \cdot (g \cdot f_{\Gamma}) = n(g^{-1})n(g)f_{\Gamma},
\]
implying \(n(g) = 1\) for all \(g \in G\). \(\square\)

We recall that a **valued graph** is a pair \((I, d)\), consisting of a set \(I\) and a map \(d : I \times I \rightarrow N_0\), such that...
(1) \(d(i, i) = 0\) for all \(i \in I\).
(2) \(d(i, j) \neq 0 \iff d(j, i) \neq 0\).
(3) For each \(i \in I\), the set \(A(i) := \{ j \in I ; \ d(i, j) \neq 0 \}\) is finite.

One can equally well consider the Cartan matrix \(C(i, j) := 2\delta_{ij} - d(i, j)\) (cf. [39]). In the graphical presentation two vertices \(i\) and \(j\) are linked by a bond if \(d(i, j) \neq 0\), and we endow this bond with the valuation \(i \left( d(i, j), d(j, i) \right) j\).

Let \(T = (T_0, T_1)\) be a quiver. We define a stable translation quiver \(Z[T]\) by letting \(\mathbb{Z} \times T_0\) be the set of vertices. We have arrows

\[
(n, s) \to (n, t) \quad \text{and} \quad (n, t) \to (n + 1, s) \quad \forall n \in \mathbb{Z}
\]

for every arrow \(s \to t\) in \(T\). The translation is given by

\[
\tau : \mathbb{Z}[T] \to \mathbb{Z}[T], \quad (n, t) \mapsto (n - 1, t).
\]

Below is the stable representation quiver \(\mathbb{Z}[A_\infty]\), where \(A_\infty\) has \(\mathbb{N}\) as set of vertices and arrows \(n \to n + 1\) for every \(n \in \mathbb{N}\). The dotted arrows represent the translation.

\[
\begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\end{array}
\]

We let \(\tilde{A}_{p,q}\) be the quiver whose underlying graph is the circle with \(p+q\) vertices and with \(p\) consecutive clockwise oriented arrows and \(q\) consecutive counter-clockwise oriented arrows. Thus, \(\tilde{A}_{2,0} \cong \tilde{A}_{0,2}\) is an oriented 2-cycle.

**Lemma 1.2.** Let \(T\) be a quiver that does not contain a quiver of type \(\tilde{A}_{2,0}\). Then \(\langle \tau \rangle\) is an admissible subgroup of the automorphism group of the valued stable translation quiver \(\mathbb{Z}[T]\).

**Proof.** We put \(G := \langle \tau \rangle\) and note that \(G \cdot (n, x) = G \cdot (0, x)\) for all \((n, x) \in \mathbb{Z}[T]\). Let \((n_1, z_1), (n_2, z_2) \in G \cdot (0, x) \cap ((m, y)) \cup (m, y)^+\). Since \((n_1, z_1), (n_2, z_2) \in G \cdot (0, x)\), we have \(z_1 = z_2 = x\). Two cases arise:

(a) \((n_1, x), (n_2, x) \in (m, y)^+\). Then we have either \(n_1 = m\) and \(y \to x\), or \(n_1 = m + 1\) and \(x \to y\). Since \(T\) does not contain \(\tilde{A}_{2,0}\), the former alternative implies \(n_2 = m\), while the latter yields \(n_2 = m + 1\). In either case, we arrive at \((n_1, x) = (n_2, x)\), as desired.

(b) \((n_1, x) = (m, y)\). Since there is no arrow from \(x\) to \(x\), this readily implies \((n_2, x) = (m, y)\).

The inequality \(|G \cdot (0, x) \cap ((m, y)) \cup (m, y)^-| \leq 1\) follows analogously. \(\square\)
**Definition.** Let \((I, d)\) be a valued graph. A function \(f : I \to \mathbb{N}_0\) is called subadditive if
\[
2f(j) \geq \sum_{i \in I} f(i)d(i, j) \quad \text{for every } j \in I.
\]
We say that \(f\) is additive if equality holds for every \(j \in I\).

**Lemma 1.3.** Let \(\Gamma = (\Gamma_0, \Gamma_1, v, \tau)\) be a valued stable translation quiver such that \((\tau) \subseteq \text{Aut}(\Gamma)\) is admissible.

1. The function \(d : \Gamma_0/\langle \tau \rangle \times \Gamma_0/\langle \tau \rangle \to \mathbb{N}_0\), given by
\[
d([x], [y]) := \begin{cases} 
\text{pr}_1(\bar{v}([x], [y])) & \text{if } [x] \to [y], \\
0 & \text{otherwise},
\end{cases}
\]
endows \(\Gamma_0/\langle \tau \rangle\) with the structure of a valued graph.

2. If \(\Gamma\) is connected and \(f : \Gamma \to \mathbb{N}_0\) is a non-zero additive function with \(f \circ \tau = f\), then there exists an additive function \(\varphi : \Gamma/\langle \tau \rangle \to \mathbb{N}\) such that \(\varphi([x]) = f(x)\) for every \(x \in \Gamma_0\).

3. If \(\varphi : \Gamma/\langle \tau \rangle \to \mathbb{N}\) is an additive function, then
\[
f : \Gamma \to \mathbb{N}, \quad x \mapsto \varphi([x]),
\]
is an additive function on \(\Gamma\) such that \(f \circ \tau = f\).

**Proof.** (1) Since \((\tau)\) is admissible, we have \(d([x], [x]) = 0\) for all \([x] \in \Gamma_0/\langle \tau \rangle\). Let \([x] \in \Gamma_0/\langle \tau \rangle\) be given. Since the quiver \(\Gamma/\langle \tau \rangle\) is locally finite, it follows that \(d([x], [y]) \neq 0\) for only finitely many \([y] \in \Gamma_0/\langle \tau \rangle\). Finally, we assume that \(d([x], [y]) \neq 0\). Then \([x] \to [y]\), and by definition of \(\Gamma_0/\langle \tau \rangle\) there exist \(a \in [x], b \in [y]\) such that \(a \to b\). Thus, \(a \in b^{-} = \tau(b)^{+}\), so that \(\tau(b) \to a\). This implies \([y] \to [x]\) and \(d([y], [x]) \neq 0\).

(2) In view of Proposition 1.1, we have \(f(\Gamma_0) \subseteq \mathbb{N}\). Hence there is a function \(\varphi : \Gamma_0/\langle \tau \rangle \to \mathbb{N}\) with \(\varphi([x]) = f(x)\) for every \(x \in \Gamma_0\). According to (1) we obtain, for every \(y \in \Gamma_0\),
\[
2\varphi([y]) = f(y) + f(\tau(y)) = \sum_{x \in y^{-}} f(x) \text{pr}_1(\bar{v}(x, y))
\]
\[
= \sum_{[x] \in \Gamma_0/\langle \tau \rangle} \varphi([x]) d([x], [y]),
\]
so that \(\varphi\) is indeed additive.

(3) This follows directly from (\(\ast\)).

We conclude this section by discussing certain functions of stable translation quivers \(\Gamma\) of tree class \(A_\infty\) that will make an appearance in the next section. If \(x \in \Gamma_0\) is a vertex, then its distance to the end of \(\Gamma\) is referred to as the quasi-length \(q_\ell(x)\) of \(x\). Vertices of quasi-length \(1\) are often called quasi-simple. Given \(\ell \geq 1\), we let \(\Gamma_{(\ell)}\) be the full subquiver of \(\Gamma\), whose vertices have quasi-length \(\geq \ell\). A function \(f : \Gamma_0 \to \mathbb{N}_0\) is called eventually additive if there exists \(\ell \geq 1\) such that
\[
f(y) + f(\tau(y)) = \sum_{x \in y^{-}} f(x) \quad \forall y \in (\Gamma_{(\ell)})_0.
\]
The minimal \(\ell\) with this property will be denoted \(\ell(f)\).
Examples. (1) The additive functions are precisely those eventually additive functions with $\ell(f) = 1$.
(2) Every constant function $f \neq 0$ is eventually additive with $\ell(f) = 2$.
(3) The function $f : \Gamma_0 \to \mathbb{N}_0, x \mapsto q\ell(x) - 1$, is eventually additive with $\ell(f) = 2$.

For future reference, we record the following simple observation:

Lemma 1.4. Let $\Gamma = (\Gamma_0, \Gamma_1, \nu, \tau)$ be a valued stable translation quiver of tree class $\bar{T}_0 = A^\infty$. Let $f : \Gamma_0 \to \mathbb{N}_0$ be an eventually additive function such that $f \circ \tau = f$.

(1) Let $x_{\ell(f)}$ and $x_{\ell(f)-1}$ be two vertices of quasi-lengths $\ell(f)$ and $\ell(f)-1$, respectively. Then

$$f(x) = (f(x_{\ell(f)}) - f(x_{\ell(f)-1}))(q\ell(x) - \ell(f)) + f(x_{\ell(f)}) \quad \forall x \in (\Gamma_{\ell(f)})_0,$$

where we put $f(x_0) = 0$ in case $\ell(f) = 1$. If $f$ is bounded, then $f|_{(\Gamma_{\ell(f)-1})_0}$ is constant.

(2) If $f$ is subadditive such that

(a) $f(x_1) = f(x_2)$ for $x_i \in \Gamma_0$ with $q\ell(x_i) = i$, and
(b) $f(x) \geq f(x_1)$ for all $x, x_1 \in \Gamma_0$ with $q\ell(x_1) = 1$ and $q\ell(x) < \ell(f)$,

then $f$ is constant and $\ell(f) \leq 2$.

Proof. (1) Since $f$ is eventually additive with $f \circ \tau = f$, the map $f$ gives rise to a function $\varphi : A^\infty \to \mathbb{N}_0$ on the orbit graph of $\Gamma$ which satisfies $\varphi(n) = f(x)$ whenever $q\ell(x) = n$. The proof of Lemma 1.3 now yields

$$2\varphi(n) = \varphi(n + 1) + \varphi(n - 1) \quad \forall n \geq \ell(f),$$

so that

$$\varphi(n) = (\varphi(\ell(f)) - \varphi(\ell(f) - 1))(n - \ell(f)) + \varphi(\ell(f)) \quad \forall n \geq \ell(f).$$

(Here we define $\varphi(0) = 0$.) This readily yields the asserted formula. If $f$ is bounded, then $\ell(f) \geq 2$ and we obtain $\varphi(\ell(f)) - \varphi(\ell(f) - 1) = 0$, whence $\varphi(n) = \varphi(\ell(f) - 1)$ for all $n \geq \ell(f) - 1$. Consequently, $f|_{(\Gamma_{\ell(f)-1})_0}$ is constant.

(2) We are going to show $f(x) = f(x_1)$ by induction on $n := q\ell(x)$, the cases $n = 1, 2$ being trivial. Let $n \geq 3$. Since $f$ is subadditive and $\Gamma$ has tree class $A^\infty$, there exist vertices $y, z \in \Gamma_0$ of quasi-lengths $q\ell(y) = n - 1$ and $q\ell(z) = n - 2$ such that

$$f(x) \leq f(y) + f(\tau(y)) - f(z) = 2f(y) - f(z) = f(x_1),$$

with equality holding for $n \geq \ell(f)$. For $n < \ell(f)$, condition (b) yields the reverse inequality, so that $f$ is constant. In particular, $\ell(f) \leq 2$. \qed

2. Additive functions of $\pi$-points

Throughout, we let $k$ be an algebraically closed field of characteristic $\text{char}(k) = p > 0$ and consider a finite group scheme $\mathfrak{G}$ over $k$, whose coordinate ring and algebra of measures will be denoted $k[\mathfrak{G}]$ and $k\mathfrak{G}$, respectively. We shall identify $\mathfrak{G}$-modules and
$k\mathcal{G}$-modules and let $\text{mod}\, \mathfrak{g}$ be the category of finite-dimensional $\mathfrak{g}$-modules. If $K : k$ is a field extension, then $\mathcal{G}_K := \text{Spec}_K (k[\mathfrak{g}] \otimes_k K)$ denotes the extended group, whose algebra of measures is

$$K\mathfrak{g} := k\mathcal{G}_K \cong k\mathfrak{g} \otimes_k K.$$  

We refer the reader to [44] and [56] for background on group schemes and their representations.

Given $M \in \text{mod}\, \mathfrak{g}$, we write $M_K := M \otimes_k K$ for the corresponding $\mathcal{G}_K$-module. Let $T$ be an indeterminate over $k$ and put

$$\mathfrak{A}_{p,K} := k[T]/(T^p) \otimes_k K \cong k[T]/(T^p).$$

Following Friedlander–Pevtsova [36], we refer to a left flat algebra homomorphism $\alpha_K : \mathfrak{A}_{p,K} \to \mathcal{G}_K$ as a $\pi$-point if there exists an abelian, unipotent subgroup $\mathcal{U} \subseteq \mathcal{G}_K$ such that $\text{im}\, \alpha_K \subseteq \mathcal{U}$. Like any flat algebra homomorphism, $\alpha_K$ gives rise to a pull-back functor $\alpha_K^* : \text{mod}\, \mathcal{G}_K \to \text{mod}\, \mathfrak{A}_{p,K}$ which is exact and sends projectives to projectives. Two $\pi$-points $\alpha_K$ and $\beta_L$ are equivalent if $\alpha_K^*(M_K)$ projective $\Leftrightarrow \beta_L^*(M_L)$ projective for every $M \in \text{mod}\, \mathfrak{g}$. The set of equivalence classes will be denoted $\Pi(\mathfrak{g})$. Given $M$ in $\text{mod}\, \mathfrak{g}$, we let

$$\Pi(\mathfrak{g})_M := \{[\alpha_K] \in \Pi(\mathfrak{g}) ; \alpha_K^*(M_K) \text{ is not projective}\}$$

be the $\Pi$-support of $M$. In view of [36, (3.4), 5(3.6)] the sets $\Pi(\mathfrak{g})_M$ form the closed sets of a noetherian topology on $\Pi(\mathfrak{g})$ such that

$$\dim \Pi(\mathfrak{g})_M = \dim \mathcal{V}_{\mathfrak{g}}(M) - 1,$$

where $\mathcal{V}_{\mathfrak{g}}(M) \subseteq \text{MaxSpec}(H^0(\mathfrak{g}, k))$ is the cohomological support variety of the $\mathfrak{g}$-module $M$ (see [5, (5.7)] for the definition that also applies in our context).

Let $\alpha_K : \mathfrak{A}_{p,K} \to \mathcal{G}_K$ be a $\pi$-point. If $M \in \text{mod}\, \mathfrak{g}$, then $\alpha_K^*(M_K) \in \text{mod}\, \mathfrak{A}_{p,K}$ uniquely decomposes as

$$\alpha_K^*(M_K) \cong \bigoplus_{i=1}^p \alpha_{K,i}(M)[i],$$

where $[i]$ represents the (up to isomorphism) unique indecomposable $\mathfrak{A}_{p,K}$-module of dimension $i$. We will interpret the right-hand side as a base change of an $\mathfrak{A}_{p,k}$-module $N$, that is,

$$\alpha_K^*(M_K) \cong N_K,$$

with $N = \bigoplus_{i=1}^p \alpha_{K,i}(M)[i] \in \text{mod}\, \mathfrak{A}_{p,k}$. The isomorphism class of $N$ is the Jordan type of $M$ with respect to $\alpha_K$, denoted $\text{Jt}(M, \alpha_K)$.

Given a short exact sequence

$$\mathcal{E} : \quad (0) \to M' \to M \to M'' \to (0)$$

of $\mathfrak{g}_K$-modules, we write

$$\alpha_K^* (\mathcal{E}) : \quad (0) \to \alpha_K^*(M'_K) \to \alpha_K^*(M_K) \to \alpha_K^*(M''_K) \to (0).$$
If $M$ is a non-projective indecomposable $G$-$K$-module, then
\[ \mathcal{E}_M : \quad (0) \rightarrow N \rightarrow E \rightarrow M \rightarrow (0) \]
denotes the *almost split sequence* terminating in $M$. The reader is referred to [3, Chap. V] for the definition and basic properties of almost split sequences. We shall write $X \mid Y$ to indicate that $X$ is isomorphic to a direct summand of $Y$.

For future reference we record a few basic properties of the functor $M \mapsto \mathcal{E}_{M}$.

**Lemma 2.1.** Let $\Lambda$ be a finite-dimensional $k$-algebra, $K : k$ be a field extension, and $M$ be a finite-dimensional $\Lambda$-$K$-module.

1. If $M$ is indecomposable, then the $\Lambda_K$-module $M$ is indecomposable.
2. $M$ is projective if and only if $M$ is projective.
3. $\Omega_{\Lambda_K}(M) \cong \Omega_\Lambda(M)$. \[ \square \]

**Definition.** Let $M$ be a $G$-module, and $\alpha_K : \mathfrak{A}_{p,K} \rightarrow K\mathfrak{S}$ be a $\pi$-point. We say that $M$ is relatively $\alpha_K$-projective if $M \mid (K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} \alpha_K^*(M))$. The $G$-module $M$ is relatively $\alpha_K$-injective if $M \mid \text{Hom}_{\mathfrak{A}_{p,K}}(K\mathfrak{S}, \alpha_K^*(M))$.

**Remark.** Suppose that $M$ is a $G$-module such that $M \mid (K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} N)$ for some $\mathfrak{A}_{p,K}$-module $N$. Then there exists a split surjective homomorphism $\psi : K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} N \rightarrow M$ of $K\mathfrak{S}$-modules. Direct computation shows that the composite $\mu \circ \psi$ of the homomorphism $\psi : K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} N \rightarrow K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} \alpha_K^*(M)$, $a \otimes n \mapsto a \otimes \psi(1 \otimes n)$, with the canonical map $\mu : K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} \alpha_K^*(M) \rightarrow M$, $a \otimes m \mapsto a.m$, coincides with $\psi$. Hence $\mu$ is also split surjective. As a result, the following statements are equivalent:

- $M$ is relatively $\alpha_K$-projective.
- There exists an $\mathfrak{A}_{p,K}$-module $N$ such that $M \mid (K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} N)$.
- The map $\mu : K\mathfrak{S} \otimes_{\mathfrak{A}_{p,K}} \alpha_K^*(M) \rightarrow M$, $a \otimes m \mapsto a.m$, is split surjective.

The following subsidiary result, which elaborates on [10, (8.5)], is inspired by the modular representation theory of finite groups (see [4, (4.12.10)]).
Lemma 2.2. Let \( M \) be a non-projective indecomposable \( \mathcal{S} \)-module, and let \( \alpha_K : \mathcal{A}_{p,K} \to K \mathcal{S} \) be a \( \pi \)-point.

1. \( M \) is relatively \( \alpha_K \)-projective if and only if \( M_K | (K \mathcal{S} \otimes \mathcal{A}_{p,K} \{i\}) \) for some \( i \in \{1, \ldots, p-1\} \) with \( \alpha_{K,i}(M) \neq 0 \).

2. If \( M \) is relatively \( \alpha_K \)-projective, then \( M_K \) is cyclic, and \( \Pi(\mathcal{S})M = \{[\alpha_K]\} \).

3. \( M \) is relatively \( \alpha_K \)-projective if and only if the sequence \( \alpha_K^*(E_M \otimes_k K) \) does not split.

Proof. (1) In view of Lemma 2.1 and the above remark, this is a direct consequence of the Theorem of Krull–Remak–Schmidt.

(2) By (1), there exists \( i \in \{1, \ldots, p-1\} \) such that \( M_K | (K \mathcal{S} \otimes \mathcal{A}_{p,K} \{i\}) \). Consequently, \( M_K \) is cyclic, and a consecutive application of [36, (5.5)] and [10, (8.4)] implies \( \emptyset \neq \Pi(\mathcal{S})_K M \subseteq \Pi(\mathcal{S})_K M \otimes_{\mathcal{A}_{p,K}} \{i\} = \{[\alpha_K]\} \), so that \( \Pi(\mathcal{S})_K M = \{[\alpha_K]\} \). It readily follows that \( [\alpha_K] \in \Pi(\mathcal{S})_M \). Conversely, assume that \( \beta_L \) is a \( \pi \)-point of \( \mathcal{S} \) such that \( [\beta_L] \in \Pi(\mathcal{S})_M \). Consider a common extension field \( Q \) of \( L \) and \( K \). Then \( \beta_Q \) is a \( \pi \)-point of \( \mathcal{S} \) such that \( \beta_Q^*(M_K)Q \cong \beta_Q^*(M_Q) \cong \beta_L^*(M_L)Q \) is not projective. Consequently, \( [\beta_Q] \in \Pi(\mathcal{S})_M \), so that the \( \pi \)-points \( \alpha_K \) and \( \beta_Q \) of \( \mathcal{S} \) are equivalent. We conclude that \( \alpha_K \) and \( \beta_L \) are also equivalent, when considered as \( \pi \)-points of \( \mathcal{S} \), whence \( \Pi(\mathcal{S})_M = \{[\alpha_K]\} \).

(3) Let \( E_M : (0) \to N \to E \to M \to (0) \) be the almost split sequence terminating in \( M \). According to Lemma 2.1, the \( \mathcal{S}_K \)-module \( M_K \) is indecomposable and non-projective. Thanks to [45, (3.8)], the sequence

\[ E_M \otimes_k K : (0) \to N_K \to E_K \to M_K \to (0) \]

is the almost split sequence terminating in \( M_K \). We consider the canonical surjection \( \mu : K \mathcal{S} \otimes_{\mathcal{A}_{p,K}} \alpha_K^*(M_K) \to M_K, a \otimes m \mapsto am \). If this map does not split, then \( E_M \otimes_k K \) being almost split implies that there exists \( \omega : K \mathcal{S} \otimes_{\mathcal{A}_{p,K}} \alpha_K^*(M_K) \to E_K \) such that \( \pi \circ \omega = \mu \). The adjoint isomorphism \( \text{Hom}_{\mathcal{S}_K}(K \mathcal{S} \otimes_{\mathcal{A}_{p,K}} \alpha_K^*(M_K), -) \cong \text{Hom}_{\mathcal{A}_{p,K}}(\alpha_K^*(M_K), -) \circ \alpha_K^* \) thus provides a map \( \tilde{\omega} : \alpha_K^*(M_K) \to \alpha_K^*(E_K) \) with

\[ \alpha_K^*(\pi) \circ \tilde{\omega} = \text{id}_{\alpha_K^*(M_K)}. \]

Thus, if \( \alpha_K^*(E_M \otimes_k K) \) does not split, then \( M_K | (K \mathcal{S} \otimes_{\mathcal{A}_{p,K}} \alpha_K^*(M_K)) \), and \( M \) is relatively \( \alpha_K \)-projective.

Let \( M \) be relatively \( \alpha_K \)-projective. According to [3, (V1.3.6)], \( \alpha_K^*(E_M \otimes_k K) \) being split entails that \( E_M \otimes_k K \) is split. Since \( E_M \otimes_k K \) is almost split, this cannot happen, so that \( \alpha_K^*(E_M \otimes_k K) \) is non-split in that case. \( \square \)

Remarks. (1) Part (2) of the above lemma implies that the \( \pi \)-points \( \alpha_K : \mathcal{A}_{p,K} \to K \mathcal{S} \) for which a given \( \mathcal{S} \)-module \( M \) is relatively \( \alpha_K \)-projective give rise to closed points \( [\alpha_K] \in \Pi(\mathcal{S}) \). In view of [36, (4.7)], the class \( [\alpha_K] \) is therefore represented by some \( p \)-point \( \beta_K : \mathcal{A}_{p,K} \to k \mathcal{S} \).

(2) Let \( \alpha_K \in \Pi(\mathcal{S}) \) be a \( \pi \)-point such that \( [\alpha_K] \) is not closed. Then Lemma 2.2 implies that no non-projective direct summand \( N \) of the induced module \( K \mathcal{S} \otimes_{\mathcal{A}_{p,K}} \{i\} \) is defined over \( k \), that is, there does not exist a \( \mathcal{S} \)-module \( M \) with \( M_K \cong N \).
Lemma 2.2 could equally well be stated in terms of relatively injective modules. In particular, the sequence $\alpha_K^*(E_M \otimes_k K)$ does not split if and only if $M$ is relatively $\alpha_K$-injective.

We let $\Gamma_\tau(\mathcal{S})$ denote the **stable Auslander–Reiten quiver** of the Frobenius algebra $k\mathcal{S}$. By definition, $\Gamma_\tau(\mathcal{S})$ is a valued stable translation quiver whose vertices are the isoclasses of the non-projective indecomposable $\mathcal{S}$-modules. There is an arrow $X \rightarrow Y$ if $X$ is a direct summand of the middle term $E$ of the almost split sequence $E \rightarrow Y$. This arrow carries the valuation $(m, m)$ if $X$ occurs in $E$ with multiplicity $m$ (see [3, (V.1.3)]). The **Auslander–Reiten translation** $\tau_\mathcal{S}$ is given by $\tau_\mathcal{S} = 2 \circ \nu_\mathcal{S} = \nu_\mathcal{S} \circ 2$, where $\nu_\mathcal{S} := \text{Hom}_\mathcal{S}(-, k\mathcal{S})^*$ denotes the **Nakayama functor** of mod $\mathcal{S}$. By virtue of [3, (V.1.14)], $\tau_\mathcal{S}(M)$ is the initial term of the almost split sequence terminating in $M$.

Let $2 \subseteq 0_s(\mathcal{G})$ be a connected component. In view of [24, (3.1)], whose proof can be easily modified to cover our context, we have $5(\mathcal{G})_2 = 5(\mathcal{G})_N \forall M, N \in \Theta$.

Accordingly, we shall speak of the **$\pi$-support** $5(\mathcal{G})_\Theta$ of $\Theta$.

**Definition.** Let $\Theta \subseteq \Gamma_\tau(\mathcal{S})$ be a component. Given a $\pi$-point $\alpha_K : \mathcal{A}_{p,K} \rightarrow K\mathcal{S}$, we say that $\Theta$ is $\alpha_K$-split if the exact sequence $\alpha_K^*(E_M \otimes_k K)$ splits for every $M \in \Theta$.

By abuse of notation, we will write $f : \Theta \rightarrow \mathbb{N}_0$ for a function $f$ that is defined on the set of vertices of $\Theta$. If $N$ is an $\mathcal{A}_{p,K}$-module, then $N_{\text{pf}}$ denotes its projective-free part, that is, the direct sum of all non-projective indecomposable summands of $N$.

**Proposition 2.3.** Let $\Theta \subseteq \Gamma_\tau(\mathcal{S})$ be a component, and $\alpha_K : \mathcal{A}_{p,K} \rightarrow K\mathcal{S}$ be a $\pi$-point.

1. $\alpha_K^i \circ \tau_\mathcal{S} = \alpha_K^i$ for $i \in \{1, \ldots, p-1\}$.
2. If $\Theta$ is not $\alpha_K$-split, then $\Pi(\mathcal{S})_\Theta = \{[\alpha_K]\}$ and $\Theta$ is either finite or isomorphic to $\mathbb{Z}[A_\infty]/(\tau^n)$ for some $n \in \mathbb{N}$.
3. Given $m \in \{1, \ldots, p-1\}$, the function
   $$\psi_m : \Theta \rightarrow \mathbb{N}_0, \quad M \mapsto \sum_{i=1}^{m-1} i\alpha_K^i(M) + m \left( \sum_{i=m}^{p-1} \alpha_K^i(M) \right),$$
   is subadditive with $\psi_m \circ \tau_\mathcal{S} = \psi_m$.
4. Suppose that $\alpha_K^i : \Theta \rightarrow \mathbb{N}_0$ is additive for $1 \leq i \leq p-1$. Then $\Theta$ is $\alpha_K$-split.

**Proof.** (1) Let $\zeta : k\mathcal{S} \rightarrow k$ be the modular function of the Hopf algebra $k\mathcal{S}$. According to [31, (1.5)], the convolution $\mu := \zeta \ast \text{id}_k\mathcal{S}$ is a Nakayama automorphism of the Frobenius algebra $k\mathcal{S}$, so that $\nu_\mathcal{S}$ coincides with the pull-back functor $\mu^* : \text{mod } \mathcal{S} \rightarrow \text{mod } \mathcal{S}$, defined by $\mu$. 

Since \((\zeta \otimes \text{id}_K)|_{\mathfrak{U}^1} = \varepsilon_{\mathfrak{U}^1}\) for every unipotent subgroup \(\mathfrak{U} \subseteq \mathfrak{U}_K\) and \(\alpha_{K,i}\) factors through some unipotent subgroup \(\mathfrak{U} \subseteq \mathfrak{U}_K\), we have \((\mu \otimes \text{id}_K) \circ \alpha_{K,i} = \alpha_{K,i}\), whence \(\alpha_{K,i}^* \circ (\mu \otimes \text{id}_K)^* = \alpha_{K,i}^*\). As \(\alpha_{K,i}^*\) is exact and sends projectives to projectives, Lemma 2.1 implies
\[
\alpha_{K,i}^*(\tau_{\mathfrak{U}}(M_K)) \cong \alpha_{K,i}^*((\mu \otimes \text{id}_K)^*(\Omega^2_{\mathfrak{U}}(M_K))) \cong \alpha_{K,i}^*(\Omega^2_{\mathfrak{U}}(M_K))
\]
Observing \(\Omega^2_{\mathfrak{U}_{p,K}}([j]) \cong [j]\) for \(1 \leq j \leq p - 1\), we conclude that
\[
\Omega^2_{\mathfrak{U}_{p,K}}(\alpha_{K,i}^*(M_K)) \oplus (\text{proj.}) \cong \alpha_{K,i}^*(M_K).
\]
Consequently,
\[
\alpha_{K,i}^*(\tau_{\mathfrak{U}}(M_K)) \oplus (\text{proj.}) \cong \alpha_{K,i}^*(M_K) \oplus (\text{proj.}),
\]
so that \(\alpha_{K,i}(\tau_{\mathfrak{U}}(M)) = \alpha_{K,i}(M)\) for \(i \in [1, \ldots, p - 1]\).

(2) By assumption, there exists \(M \in \Theta\) such that the exact sequence \(\alpha_{K}^*(\mathcal{E}_M \otimes_k K)\) does not split. In view of (2) and (3) of Lemma 2.2, we have \(\Pi(\mathfrak{g})_{\Theta} = \Pi(\mathfrak{g})_{M} = \{[\alpha_{K,i}]\}\).

We may now apply [24, (3.3)] to see that \(\Theta\) is either finite or an infinite tube \(\mathbb{Z}[A\infty]/(t^n)\).

(3) We write \(\mathfrak{A}_{p,K} = K[1]\) with \(t^{p - 1} \neq 0 = t^p\). Let \(m \in [1, \ldots, p - 1]\). Given an \(\mathfrak{A}_{p,K}\)-module \(N\), we let \(t_N^m\) be the left multiplication on \(N\) effected by \(t^m\). Direct computation yields
\[
\ker t_N^m(\alpha_{K,i}(M_K)) = \bigoplus_{i=1}^{m-1} \alpha_{K,i}(M)[i] \oplus \left(\sum_{i=m}^{p} \alpha_{K,i}(M)[m]\right),
\]
so that
\[
\dim_K \ker t_N^m(\alpha_{K,i}(M_K)) = \psi_m(M) + m\alpha_{K,p}(M) \quad \forall M \in \mathfrak{g}.
\]
We denote the right-hand side by \(\varphi_m\) and consider a short exact sequence \((0) \rightarrow M' \rightarrow M \rightarrow M'' \rightarrow (0)\) of \(\mathfrak{g}\)-modules. Observing the left-exactness of kernels, we obtain
\[
\psi_m(M') \leq \psi_m(M') + \psi_m(M'') + m\alpha_{K,p}(M') + m\alpha_{K,p}(M'').
\]
For \(X \in \{M', M''\}\) we write \(\alpha_{K}^*(X_K) = \alpha_{K}^*(X_K)_{P} \oplus P_X\), with \(P_X\) projective. Then \((P_{M'} \oplus P_{M''}) | P_M\), so that
\[
\psi_m(M') + \psi_m(M'') = \psi_m(M') + \psi_m(M'') - m\alpha_{K,p}(M') - m\alpha_{K,p}(M'') \quad \geq \varphi_m(M) - m\alpha_{K,p}(M) = \psi_m(M).
\]
We therefore obtain
\[
\psi_m(M') + \psi_m(M'') = \psi_m(M') + \psi_m(M'') - m\alpha_{K,p}(M') - m\alpha_{K,p}(M'') \quad \geq \varphi_m(M) - m\alpha_{K,p}(M) = \psi_m(M).
\]
Consequently, \(\psi_m\) is subadditive on \(\Theta\) and (1) implies \(\psi_m \circ \tau_{\mathfrak{g}} = \psi_m\).

(4) Let \(M\) be an element of \(\Theta\), and consider the almost split sequence
\[
(0) \rightarrow N \rightarrow E \rightarrow M \rightarrow (0)
\]
terminating in $M$. Since each $\alpha_{K,i}$ is additive for $1 \leq i \leq p - 1$, we obtain

$$\alpha_K^*(M_K) = \alpha_K^*(N_K) \equiv \alpha_K^*(E_K).$$

For $X \in \{M, N, E\}$ we write $\alpha_K^*(X_K) = \alpha_K^*(X_K) \oplus P_X$, with $P_X$ projective. Then $(P_N \oplus P_M) | P_E$ and a comparison of dimensions yields $P_E \equiv P_M \oplus P_N$, so that

$$\alpha_K^*(M_K) \oplus \alpha_K^*(N_K) \equiv \alpha_K^*(E_K).$$

Consequently, the exact sequence

$$(0) \rightarrow \alpha_K^*(N_K) \rightarrow \alpha_K^*(E_K) \rightarrow \alpha_K^*(M_K) \rightarrow (0)$$

splits. As a result, the component $\Theta$ is $\alpha_K$-split.

We say that an AR-component $\Theta \subseteq \Gamma_s(\mathfrak{G})$ is regular if the middle terms of the almost split sequences terminating in the vertices of $\Theta$ have no non-zero projective summands. By general theory (cf. [3, (V.5.5)]), an almost split sequence, whose middle term has the principal indecomposable module $P$ as a direct summand, is isomorphic to the sequence

$$(0) \rightarrow \text{Rad}(P) \rightarrow P \oplus (\text{Rad}(P)/\text{Soc}(P)) \rightarrow P/\text{Soc}(P) \rightarrow (0).$$

Hence all but finitely many AR-components of $k\mathfrak{G}$ are regular.

By providing the converse to Proposition 2.3(4), the following basic result indicates the utility of those $\pi$-points $\alpha_K$ for which a component $\Theta$ is $\alpha_K$-split.

**Theorem 2.4.** Let $\Theta \subseteq \Gamma_s(\mathfrak{G})$ be a component, and $\alpha_K : \mathfrak{G}_p,K \rightarrow K\mathfrak{G}$ be a $\pi$-point such that $\Theta$ is $\alpha_K$-split.

1. For every $i \in \{1, \ldots, p - 1\}$, the map

$$\alpha_{K,i} : \Theta \rightarrow \mathbb{N}_0, \quad M \mapsto \alpha_{K,i}(M)$$

is an additive function on $\Theta$ such that $\alpha_{K,i} \circ \tau_{\mathfrak{G}} = \alpha_{K,i}$.

2. The map

$$\alpha_{K, < p} : \Theta \rightarrow \mathbb{N}_0, \quad M \mapsto \dim_k M - p\alpha_{K, p}(M),$$

is an additive function on $\Theta$ such that $\alpha_{K, < p} \circ \tau_{\mathfrak{G}} = \alpha_{K, < p}$.

3. The map

$$\alpha_{K, p} : \Theta \rightarrow \mathbb{N}_0, \quad M \mapsto \alpha_{K, p}(M),$$

is a subadditive function on $\Theta$, which is additive if and only if $\Theta$ is regular.

**Proof.** Let $M$ be a non-projective indecomposable $\mathfrak{G}$-module, and consider the almost split sequence

$$(0) \rightarrow \tau_{\mathfrak{G}}(M) \rightarrow E \rightarrow M \rightarrow (0)$$

terminating in $M$. Since $\Theta$ is $\alpha_K$-split, the sequence

$$(0) \rightarrow \alpha_K^*(\tau_{\mathfrak{G}}(M)_K) \rightarrow \alpha_K^*(E_K) \rightarrow \alpha_K^*(M_K) \rightarrow (0)$$

splits. As a result, the component $2$ is $\alpha_K$-split. $\square$
is split exact, so that the Theorem of Krull–Remak–Schmidt implies
\[ \alpha_{K,i}(E) = \alpha_{K,i}(\tau_0(M)) + \alpha_{K,i}(M) \]
for \( 1 \leq i \leq p \). Upon decomposing \( E \) into its indecomposable constituents \( E = n_1E_1 \oplus \cdots \oplus n_rE_r \oplus (\text{proj}) \) with \( E_i \not\cong E_j \) for \( i \neq j \), we obtain
\[ \alpha_{K,i}(E) = \sum_{j=1}^r n_j \alpha_{K,i}(E_j) \]
for \( i \leq p - 1 \), while
\[ \alpha_{K,p}(E) = \sum_{j=1}^r n_j \alpha_{K,p}(E_j) + \alpha_{K,p}(\text{proj}). \]

Consequently, \( \alpha_{K,i} \) is an additive function on \( \Theta \) for \( i \leq p - 1 \), while \( \alpha_{K,p} \) is a subadditive function, which is additive if and only if there is no middle term \( E \) such that \( E_K \) has a non-zero projective summand. Owing to Lemma 2.1, the functor \( M \mapsto M_K \) sends indecomposables to indecomposables and preserves and reflects projectives. Thus, \( E_K \) has a non-zero projective summand if and only if \( E \) does. As a result, \( \alpha_{p,K} \) is additive if and only if \( \Theta \) is regular.

Being a sum of additive functions, \( \alpha_{K,<p} = \sum_{i=1}^{p-1} \alpha_{K,i} \) is also additive. According to Proposition 2.3(1), the additive functions of (1) and (2) are \( \tau_0 \)-invariant. \( \Box \)

Setting \( \max \Theta := 0 \), we record the following consequence of the proof of Theorem 2.4:

**Corollary 2.5.** Let \( \Theta \cong \mathbb{Z}[A_{\infty}] / (t^n) \) be an infinite tube, and \( \alpha_K : \mathfrak{A}_{p,K} \rightarrow K \mathfrak{S} \) be a \( \pi \)-point with \( \Pi(\mathfrak{S})_{0} = \{ [\alpha_K] \} \). The functions \( \alpha_{K,i}, \psi_m : \Theta \to \mathbb{N}_0 \) are eventually additive for \( i, m \in \{1, \ldots, p-1\} \), with \( \ell(\alpha_{K,i}), \ell(\psi_m) \leq 1 + \max \{\ell(M) : \ M \text{ is relatively } \alpha_K \text{-projective}\} \).

**Proof.** Given \( i \in \{1, \ldots, p-1\} \), we put \( f := \alpha_{K,i} \). Owing to Lemma 2.2(1), at most finitely many \( M \in \Theta \) are relatively \( \alpha_K \)-projective. Hence setting
\[ \ell := 1 + \max \{\ell(M) : \ M \text{ is relatively } \alpha_K \text{-projective}\}, \]
we see that no \( M \in \Theta(\mathfrak{S}) \) is relatively \( \alpha_K \)-projective. The proof of Theorem 2.4 in conjunction with Lemma 2.2(3) now ensures that \( f \) is eventually additive with \( \ell(f) \leq \ell \). By the same token, the subadditive functions \( \psi_m \) are eventually additive with \( \ell(\psi_m) \leq \ell \). \( \Box \)

Let \( \Theta \subseteq \Gamma_\mathfrak{S}(\mathfrak{S}) \) be a component with \( \Pi(\mathfrak{S})_{0} = \{ [\alpha_K] \} \). If \( \Theta \subseteq \Gamma_\mathfrak{S}(\mathfrak{S}) \) is finite, then [24, (3.3)] ensures that the tree class \( T_\alpha \) is a finite Dynkin diagram. Since the corresponding Cartan matrix is invertible, \( f = 0 \) is the only \( \tau_0 \)-invariant additive function on \( \Theta \).

More specifically, consider the algebra \( k\mathfrak{G}_{\alpha(1)} \) associated to the first Frobenius kernel \( \mathfrak{G}_{\alpha(1)} \) of the additive group \( \mathfrak{G}_{\alpha} \). Then \( k\mathfrak{G}_{\alpha(1)} \) is isomorphic to \( \mathfrak{A}_{p,k} \) and \( \mathfrak{G}_{\alpha}(\mathfrak{G}_{\alpha(1)}) \) is connected. For every \( j \in \{1, \ldots, p\} \) there is an indecomposable module \( M_j \) of dimension \( j \), and the isomorphism \( \alpha_K : \mathfrak{A}_{p,k} \rightarrow k\mathfrak{G}_{\alpha(1)} \) gives \( \alpha_{K,i}(M_j) = \delta_{i,j} \). This shows that, for \( p \geq 3 \), none of the functions \( \alpha_{K,i} \) (\( 1 \leq i \leq p - 1 \)) is subadditive (see Proposition 1.1). For \( p = 2 \), the function \( \alpha_{K,1} = \psi_1 \) is subadditive.
Corollary 2.6. Suppose that $\dim \Pi(\mathfrak{g}) \geq 1$. Let $\Theta \cong \mathbb{Z}[A_\infty]/(\tau^n)$ be a periodic component of $\Gamma_\mathfrak{g}(\mathfrak{g})$ and $\alpha_\mathfrak{K}$ be a $\pi$-point. If there exist $\mathfrak{g}$-modules $M_1, M_2 \in \Theta$ with $q\ell(M_j) = j$ and $\dim_K \alpha_\mathfrak{K}^+(M_j)_K pf = p$ for $1 \leq j \leq 2$, then $\alpha_{\mathfrak{K},i} : \Theta_{((\alpha_\mathfrak{K},i)-1)} \to \mathbb{N}_0$ is constant for each $i \in \{1, \ldots, p-1\}$ and $\Theta$ contains a relatively $\alpha_\mathfrak{K}$-projective module.

Proof. Since $\Theta$ is a periodic component, we have $\dim \Pi(\mathfrak{g})_{\Theta} = 0$. It follows that $\Pi(\mathfrak{g}) \neq \Pi(\mathfrak{g})_{\Theta}$, and there exists a $\pi$-point $\beta_L$ such that $\beta_L^+(M_L)_L$ is projective for every $M \in \Theta$. Consequently, the dimension of every module $M \in \Theta$ is divisible by $p$, so that

$$p | \dim_K \alpha_\mathfrak{K}^+(M_K)_K pf = \psi_{p-1}(M)$$

for all $M \in \Theta$. Thanks to Proposition 2.3, the function $\psi_{p-1}$ is subadditive and satisfies $\psi_{p-1} \circ \tau_\mathfrak{g} = \psi_{p-1}$. Lemma 1.4(2) now yields

$$\psi_{p-1}(M) = p \quad \forall M \in \Theta.$$

In particular, each of the functions $\alpha_{\mathfrak{K},i} : \Theta \to \mathbb{N}_0$ $(1 \leq i \leq p-1)$ is bounded and a consecutive application of Corollary 2.5 and Lemma 1.4(1) now ensures that each $\alpha_{\mathfrak{K},i} : \Theta_{((\alpha_\mathfrak{K},i)-1)}$, is constant.

Since not all $\alpha_{\mathfrak{K},i}$ are identically zero, we conclude that at least one $\alpha_{\mathfrak{K},i}$ is not additive. A consecutive application of Theorem 2.4 and Lemma 2.2 now yields the existence of a vertex $M \in \Theta$ which is relatively $\alpha_\mathfrak{K}$-projective. 

\hfill $\Box$

3. Invariants of Auslander–Reiten components

In this section we show that various notions introduced in [10, 37] give rise to invariants of stable Auslander–Reiten components of $k \mathfrak{g}$. In view of Theorem 2.4, we shall focus on those components $\Theta \subseteq \Gamma_\mathfrak{g}(\mathfrak{g})$ that are $\alpha_\mathfrak{K}$-split for every $\pi$-point $\alpha_\mathfrak{K}$. Thanks to Lemma 2.2 and [24, (3.3)], the remaining components are either of the form $\mathbb{Z}[A_\infty]/(\tau^n)$ or are of finite Dynkin type, in which case their vertices form the non-projective modules of a block $\mathcal{B} \subseteq k \mathfrak{g}$ of finite representation type (see [3, (VI.1.4)]). In the following, we let $\Pi_0(\mathfrak{g})$ be the set of $\pi$-points of $\mathfrak{g}$.

Definition. A component $\Theta \subseteq \Gamma_\mathfrak{g}(\mathfrak{g})$ is called locally split if $\Theta$ is $\alpha_\mathfrak{K}$-split for every $\alpha_\mathfrak{K} \in \Pi_0(\mathfrak{g})$.

3.1. The fundamental invariants

Given a component $\Theta \subseteq \Gamma_\mathfrak{g}(\mathfrak{g})$, we define

$$\Pi_0(\mathfrak{g}, \Theta) := \{ \alpha_\mathfrak{K} \in \Pi_0(\mathfrak{g}); \Theta \text{ is } \alpha_\mathfrak{K}\text{-split} \}.$$

Our first result provides for every infinite component $\Theta \subseteq \Gamma_\mathfrak{g}(\mathfrak{g})$ a function $d^\Theta : \Pi_0(\mathfrak{g}, \Theta) \to \mathbb{N}_0^p$ on which our new invariants will depend.
Theorem 3.1.1. Let \( \Theta \subseteq \Gamma_s(\mathfrak{g}) \) be an infinite component. Then there exist an additive function \( f_\Theta : \Theta \to \mathbb{N} \) and a function \( d^{(\Theta)} : \Pi t(\mathfrak{g}, \Theta) \to \mathbb{N}_0^p \) with

\[
\alpha_{K,i}^p(M_K) = d^{(\Theta)}(\alpha_K)f_\Theta(M) \quad (1 \leq i \leq p - 1) \quad \text{and} \quad \alpha_{K,<p}^p(M_K) = d^{(\Theta)}_{p}(\alpha_K)f_\Theta(M)
\]

for every \( M \in \Theta \) and every \( \alpha_K \in \Pi t(\mathfrak{g}, \Theta) \).

Proof. According to [24, (3.2)], the tree class \( \bar{T}_\Theta \) is either a simply laced finite or infinite Dynkin diagram, a simply laced Euclidean diagram, or \( \tilde{A}_1 \). If \( \bar{T}_\Theta \) is a finite Dynkin diagram, then [24, (3.3)] implies that each vertex of \( \Theta \) is periodic, so that \( \Theta \) is finite. Consequently, the tree class \( \bar{T}_\Theta \) belongs to \( \{A_{\infty}, A_{\infty}^\infty, D_{\infty}, A_{12}, D_n, E_{6,7,8}\} \), with each tree carrying the standard valuation.

For each tree class \( \bar{T}_\Theta \) there exists an additive function \( \varphi_{\bar{T}_\Theta} : \bar{T}_\Theta \to \mathbb{N} \) such that any other additive function on \( \bar{T}_\Theta \) is an integral multiple of \( \varphi_{\bar{T}_\Theta} \) (cf. [3, p. 243ff] or [40, Thm. 2, Rem. p. 328]). We define

\[
f_{Z[\bar{T}_\Theta]} : Z[\bar{T}_\Theta] \to \mathbb{N}, \quad (n, x) \mapsto \varphi_{\bar{T}_\Theta}(x).
\]

By Lemmas 1.2 and 1.3, \( \bar{T}_\Theta \) is the orbit graph of \( Z[\bar{T}_\Theta] \), and Lemma 1.3(3) ensures that \( f_{Z[\bar{T}_\Theta]} \) is an additive function on \( Z[\bar{T}_\Theta] \) such that

\[
f_{Z[\bar{T}_\Theta]} \circ \tau = f_{Z[\bar{T}_\Theta]}.
\]

Moreover, any other additive function \( f : Z[\bar{T}_\Theta] \to \mathbb{N} \) with \( f \circ \tau = f \) is an integral multiple of \( f_{Z[\bar{T}_\Theta]} \).

The Riedtmann structure theorem [4, (4.15)] provides an admissible subgroup \( G \) of \( \text{Aut}(Z[\bar{T}_\Theta]) \) such that

\[
\Theta \cong Z[\bar{T}_\Theta]/G.
\]

Since \( G \) is admissible, the canonical projection map \( \pi : Z[\bar{T}_\Theta] \to \Theta \) is a covering of valued stable translation quivers, i.e., \( \pi \) induces bijections \( x^+ \xrightarrow{\tau} \pi(x)^+ \) and \( x^- \xrightarrow{\tau} \pi(x)^- \) for every \( x \in Z[\bar{T}_\Theta] \). Thanks to Proposition 1.1(2), we have \( f_{Z[\bar{T}_\Theta]} \circ \pi = f_{Z[\bar{T}_\Theta]} \) for every \( g \in G \). Consequently, there exists a function \( f_\Theta : \Theta \to \mathbb{N} \) with

\[
f_\Theta \circ \pi = f_{Z[\bar{T}_\Theta]}.
\]

As \( \pi \) a covering, \( f_\Theta \) is additive and any other additive function \( f : \Theta \to \mathbb{N} \) is an integral multiple of \( f_\Theta \).

Let \( \alpha_K \in \Pi t(\mathfrak{g}, \Theta) \) be a \( \pi \)-point. Since \( \Theta \) is \( \alpha_K \)-split, Theorem 2.4 ensures that each \( \alpha_{K,i} \) \((1 \leq i \leq p - 1)\) is an additive function, with \( \alpha_{K,i} \circ \tau_\Theta = \alpha_{K,i} \). In view of Proposition 1.1(1), we either have \( \alpha_{K,i} = 0 \) or \( \alpha_{K,i}(M) \in \mathbb{N} \) for every \( M \in \Theta \). We thus set \( d^{(\Theta)}_{p}(\alpha_K) = 0 \) whenever \( \alpha_{K,i} = 0 \).

Suppose that \( \alpha_{K,i} \neq 0 \). Since \( \alpha_{K,i} \circ \tau_\Theta = \alpha_{K,i} \), there exists \( d^{(\Theta)}_{p}(\alpha_K) \in \mathbb{N} \) with \( \alpha_{K,i} = d^{(\Theta)}_{p}(\alpha_K)f_\Theta \). The same reasoning yields the existence of \( d^{(\Theta)}_{p}(\alpha_K) \).

For future reference, we record a few special instances:
Corollary 3.1.2. Let $\Theta \subseteq \Gamma_s(\mathcal{S})$ be a component.

(1) If $\Theta$ has tree class $\check{T}_\Theta \cong A_\infty$, then

$$\alpha_{K,i}(M_K) = d^{\Theta}_i(\alpha_K) q^\ell(M) \quad \text{and} \quad \alpha_{K,<p}(M_K) = d^{\Theta}_p(\alpha_K) q^\ell(M)$$

for every $i \in \{1, \ldots, p-1\}$, every $M \in \Theta$ and every $\alpha_K \in \Pi(\mathcal{S}, \Theta)$.

(2) If $\check{T}_\Theta \cong A_{12}, A_{\infty}^\infty$, then

$$\alpha_{K,i}(M_K) = d^{\Theta}_i(\alpha_K) \quad \text{and} \quad \alpha_{K,<p}(M_K) = d^{\Theta}_p(\alpha_K)$$

for every $i \in \{1, \ldots, p-1\}$, every $M \in \Theta$ and every $\alpha_K \in \Pi(\mathcal{S})$.

Proof. (1) If $\Theta$ has tree class $A_\infty$, then $f_0(M) = q^\ell(M)$ for every $M \in \Theta$. Since $\Theta$ is infinite, our assertion follows from Theorem 3.1.1.

(2) According to [24, (3.3)], we have $\dim \Pi(\mathcal{S})_\Theta \geq 1$, so that $\Theta$ is locally split and $\Pi(\mathcal{S}, \Theta) = \Pi(\mathcal{S})$. Since $f_0 \equiv 1$ for $\check{T}_\Theta \cong A_{12}, A_{\infty}^\infty$ (cf. [40, Thm. 2, Rem. p. 328]), our assertion follows directly from Theorem 3.1.1. \(\square\)

3.2. Sets of Jordan types

Let $M$ be a $\mathcal{S}$-module. Then

$$\text{Jt}(M) := \{\text{Jt}(M, \alpha_K); \alpha_K \in \Pi(\mathcal{S})\}$$

is a finite set, the set of Jordan types of $M$. Following [10], we say that a $\mathcal{S}$-module $M$ has constant Jordan type, provided $\text{Jt}(M)$ is a singleton. In that case, we call $\text{Jt}(M)$ the Jordan type of $M$.

Our first application, which generalizes [10, (8.7)], provides a new invariant for locally split Auslander–Reiten components.

Corollary 3.2.1. Let $\Theta \subseteq \Gamma_s(\mathcal{S})$ be a locally split component. Then

$$|\text{Jt}(M)| = |\text{im} d^\Theta|$$

for every $M \in \Theta$.

Proof. Let $M$ be an element of $\Theta$, $\alpha_K, \beta_L \in \Pi(\mathcal{S})$ be $\pi$-points. Thanks to Theorem 3.1.1, we have $\text{Jt}(M, \alpha_K) = \text{Jt}(M, \beta_L)$ if and only if $d^\Theta(\alpha_K) = d^\Theta(\beta_L)$. Consequently, $|\text{Jt}(M)| = |\text{im} d^\Theta|$, as desired. \(\square\)

In view of Corollary 3.2.1, the presence of a module $M$ of constant Jordan type in a locally split component $\Theta$ implies that all modules of $\Theta$ have constant Jordan type. This is the content of [10, (8.7)], provided that $\dim \Pi(\mathcal{S}) \geq 1$. In the remaining case, $\Pi(\mathcal{S})$ is a singleton (cf. [10, (3.4)]), so that every $\mathcal{S}$-module has constant Jordan type (cf. [37, (4.10)])

Let $M$ be a $\mathcal{S}$-module, $\alpha_K : \mathcal{A}_{p,K} \to K\mathcal{S}$ be a $\pi$-point. Then the isomorphism class of

$$\bigoplus_{i=1}^{p-1} \alpha_{K,i}(M)[i] \in \text{mod} \mathcal{A}_{p,K}$$
is referred to as the stable Jordan type \( \text{StJt}(M, \alpha_K) \) of \( M \) with respect to \( \alpha_K \). We let \( \text{StJt}(M) \) be the set of stable Jordan types of \( M \). Obviously, a \( \mathcal{S} \)-module has constant Jordan type if and only if it has constant stable Jordan type.

**Corollary 3.2.2.** Suppose that \( \Theta \subseteq \Gamma_s(\mathcal{S}) \) is a component with \( \dim \Pi(\mathcal{S})_\Theta \geq 1 \) and \( \bar{T}_\Theta \not\sim A_\infty \). If \( \alpha_K \) is a \( \pi \)-point, then \( |\{\text{StJt}(M, \alpha_K); M \in \Theta\}| = |\text{im } f_{\Theta}| \leq 6 \).

**Proof.** According to [24, (3.2), (3.3)], the tree class of \( \Theta \) belongs to \( \{\hat{A}_{12}, \hat{D}_n, \hat{E}_{6,7,8}, A_\infty^\infty, D_\infty\} \). It follows from Theorem 3.1.1 that \( |\{\text{StJt}(M, \alpha_K); M \in \Theta\}| \) is equal to the cardinality of \( \text{im } f_{\Theta} \). According to [40, Thm.2, Rem. p. 328] this number is 1 for \( \bar{T}_\Theta = A_{12}, A_\infty^\infty \), 2 for \( \bar{T}_\Theta = \hat{D}_n, D_\infty \), 3 for \( \bar{T}_\Theta = \hat{E}_6; 4 \) for \( \bar{T}_\Theta = \hat{E}_7 \); and 6 for \( \bar{T}_\Theta = \hat{E}_8 \). \( \square \)

**Remark.** If \( \mathcal{S} = G_r \) is a Frobenius kernel of a reductive group \( G \), then the support of every component \( \Theta \subseteq \Gamma_s(G_r) \) of tree class \( \bar{T}_\Theta \not\sim A_\infty \) has dimension \( \dim \Pi(G_r)_\Theta \geq 1 \) and the trees \( \hat{E}_{6,7,8} \) do not occur (cf. [22, (4.1)]). Therefore \( |\{\text{StJt}(M, \alpha_K); M \in \Theta\}| \leq 2 \) for every component with \( \bar{T}_\Theta \not\sim A_\infty \).

Let \( \alpha_K \in \Pi(\mathcal{S}) \) be a \( \pi \)-point and \( M \in \text{mod } \mathcal{S} \) be a \( \mathcal{S} \)-module. Then

\[
\text{supp}_{\alpha_K}(M) := \{ i \in \{1, \ldots, p-1\}; \alpha_K,i(M) \neq 0 \}
\]

is the \( \alpha_K \)-support of \( M \). The following immediate consequence of Theorem 3.1.1 provides useful invariants for locally split components, enabling us to distinguish components having the same \( \pi \)-supports (cf. Corollary 8.1.2 below).

**Corollary 3.2.3.** Let \( \Theta \subseteq \Gamma_s(\mathcal{S}) \) be a component. If \( \alpha_K \in \Pi(\mathcal{S}, \Theta) \), then

\[
\text{supp}_{\alpha_K}(M) = \{ i \in \{1, \ldots, p-1\}; d_i^\Theta(\alpha_K) \neq 0 \}
\]

for every \( M \in \Theta \). \( \square \)

### 3.3. Dominance ordering and non-maximal supports

Let \( \alpha_K \) and \( \beta_L \) be \( \pi \)-points and \( M \in \text{mod } \mathcal{S} \) be a \( \mathcal{S} \)-module. In [37], the authors introduce a relation by setting

\[
\alpha_K \leq_M \beta_L \Leftrightarrow \dim_K \text{im } t^m_{\alpha_K}(M_K) \leq \dim_K \text{im } t^m_{\beta_L}(M_K) \quad \forall m \in \{1, \ldots, p\}.
\]

The proof of Proposition 2.3 readily yields

\[
\alpha_K \leq_M \beta_L \Leftrightarrow \sum_{i=j}^p (i-j)\alpha_K,i(M_K) \leq \sum_{i=j}^p (i-j)\beta_L,i(M_L), \quad 1 \leq j \leq p.
\]

In view of [14, (6.2.2)], this relation corresponds to the usual dominance ordering on the partitions of \( \dim M \), associated to \( \alpha_K^*(M_K) \) and \( \beta_L^*(M_L) \), respectively. More precisely,

\[
\alpha_K \sim_M \beta_L \Leftrightarrow \text{Jt}(M, \alpha_K) = \text{Jt}(M, \beta_L)
\]
defines an equivalence relation on $\Pi(\mathcal{G})$ and $\preceq_M$ is a partial ordering on the set of equivalence classes.

Our next result shows that the relation defined by an indecomposable module is an invariant of its stable AR-component.

**Proposition 3.3.1.** Let $\Theta \subseteq \Gamma_\mathcal{G}$ be a locally split component. If $\alpha_K$ and $\beta_L$ are $\pi$-points such that $\alpha_K \preceq_M \beta_L$ for some $M_0 \in \Theta$, then $\alpha_K \preceq_M \beta_L$ for all $M \in \Theta$.

**Proof.** According to Theorem 3.1.1, we can find $d^\Theta(p\alpha_K), d^\Theta(p\beta_L) \in \mathbb{N}_0$ such that $\gamma_i(M) = d^\Theta(p\alpha_K) f_\Theta(M) (1 \leq i \leq p - 1)$ and $\gamma_p(M) = d^\Theta(p\beta_L) f_\Theta(M)$ ($\gamma \in \{\alpha_K, \beta_L\}$), for all $M \in \Theta$. For any $\mathcal{G}$-module $M \in \Theta$, we have $\gamma_p(M) = \frac{1}{p} (\dim K - d^\Theta(p\beta_L) f_\Theta(M))$ and thus

$$\alpha_K \preceq_M \beta_L \iff \sum_{i=0}^{p-1} (i-j) d^\Theta(p\alpha_K) - \frac{p-j}{p} d^\Theta(p\beta_L) \leq \sum_{i=0}^{p-1} (i-j) d^\Theta(p\beta_L) - \frac{p-j}{p} d^\Theta(p\beta_L)$$

for $1 \leq j \leq p$. Since the right-hand side does not depend on $M$, our assertion follows. \qed

Let $M$ be a $\mathcal{G}$-module. We say that $\alpha_K \in \Pi(\mathcal{G})$ is maximal for $\preceq_M$ if $\beta_L \sim_M \alpha_K$ for every $\beta_L \in \Pi(\mathcal{G})$ with $\alpha_K \preceq_M \beta_L$. In [37], the authors introduce the variety of non-maximal supports. Given a $\mathcal{G}$-module $M$, we write

$$\tilde{\Pi}(\mathcal{G})_M := \{x \in \Pi(\mathcal{G}) \mid \text{there exists } \alpha_K \in x \text{ that is not maximal for } \preceq_M \}/$$

By [37, (5.2)], this set is a closed subspace of $\Pi(\mathcal{G})_M$, which coincides with $\Pi(\mathcal{G})_M$ if and only if $\Pi(\mathcal{G})_M = \tilde{\Pi}(\mathcal{G})_M$.

**Theorem 3.3.2.** Let $\Theta \subseteq \Gamma_\mathcal{G}$ be a component such that $\Pi(\mathcal{G})_\Theta = \Pi(\mathcal{G})$. Then $\tilde{\Pi}(\mathcal{G})_M = \tilde{\Pi}(\mathcal{G})_N$ for $M, N \in \Theta$.

**Proof.** We first assume that $\dim \Pi(\mathcal{G}) \geq 1$, so that $\Theta$ is locally split. Suppose that $x$ is not in $\tilde{\Pi}(\mathcal{G})_M$ and let $\alpha_K \in x$ be a $\pi$-point. Then $\alpha_K$ is maximal for $\preceq_M$. If $\beta_L \sim_N \alpha_K$ is another $\pi$-point, then Proposition 3.3.1 implies $\beta_L \succeq_M \alpha_K$, so that $Jt(M, \beta_L) = Jt(M, \alpha_K)$. As a result, $d^\Theta(p\beta_L) = d^\Theta(p\alpha_K)$, giving $Jt(N, \beta_L) = Jt(N, \alpha_K)$. We conclude that $\alpha_K$ is maximal for $\preceq_N$, whence $x \notin \tilde{\Pi}(\mathcal{G})_N$. Consequently, $\tilde{\Pi}(\mathcal{G})_N \subseteq \tilde{\Pi}(\mathcal{G})_M$, implying our assertion.

If $\dim \Pi(\mathcal{G}) = 0$, then [10, (3.4)] ensures that $\tilde{\Pi}(\mathcal{G})$ is a singleton. We may now apply [37, (4.10)] to see that every $\mathcal{G}$-module has constant Jordan type. Consequently, we have $\tilde{\Pi}(\mathcal{G})_M = \emptyset = \tilde{\Pi}(\mathcal{G})_N$ in that case. \qed

---

1 Note that our formula above differs from the one given in [10, §1], where the authors set $\alpha_K \preceq_M \beta_L \iff \sum_{i=0}^{p-1} i \alpha_{K,i}(M_K) \leq \sum_{i=0}^{p-1} i \beta_{L,i}(M_L)$ for $1 \leq j \leq p$. The choice $p = 3$ and $(\alpha_3, \alpha_2, \alpha_1) = (2, 0, 1), (\beta_3, \beta_2, \beta_1) = (1, 2, 0)$ defines two partitions $\alpha$ and $\beta$ of 7 such that $\alpha \geq \beta$ with respect to our definition, while the one of [10] leads to $\alpha \not\geq \beta$. 

4. Components containing relatively projective modules

Throughout this section, we are working over an algebraically closed ground field \( k \). We shall study stable AR-components \( \Theta \subseteq \Gamma_3(S) \) which are not locally split. According to Lemma 2.2 these are precisely those components that contain a relatively \( \alpha_K \)-projective \( S \)-module for some \( \alpha_K \in \Pi(S) \).

4.1. Quasi-simple relatively projective modules

In order to record detailed information on the functions \( \alpha_{K,i} : \Theta \to \mathbb{N}_0 \) for infinite components \( \Theta \subseteq \Gamma_3(S) \) that are not \( \alpha_K \)-split, we introduce the tridiagonal \( (p \times p) \)-matrix

\[
A := \begin{pmatrix}
2 & -1 & 0 & \ldots & 0 & 0 \\
-1 & 2 & -1 & \ldots & 0 & 0 \\
0 & -1 & 2 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 2 & -1 \\
0 & 0 & 0 & \ldots & -1 & 1 \\
\end{pmatrix}
\]

whose coefficients are denoted \( a_{ij} \). Note that the \( ((p-1) \times (p-1)) \)-principal minor of this matrix is just the Cartan matrix of the Dynkin diagram \( A_{p-1} \).

By Proposition 2.3, every infinite component \( \Theta \subseteq \Gamma_3(S) \) which is not locally split is of the form \( \Theta \cong \mathbb{Z}[A_{\infty}] / (\tau^n) \), so that we can speak of the quasi-length \( q_\ell(M) \) of a module belonging to \( \Theta \).

Proposition 4.1.1. Let \( \alpha_K : \mathfrak{A}_{p,K} \to K \) be a \( \pi \)-point, and \( \Theta \subseteq \Gamma_3(S) \) be an infinite component such that

(a) \( \Theta \) is not \( \alpha_K \)-split,

(b) if \( N \in \Theta \) is relatively \( \alpha_K \)-projective, then \( q_\ell(N) = 1 \).

Then there exist a vector \( (n_1, \ldots, n_{p-1}) \in \mathbb{N}_0^{p-1} \setminus \{0\} \) and a quasi-simple module \( M \in \Theta \) such that

\[
\alpha_{K,i}(X) = \left( \alpha_{K,i}(M) - \sum_{j=1}^{p-1} a_{ij}n_j \right) q_\ell(X) + \sum_{j=1}^{p-1} a_{ij}n_j, \quad 1 \leq i \leq p-1,
\]

for every \( X \in \Theta \).

Proof. Given \( i \in \{1, \ldots, p\} \), we put \( N_i := K \otimes \mathfrak{A}_{p,K} [i] \). Conditions (a) and (b) in conjunction with Lemma 2.2 ensure the existence of a quasi-simple module \( M \in \Theta \) that is relatively \( \alpha_K \)-projective. We define \( n_i \in \mathbb{N}_0 \) to be the multiplicity of \( M_K \) in \( N_i \), that is,

\[
N_i \cong n_i M_K \oplus N'_i \quad \text{with} \quad M_K \nmid N'_i.
\]

Thanks to Lemma 2.2(1), at least one of the \( n_i \) is not zero. Since \( M_K \) is not projective, we have \( n_p = 0 \).

We consider the almost split sequence

\[
\mathcal{E}_M : \quad (0) \to \tau(S)(M) \to E \to M \to (0)
\]
terminating in $M$. Since $k$ is algebraically closed, [45, (3.8)] ensures that
$$E \otimes_k K : (0) \to \tau_\Omega(M)_K \to E_K \to M_K \to (0)$$
is an almost split sequence terminating in $M_K$. Let $\phi : N_1 \to M_K$ be a homomorphism and write $\phi = (\phi_1, \ldots, \phi_{n_1}, \phi')$ with $\phi_i \in \text{End}_{\Omega_k}(M_k)$ for $1 \leq t \leq n_1$ and $\phi'$ in $\text{Hom}_{\Omega_k}(N'_t, M_K)$. Then $\phi$ is split surjective if and only if $\phi' \notin \text{Rad}(\text{End}_{\Omega_k}(M_k))$ for some $t \in [1, \ldots, n_1]$. Since $E \otimes_k K$ is almost split, we obtain an exact sequence

$$(0) \to \text{Hom}_{\Omega_k}(N_1, \tau_\Omega(M)_K) \to \text{Hom}_{\Omega_k}(N_1, E_K) \to n_1 \text{Rad}(\text{End}_{\Omega_k}(M_k)) \oplus \text{Hom}_{\Omega_k}(N'_t, M_K) \to (0)$$

for every $i \in [1, \ldots, p]$. As $k$ is algebraically closed, the right-hand term above has dimension $\dim_k \text{Hom}_{\Omega_k}(N_1, M_K) - n_1$ and Frobenius reciprocity implies

$$\dim_k \text{Hom}_{\Omega_k}([i], \alpha^*_k(M_K)) = \dim_k \text{Hom}_{\Omega_k}([i], \alpha^*_k(M_K)) + \dim_k \text{Hom}_{\Omega_k}([i], \alpha^*_k(\tau_\Omega(M)_K)) - n_1.$$

From the formula

$$\dim_k \text{Hom}_{\Omega_k}([s], [t]) = \min(s, t) \quad \forall s, t \in [1, \ldots, p]$$

we get

$$\sum_{\ell=1}^p \min[i, \ell] \alpha_{K, \ell}(E) = \sum_{\ell=1}^p \min[i, \ell] (\alpha_{K, \ell}(M) + \alpha_{K, \ell}(\tau_\Omega(M))) - n_i, \quad 1 \leq i \leq p.$$

Let $B := (\min[i, \ell])_{1 \leq i, \ell \leq p} \in \text{Mat}_p(\mathbb{Z})$ and $n = (n_1, \ldots, n_p)^t \in \mathbb{Z}^p$. The above identities then amount to

$$Bx = By - n,$$

where

$$x := (\alpha_{K, 1}(E), \ldots, \alpha_{K, p}(E))^t,$$

$$y := (\alpha_{K, 1}(M) + \alpha_{K, 1}(\tau_\Omega(M)), \ldots, \alpha_{K, p}(M) + \alpha_{K, p}(\tau_\Omega(M)))^t.$$
Now suppose that \( i \leq p - 1 \). Proposition 2.3(1) yields \( \alpha_{K,i} \circ \tau_\Omega = \alpha_{K,i} \), while Corollary 2.5 and condition (b) ensure that \( \ell(\alpha_{K,i}) \leq 2 \). Thus, if \( \sum_{j=1}^{p-1} a_{ij}n_j = 0 \), then \( \alpha_{K,i} \) is additive, and our assertion follows from Lemma 1.4. Alternatively, \( \ell(\alpha_{K,i}) = 2 \), and Lemma 1.4 implies
\[
\alpha_{K,i}(X) = (\alpha_{K,i}(M_2) - \alpha_{K,i}(M))(q\ell(X) - 2) + \alpha_{K,i}(M_2)
\]
for every \( X \in \Theta \).

\[\square\]

Remarks. (1) Suppose that \( \Theta \cong \mathbb{Z}[A_\infty]/(\tau) \) is a homogeneous tube. If \( E = M_2 \oplus P \), with \( P \neq (0) \), then \( M \cong P/\text{Soc}(P) \) and \( M \cong \tau_\Omega(M) \cong \text{Rad}(P) \) (see \([3, (V.5.5)]\)). Thus, \( \text{Rad}(P) \cong P/\text{Soc}(P) \) and the block \( \mathfrak{B} \subset K \) containing \( P \) is a Nakayama algebra. Hence \( \Theta \) is finite, a contradiction. It now follows from (9) that the formula of Proposition 4.1.2 also holds for \( i = p \).

(2) The foregoing result can be stated more formally by letting \( n_j(M, \alpha_K) \) be the multiplicity of \( M_K \) as a summand of \( K \mathfrak{S} \otimes A_p, K [j] \). As noted in \([24, (3.2)]\), there is an isomorphism
\[
\tau_\Omega(K \mathfrak{S} \otimes A_p, K [j]) \oplus (\text{proj.}) \cong K \mathfrak{S} \otimes A_p, K [j],
\]
whence \( n_j(M, \alpha_K) = n_j(\tau_\Omega(M), \alpha_K) \) for \( 1 \leq j \leq p - 1 \). Thus, Proposition 4.1.1 holds for every quasi-simple module \( M \in \Theta \).

Let \( \Theta \subset \Gamma_s(\mathfrak{S}) \) be an infinite component that is not \( \alpha_K \)-split for some \( \pi \)-point \( \alpha_K \) in \( \Pi(\mathfrak{S}) \). The utility of the above result crucially depends on

(a) all relatively \( \alpha_K \)-projective modules \( M \in \Theta \) being quasi-simple, and

(b) the knowledge of the multiplicity \( n_j \) of \( M_K \) as a summand of \( K \mathfrak{S} \otimes A_p, K [j] \) for \( 1 \leq j \leq p - 1 \).

Proposition 4.1.3 below addresses these issues for relatively \( \alpha_K \)-projective modules whose tops contain one-dimensional modules. We begin with the following easy observation:

**Lemma 4.1.2.** Let \( \alpha_K \in \Pi(\mathfrak{S}) \) be a \( \pi \)-point and \( j \in \{1, \ldots, p\} \). If \( S \) is a simple \( \mathfrak{S} \)-module, then \( S_K \) is a simple \( S_K \)-module that occurs in \( \text{Top}_\mathfrak{S} (K \mathfrak{S} \otimes A_p, K [j]) \) with multiplicity \( \dim_K \ker \tau_\Omega^j(\alpha_K(S_K)) \).

**Proof.** Since \( k \) is algebraically closed, we have \( \text{End}_\mathfrak{S}(S) \cong k \), whence \( \text{End}_\mathfrak{S}(S_K) \cong K \otimes_k K \cong K \). Hence \( S_K \) is simple, and Frobenius reciprocity implies
\[
\text{Hom}_\mathfrak{S}(K \mathfrak{S} \otimes A_p, K [j], S_K) \cong \text{Hom}_A(\mathfrak{S}, (j), \alpha^*_K(S_K)).
\]
Since \( \dim_K \text{End}_\mathfrak{S}(S_K) = 1 \), the dimension of the former space counts the multiplicity of \( S_K \) in \( \text{Top}_\mathfrak{S} (K \mathfrak{S} \otimes A_p, K [j]) \). Writing \( \alpha^*_K(S_K) \cong \bigoplus_{i=1}^p \alpha_{K,i}(S)[i] \), we obtain \( \dim_K \text{Hom}_A(\mathfrak{S}, (j), \alpha^*_K(S_K)) = \sum_{i=1}^p \min(i, j) \alpha_{K,i}(S) \). As observed in the proof of Proposition 2.3, the latter number coincides with \( \dim_K \ker \tau_\Omega^j(\alpha_K(S_K)) \).

\[\square\]
Proposition 4.1.3. Suppose that \( p \geq 3 \), and let \( \mathcal{G} \) be a finite group scheme of infinite representation type. Let \( M \) be a non-projective, indecomposable, relatively \( \alpha \)-projective \( \mathcal{G} \)-module such that \( \text{Top}_\mathcal{G}(M) \oplus \text{Soc}_\mathcal{G}(M) \) contains a one-dimensional submodule.

1. The component \( \Theta \subseteq \Gamma_\mathcal{G}(\mathcal{G}) \) containing \( M \) is isomorphic to \( \mathbb{Z}[A_{\infty}] / (\tau^m) \) for some \( m \geq 1 \).

2. The module \( M \) is quasi-simple.

3. There exists a non-zero vector \((n_1, \ldots, n_{p-1}) \in \{0, 1\}^{p-1}\) such that

\[
\alpha_{K, i}(X) = \left( \alpha_{K, i}(M) - \sum_{j=1}^{p-1} a_{ij} n_j \right) q_i(X) + \sum_{j=1}^{p-1} a_{ij} n_j, \quad 1 \leq i \leq p - 1,
\]

for every \( X \in \Theta \).

Proof. (1) By assumption, there exists an algebra homomorphism \( \lambda : k\mathcal{G} \to k \) such that the one-dimensional \( \mathcal{G} \)-module \( k_\lambda \) associated to \( \lambda \) occurs as a summand of the module \( \text{Top}_\mathcal{G}(M) \oplus \text{Soc}_\mathcal{G}(M) \).

In view of Proposition 2.3, the component \( \Theta \) is either a finite or an infinite tube. In the former case, Auslander’s Theorem [3, (VII.2.1)] implies that \( \Theta \) contains all non-projective indecomposable modules of the block \( \mathcal{B}_M \) containing \( M \). Thus, \( \mathcal{B}_M \) has finite representation type and \( k_\lambda \) belongs to \( \mathcal{B}_M \). The convolution \( \text{id}_{k\mathcal{G}} \ast \lambda \) is an automorphism of \( k\mathcal{G} \) that sends the block \( \mathcal{B}_M \) onto the principal block \( \mathcal{B}_0(\mathcal{G}) \) of \( k\mathcal{G} \). Consequently, \( \mathcal{B}_0(\mathcal{G}) \) is representation-finite, and [28, (3.1)] implies that \( k\mathcal{G} \) enjoys the same property, a contradiction.

(2) We first assume that \( \text{Top}_\mathcal{G}(M) \) contains a one-dimensional module. Since \( M \) is relatively \( \alpha \)-projective, Lemma 2.2 provides a \( j \in \{1, \ldots, p - 1\} \) such that \( M \) is a direct summand of \( k\mathcal{G} \otimes A_{p, \lambda} \). Then \( K_\lambda \cong k_\lambda \otimes K \) is a direct summand of \( \text{Top}_\mathcal{G}(M) \) (cf. [45, (3.5)]), and Lemma 4.1.2 shows that \( K_\lambda \) occurs in \( \text{Top}(K\mathcal{G} \otimes A_{p, \lambda} \{j\}) \) with multiplicity 1. Accordingly, \( M_\lambda \) is the unique indecomposable direct summand of \( K\mathcal{G} \otimes A_{p, \lambda} \{j\} \) such that \( K_\lambda \mid \text{Top}_\mathcal{G}(M) \).

As observed in the preceding remarks, we have

\[
\tau_{\mathcal{G}_\lambda} (K\mathcal{G} \otimes A_{p, \lambda} \{j\}) \oplus (\text{proj.}) \cong K\mathcal{G} \otimes A_{p, \lambda} \{j\},
\]

so that \( \mathcal{G}_\lambda(M) \) is also a direct summand of \( K\mathcal{G} \otimes A_{p, \lambda} \{j\} \). We now define \( \ell := \min \{ n \geq 1 : \tau^n(M) \cong M \} \). Since \( \tau^n|_{\Theta} \) is an automorphism of \( \Theta \) preserving quasi-lengths, we conclude that \( \tau^n|_{\Theta} \cong \text{id}_\Theta \). Consequently, \( \Theta \cong \mathbb{Z}[A_{\infty}] / (\tau^\ell) \).

Suppose that the \( \mathcal{G} \)-module \( k_\lambda \) belongs to \( \Theta \). Then \( k_\lambda \) has complexity \( \leq 1 \), and the formula \( c_{M, \lambda} \leq c_{k_\lambda} \) implies that every \( \mathcal{G} \)-module has complexity \( \leq 1 \). By general theory (cf. [56, (6.8)]),

\[
\mathcal{G} = \mathcal{G}_0 \rtimes \mathcal{G}_\text{red}
\]

is the semidirect product of an infinitesimal normal subgroup \( \mathcal{G}_0 \) and a reduced group \( \mathcal{G}_\text{red} \). Thus, the complexities of the trivial modules for the subgroups \( \mathcal{G}_\text{red} \) and \( \mathcal{G}_0 \) are also bounded by 1.
Suppose that \( \text{cx}_{\mathcal{G}^{\text{red}}}(k) = 1 \). Then \( \mathcal{G}^{\text{red}} \) is not linearly reductive and there exists a closed subgroup \( \mathcal{P} \subseteq \mathcal{G}^{\text{red}} \) such that \( \mathcal{P}(k) \cong \mathbb{Z}/(p) \). If \( \text{cx}_{\mathcal{G}^{0}}(k) = 1 \), then the proof of [28, (3.1)] ensures the existence of a closed subgroup \( \mathcal{U} \subseteq \mathcal{G}^{0} \) such that \( \mathcal{U} \cong \mathcal{G}_{\text{aut}}(1) \) is isomorphic to the first Frobenius kernel of the additive group and with \( \mathcal{P} \) acting trivially on \( \mathcal{U} \). Consequently,

\[
2 = \text{cx}_{\mathcal{U} \times \mathcal{P}}(k) \leq \text{cx}_{\mathcal{G}}(k),
\]
a contradiction. We conclude that \( \text{cx}_{\mathcal{G}^{0}}(k) = 0 \). Hence the normal subgroup \( \mathcal{G}^{0} \subseteq \mathcal{G} \) is linearly reductive, and [23, (1.1)] provides a normal subgroup \( \mathcal{N} \subseteq \mathcal{G}^{\text{red}} \) such that

- (a) \( p \nmid \text{ord}(\mathcal{N}(k)) \), and
- (b) the principal block \( \mathcal{B}_{0}(\mathcal{G}) \) is isomorphic to \( \mathcal{B}_{0}(\mathcal{G}^{\text{red}}/\mathcal{N}) \).

In particular, the trivial module of the finite group \( \mathcal{G}(k)/\mathcal{N}(k) \) has complexity 1 and is thus periodic (cf. [5, (5.10.4)]). Owing to [13, (XII.11.6)], this implies that the Sylow-\( p \)-subgroups of \( \mathcal{G}(k)/\mathcal{N}(k) \) are either cyclic, or generalized quaternion. In the former case, Higman’s Theorem [42, Thm. 4] ensures that \( \mathcal{B}_{0}(\mathcal{G}) \cong \mathcal{B}_{0}(\mathcal{G}^{\text{red}}/\mathcal{N}) \) has finite representation type, and [28, (3.1)] yields a contradiction. Alternatively, \( p = 2 \), which contradicts our current assumption.

Consequently, \( \text{cx}_{\mathcal{G}^{\text{red}}}(k) = 0 \), and the group \( \mathcal{G}^{\text{red}} \) is linearly reductive. A consecutive application of [28, (2.7)] and [28, (3.1)] now shows that \( \mathcal{G} \) is representation-finite, a contradiction.

Thus, we have \( k_{\lambda} \notin \Theta \), and the defining property of almost split sequences implies that the function \( X \mapsto \dim_{k} \text{Hom}_{\mathcal{G}}(\tau_{\mathcal{G}}^{n}(X), k_{\lambda}) \) is additive on \( \Theta \) for every \( n \geq 0 \). Since \( \Theta \cong \mathbb{Z}[A_{\infty}]/(\tau^{t}) \), the map

\[
d_{\lambda} : \Theta \to \mathbb{N}, \quad X \mapsto \sum_{n=0}^{t-1} \dim_{k} \text{Hom}_{\mathcal{G}}(\tau_{\mathcal{G}}^{n}(X), k_{\lambda}),
\]
is a \( \tau_{\mathcal{G}} \)-invariant, additive function. By Lemma 1.4, there exists \( r \in \mathbb{N} \) with

\[
d_{\lambda}(X) = r \cdot \ell(X) \quad \forall X \in \Theta.
\]

Owing to [45, (2.5), (3.6)], the modules \( \tau_{\mathcal{G}}^{n}(M_{K}), 0 \leq n \leq \ell - 1 \), are pairwise non-isomorphic summands of \( K \mathcal{G} \otimes_{\mathfrak{A}_{p,K}} [j] \). Consequently, \( d_{\lambda}(M) = 1 \), so that \( \ell(M) = 1 \) and \( M \) is quasi-simple.

If \( \text{Soc}_{\mathcal{G}}(M) \) contains a one-dimensional module, then observing that \( k\mathcal{G} \) is a Frobenius algebra, we conclude that the top of the injective hull \( E(M) \) of \( M \) contains a one-dimensional module. Consequently, \( \text{Top}_{\mathcal{G}}(\Omega_{\mathcal{G}}^{-1}(M)) \) has a one-dimensional constituent. The isomorphism

\[
\Omega_{\mathcal{G}}^{-1}(K\mathcal{G} \otimes_{\mathfrak{A}_{p,K}} [i]) \oplus (\text{proj}) \cong K\mathcal{G} \otimes_{\mathfrak{A}_{p,K}} [p - i]
\]

ensures that \( \Omega_{\mathcal{G}}^{-1}(M) \) is relatively \( \alpha_{K} \)-projective. As a result, the module \( \Omega_{\mathcal{G}}^{-1}(M) \) is quasi-simple. Since \( \Omega_{\mathcal{G}}^{-1} \) induces an automorphism of the quiver \( \Gamma_{\mathcal{G}}(\mathcal{G}) \), the module \( M \) enjoys the same property.

(3) Now let \( \mathcal{N} \in \Theta \) be an arbitrary relatively \( \alpha_{K} \)-projective \( \mathcal{G} \)-module. Since \( \Theta \cong \mathbb{Z}[A_{\infty}]/(\tau^{m}) \) and \( M \) is quasi-simple, there exist a surjection \( \tau_{\mathcal{G}}^{i}(\mathcal{N}) \twoheadrightarrow M \) as well as
an injection $M \rightarrow \tau^s_j(M)$ for some $\ell, s \in [0, \ldots, m - 1]$. As $\tau^s_j(N)$ and $\tau^s_j(N)$ are also relatively $\alpha_K$-projective, part (2) ensures that $\tau^s_j(N)$ or $\tau^s_j(N)$ are quasi-simple. Thus, $N$ is also quasi-simple.

Suppose that $k_2 \subseteq \text{Top}_G(M)$. Let $j \in \{1, \ldots, p - 1\}$. If $n_j$ is the multiplicity of $M_\lambda$ in $K^\mu \otimes \mathfrak{z}_{p, K} \{j\}$, then the one-dimensional module $K_\lambda$ occurs in $\text{Top}_G(K^\mu \otimes \mathfrak{z}_{p, K} \{j\})$ with multiplicity $m_j \geq n_j$. Lemma 4.1.2 now shows that $m_j$ is bounded by 1.

If $k_2 \subseteq \text{Soc}_G(M)$, then $n_j(\Omega^{-1}_j(M), \alpha_K) \in \{0, 1\}$. In view of (2), we have $n_j(M, \alpha_K) = n_{p-j}(\Omega^{-1}_j(M), \alpha_K)$, so that $n_j(M, \alpha_K) \in \{0, 1\}$. The assertion thus follows from Proposition 4.1.1.  

\begin{proof}
Assuming (a), we have $\alpha_K(t)(K^\mu \otimes \mathfrak{z}_{p, K} \{t\})$, whence $\alpha_K(t)^i K^\mu \otimes \mathfrak{z}_{p, K} \{t\}$ for all $1 \leq i \leq p - 1$. Thus, $I_t := K^\mu \alpha_K(t)^i$ is an ideal of $K^\mu$. Since $M$ is relatively $\alpha_K$-projective, there exists $i \in \{1, \ldots, p - 1\}$ such that $M_k \setminus K^\mu \otimes \mathfrak{z}_{p, K} \{i\}$. Since the homomorphism $\alpha_K$ factors through an abelian unipotent subgroup, it is also right-flat and the natural map $K^\mu \rightarrow K^\mu \otimes \mathfrak{z}_{p, K} \{i\}, a \mapsto a \otimes 1$, induces an isomorphism $K^\mu/I_t \cong K^\mu \otimes \mathfrak{z}_{p, K} \{i\}$. Thus, $M_k$ is isomorphic to a principal indecomposable $(K^\mu/I_t)$-module and hence has a simple top. Consequently, $M$ enjoys the same property (cf. [45, (3.3)]).

**Remarks.** (1) The proof shows that Proposition 4.1.3 also holds for $p = 2$ as long as the Sylow 2-subgroup of $\mathfrak{g}(k)$ is not generalized quaternion.

(2) Let $\alpha_k \in \Pi_t(G)$ be a $\pi$-point that is defined over $k$, and denote by $P(k)$ the projective cover of the trivial $G$-module $k$. The canonical map

$$
\mu : K^\mu \otimes \mathfrak{z}_{p, K} k \rightarrow k, \quad a \otimes 1 \mapsto \varepsilon(a),
$$

affords an $\mathfrak{z}_{p, K}$-linear splitting $\gamma : k \rightarrow K^\mu \otimes \mathfrak{z}_{p, K} k, s \mapsto 1 \otimes s$. If

$$
k^\mu \otimes \mathfrak{z}_{p, K} k = P(k) \oplus X,
$$

then Lemma 4.1.2 implies that $k$ is not a top composition factor of $X$, whence $\mu(X) = (0)$. Consequently, the trivial $\mathfrak{z}_{p, K}$-module $k$ is a direct summand of the projective module $\alpha^*_p(P(k))$, a contradiction. As a result, $k^\mu \otimes \mathfrak{z}_{p, K} k$ possesses a non-projective, indecomposable constituent with $k$ being a composition factor of its top. The arguments of Lemma 4.3.1 below show that this applies to every one-dimensional $G$-module.

**4.2. Special types of $\pi$-points**

In this section we shall provide another two criteria ensuring that certain relatively projective modules are quasi-simple. We fix a $\pi$-point $\alpha_K \in \Pi_t(G)$ such that $[\alpha_K] \in \Pi_t(G)$ is closed.

**Proposition 4.2.1.** Let $M$ be a non-projective indecomposable relatively $\alpha_K$-projective module which is contained in an infinite component $\Theta \subseteq \Gamma_1(G)$. If either

(a) $K^\mu \alpha_K(t)$ is an ideal of $K^\mu$, or

(b) there exists an abelian unipotent normal subgroup $\mathcal{U} \subseteq S_K$ of complexity $cx_{\mathcal{U}}(K) = 1$

such that $\text{im} \alpha_K \subseteq K\mathcal{U}$,

then $M$ is quasi-simple.

**Proof.** Assuming (a), we have $\alpha_K(t)K^\mu \subseteq K^\mu \alpha_K(t)$, whence $\alpha_K(t)^i K^\mu \subseteq K^\mu \alpha_K(t)^i$ for all $1 \leq i \leq p - 1$. Thus, $I_t := K^\mu \alpha_K(t)^i$ is an ideal of $K^\mu$. Since $M$ is relatively $\alpha_K$-projective, there exists $i \in \{1, \ldots, p - 1\}$ such that $M_k \setminus K^\mu \otimes \mathfrak{z}_{p, K} \{i\}$. Since the homomorphism $\alpha_K$ factors through an abelian unipotent subgroup, it is also right-flat and the natural map $K^\mu \rightarrow K^\mu \otimes \mathfrak{z}_{p, K} \{i\}, a \mapsto a \otimes 1$, induces an isomorphism $K^\mu/I_t \cong K^\mu \otimes \mathfrak{z}_{p, K} \{i\}$. Thus, $M_k$ is isomorphic to a principal indecomposable $(K^\mu/I_t)$-module and hence has a simple top. Consequently, $M$ enjoys the same property (cf. [45, (3.3)])
Assuming (b), we infer that $M_K$ is a direct summand of $K \otimes_{K^D} N$ for some indecomposable $K^D$-module $N$. Since $c_{K^D}(K) = 1$, it follows that $K^D \cong K[X]/(X^{p^n})$ as well as $N \cong K[X]/(X^i)$ for some $i \in \{1, \ldots, p^n - 1\}$. Thus, $K \otimes_{K^D} K \cong K \otimes_{K^D} K^D$ for some ideal $I_K$ of $K$.

Recall that the indecomposable $\mathcal{G}$-module $\Omega^{-1}_{\mathcal{G}}(M)$ is also relatively $\alpha_K$-projective. Consequently, $\Omega^{-1}_{\mathcal{G}}(M)$ has a simple top, implying that $M$ has a simple socle.

**Corollary 4.2.2.** Suppose that $\text{im} \alpha_K$ is contained in the center $\mathfrak{Z}(K \mathcal{G})$ of $K \mathcal{G}$. Let $M$ be a non-projective indecomposable relatively $\alpha_K$-projective module which is contained in an infinite component $\Theta \subseteq \Gamma_x(K \mathcal{G})$. Then there exist $j \in \{1, \ldots, p - 1\}$ and $m, n \in \mathbb{N}$ with $m \geq 2n$ such that

$$
\alpha_{K,j}(X) = \begin{cases} 
(m - 2n) q \ell(X) + 2n & \text{for } i = j, \\
(nq \ell(X) - 1) & \text{for } i = j - 1, j + 1, \\
0 & \text{for } i \neq j, j + 1, j - 1,
\end{cases}
$$

for every $X \in \Theta$ and $i \in \{1, \ldots, p - 1\}$.

**Proof.** By assumption, $K \mathcal{G} \alpha_K(t)$ is an ideal of $K \mathcal{G}$. Let $j \in \{1, \ldots, p - 1\}$ be such that $M = K \mathcal{G} \otimes_{\mathcal{A}_{p,K}} [j]$. Since $\alpha_K(t)$ is central, we obtain $\alpha_K^* (K \mathcal{G} \otimes_{\mathcal{A}_{p,K}} [j]) \cong \left( \frac{\dim_k K \mathcal{G}}{p} \right)[j]$. Hence there exists $m \in \mathbb{N}$ with

$$
\alpha_K^* (M_K) \cong m[j].
$$

This readily implies $n_i(M, \alpha_K) = n \delta_{ij}$, $1 \leq i \leq p - 1$, for some $n \in \mathbb{N}$. The asserted formula now follows by applying Propositions 4.2.1 and 4.1.1 consecutively. Since $\alpha_{K,j}(X) \geq 0$ for all $X \in \Theta$, we also conclude that $m \geq 2n$.

4.3. Trigonalizable group schemes

*Throughout this section we consider a trigonalizable finite group scheme $\mathcal{G}$. By definition, all simple $\mathcal{G}$-modules are one-dimensional. The Theorem of Lie–Kolchin ensures that the Frobenius kernels of the smooth connected solvable algebraic groups belong to this class.*

By general theory (cf. [17, IV, §2.3.5]), $\mathcal{G} = K \rtimes \mathcal{D}$ is a semidirect product of a unipotent normal subgroup $K$ and a diagonalizable factor $\mathcal{D}$. Thus, the coordinate ring $K[D] = KX(\mathcal{D})$ is the group algebra of the finite group $X(\mathcal{D})$ of characters of $\mathcal{D}$. If $K : k$ is a field extension, then

$$K[D_K] \cong K[D] \otimes_k K \cong KX(\mathcal{D}),$$

so that $\mathcal{D}_K$ is diagonalizable with character group $X(\mathcal{D}_K) = X(\mathcal{D})$.

Since $K$ is unipotent, the canonical restriction map $X(\mathcal{G}) \to X(\mathcal{D})$ is an isomorphism. Given $\lambda \in X(\mathcal{G})$, we let $k_{\lambda,x}$ be the one-dimensional $\mathcal{G}$-module defined by $\lambda$. Thus,
\[ \{ \lambda \in X(\mathcal{S}) \} \] is a complete set of representatives for the isomorphism classes of simple \( \mathcal{S} \)-modules. By the above, these observations also apply to the group \( \mathcal{S}_K \) given by an extension field \( K \) of \( k \). We will henceforth identify \( X(\mathcal{S}_K) \) with \( X(\mathcal{S}) \).

**Lemma 4.3.1.** Let \( \alpha_K \in \text{Pt}(\mathcal{S}) \) be a \( \pi \)-point, and \( j \in \{1, \ldots, p\} \).

1. \( \text{Top}_{\mathcal{S}_K}(K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j]) \cong \bigoplus_{\mathfrak{A}_K \in X(\mathcal{S}_K)} K_{\mathfrak{A}} \).
2. \( (K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j]) \otimes_K K_{\mathfrak{A}} \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \) for all \( \mathfrak{A} \in X(\mathcal{S}) \).
3. \( \tau_{\mathcal{S}_K}(K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j]) \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \) for \( 1 \leq j \leq p - 1 \).

**Proof.** (1) This follows directly from Lemma 4.1.2.

(2) Since \( \mathcal{S}/\mathfrak{U} \) is diagonalizable, every \( \pi \)-point \( \alpha_K \) of \( \mathcal{S} \) factors through \( \mathfrak{U} \). Define \( V[j] := K\mathfrak{U} \otimes_{\mathfrak{A}_p,K} [j] \), so that

\[ K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} V[j]. \]

The tensor identity \([44, (1.3.6)]\) then yields

\[ (K \mathcal{S} \otimes_{\mathcal{S}_K} V[j]) \otimes_K K_{\mathfrak{A}} \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} (V[j] \otimes_K (K_{\mathfrak{A}} \mathcal{U} \mathcal{S})) \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} V[j] \]

for every character \( \mathfrak{A} \in X(\mathcal{S}) \).

(3) Let \( j \in \{1, \ldots, p - 1\} \). Consider the exact sequence

\[ 0 \rightarrow K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [p - j] \rightarrow K \mathcal{S} \xrightarrow{\tau_{\mathcal{S}_K}} K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \rightarrow 0. \]

According to (1), we have \( \text{Top}_{\mathcal{S}_K}(K \mathcal{S}) = \text{Top}_{\mathcal{S}_K}(K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j]) \), so that \( (K \mathcal{S}, \pi) \) is a projective cover of \( K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \). Consequently, \( \Omega_{\mathcal{S}_K}(K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j]) \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [p - j] \), and \( \Omega^2_{\mathcal{S}_K}(K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j]) \cong K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \). Since \( \tau_{\mathcal{S}_K} \) is the composite of \( \Omega_{\mathcal{S}_K} \) with the functor \( M \rightarrow M \otimes_K K_{\mathfrak{A}} \), defined by the modular function \( \xi \in X(\mathcal{S}) \), part (2) yields the desired isomorphism. \( \square \)

Given a \( \mathcal{S} \)-module \( M \), we let

\[ \text{Stab}_{X(\mathcal{S})}(M) := \{ \lambda \in X(\mathcal{S}); M \otimes_k K_{\lambda} \cong M_K \} \]

be the stabilizer of \( M \). Let \( K \) be an extension field of \( k \). By the above observations, we have \( M_K \otimes_K K_{\lambda} \cong (M \otimes_k K_{\lambda})_K \) for every \( \lambda \in X(\mathcal{S}) \). It now follows from \([45, (2.5)]\) that

\[ \text{Stab}_{X(\mathcal{S})}(M) = \text{Stab}_{X(\mathcal{S})}(M_K) \].

Recall that a \( \mathcal{S}_K \)-module \( N \) is said to be \textit{defined over} \( k \) if there exists a \( \mathcal{S}_K \)-module \( M \) such that \( N \cong M_K \).

**Lemma 4.3.2.** Let \( M \in \text{mod}\mathcal{S} \) be a non-projective indecomposable \( \mathcal{S} \)-module, and let \( \alpha_K \in \text{Pt}(\mathcal{S}) \) be a \( \pi \)-point. If \( M \) is relatively \( \alpha_K \)-projective, then there exists a unique \( j \in \{1, \ldots, p - 1\} \) and a subset \( X_M \subseteq X(\mathcal{S}) \) of cardinality \( |X(\mathcal{S}) : \text{Stab}_{X(\mathcal{S})}(M)| \) such that

\[ K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \cong \bigoplus_{\lambda \in X_M} M_K \otimes_K K_{\lambda}. \]

In particular, \( \dim_k \text{Top}_{\mathcal{S}}(M) = \text{ord}(\text{Stab}_{X(\mathcal{S})}(M)) \), and the module \( K \mathcal{S} \otimes_{\mathfrak{A}_p,K} [j] \) is defined over \( k \).
Proof. By virtue of Lemma 2.2, the $G_K$-module $M_K$ is a direct summand of $K\mathcal{T}_1 \otimes \mathcal{S}_p, K [j]$ for some $j \in \{1, \ldots, p - 1\}$. We decompose $K\mathcal{T}_1 \otimes \mathcal{S}_p, K [j] \cong M_1 \oplus \cdots \oplus M_n$ into its indecomposable constituents, where $M_1 \cong M_K$. In view of Lemma 4.3.1(1), the corresponding decomposition of its top yields a partition $X(\mathcal{T}_1) = \bigcup_{i=1}^n X_i$, where $\operatorname{Top}_{G_K}(M_i) \cong \bigoplus_{\lambda \in X_i} K_\lambda$. Note that the isoclass of $M_i$ is uniquely determined by $X_i$.

Let $\lambda \in X(\mathcal{T}_1)$. Owing to Lemma 4.3.1, the $G_K$-module $M_1 \otimes K_\lambda$ is an indecomposable direct summand of $K\mathcal{T}_1 \otimes \mathcal{S}_p, K [j]$. Hence there exists exactly one $i(\lambda) \in \{1, \ldots, n\}$ such that $M_1 \otimes K_\lambda \cong M_{i(\lambda)}$. It readily follows that $X(\mathcal{T}_1) = \lambda \cdot X_1$. Let $X_M \subseteq X(\mathcal{T}_1)$ be a complete set of left coset representatives for $\operatorname{Stab}_{X(\mathcal{T}_1)}(M)$. Since $\operatorname{Stab}_{X(\mathcal{T}_1)}(M) \cdot X_1 = X_1$, we obtain $X(\mathcal{T}_1) = \bigcup_{\lambda \in X_M} \lambda \cdot X_1 = \bigcup_{\lambda \in X_M} \lambda \cdot X_1$.

Thus, $N := \bigoplus_{\lambda \in X_M} M_1 \otimes K_\lambda$ is a direct summand of $K\mathcal{T}_1 \otimes \mathcal{S}_p, K [j]$ with $\operatorname{Top}_{G_K}(N) \cong \bigoplus_{\lambda \in X_M} K_\lambda \cong \operatorname{Top}_{G_K}(K\mathcal{T}_1 \otimes \mathcal{S}_p, K [j]) = K_\mathcal{T}_1 \otimes \mathcal{S}_p, K [j] \cong \bigoplus_{\lambda \in X_M} M_K \otimes K_\lambda$. By definition, we have $|X_M| = [X(\mathcal{T}_1) : \operatorname{Stab}_{X(\mathcal{T}_1)}(M)]$. Since

$$ \frac{\dim_k K_\mathcal{S}}{p} j = [X(\mathcal{T}_1) : \operatorname{Stab}_{X(\mathcal{T}_1)}(M)] \dim_k M,$$

the number $j$ is completely determined by $M$.

In view of [45, (3.5)], we have $\operatorname{Top}_{G_K}(M_K) \cong \operatorname{Top}_{G_K}(M_K)$, whence $\dim_k \operatorname{Top}_{G_K}(M) = \dim_k \operatorname{Top}_{G_K}(M_K) = |X_1| = \operatorname{ord}(\operatorname{Stab}_{X(\mathcal{T}_1)}(M_K)) = \operatorname{ord}(\operatorname{Stab}_{X(\mathcal{T}_1)}(M))$, as desired. □

**Theorem 4.3.3.** Let $M$ be a non-projective, indecomposable, relatively $\alpha_K$-projective $G\mathcal{T}$-module. Suppose that $G\mathcal{T}$ is not of finite representation type.

(1) The component $\Theta \subseteq \Gamma_1(\mathcal{T})$ containing $M$ is a tube of rank $\ell$, where $\ell | \operatorname{ord}(X(\mathcal{T}_1))$.

(2) The module $M$ is quasi-simple.

(3) There exists $j \in \{1, \ldots, p - 1\}$ such that

$$ \alpha_{K, i}(X) = (\alpha_{K, i}(M) - a_{ij}) q\ell(X) + a_{ij}, \quad 1 \leq i \leq p - 1,$$

for every $X \in \Theta$.
Proof. (1) By Lemma 4.3.1(3) and [45, (3.6)], the module \( \tau_{G}(M)_{K} \cong \tau_{G}(M_{K}) \) is a direct summand of \( K \mathfrak{g} \otimes_{\mathfrak{g},K} [j] \). Hence Lemma 4.3.2 provides a character \( \lambda_{0} \in X(\mathfrak{g}) \) such that \( \tau_{G}(M_{K}) \cong M_{K} \otimes_{K} K_{\lambda_{0}} \). In view of [45, (2.5)], we thus obtain

\[
\tau_{G}(M) \cong M \otimes_{K} K_{\lambda_{0}}.
\]

Hence there exists a divisor \( \ell \) of \( \text{ord}(X(\mathfrak{g})) \) such that \( \tau_{G}^{\ell}(M) \cong M \) and \( \tau_{G}^{\ell-1}(M) \not\cong M \). As observed in the proof of Proposition 4.1.3, this implies that \( \Theta \cong \mathbb{Z}[A_{\infty}]/(\tau) \).

(2) Suppose there exists \( \gamma \in X(\mathfrak{g}) \) with \( k_{\gamma} \in \Theta \). In view of the above, the functor

\[
t_{\lambda_{0}} : \text{mod} \mathfrak{g} \to \text{mod} \mathfrak{g}, \quad X \mapsto X \otimes_{K} k_{\lambda_{0}},
\]

is an auto-equivalence of \( \text{mod} \mathfrak{g} \) that commutes with \( \tau_{G} \). Moreover, \( t_{-\lambda_{0}} \circ \tau_{G} \) sends \( \Theta \) to \( \Theta \) and fixes \( M \). As \( t_{-\lambda_{0}} \circ \tau_{G} \) preserves the quasi-length of a module, it follows that \( t_{-\lambda_{0}} \circ \tau_{G}|_{\Theta} = id_{\Theta} \), whence \( t_{\lambda_{0}} = b_{\lambda_{0}} \). This implies \( \tau_{G}(k_{\gamma}) \cong k_{\lambda_{0}+\gamma} \).

Now let \( \omega \in X(\mathfrak{g}) \) be an arbitrary character. Then

\[
\tau_{G}(k_{\omega}) \cong \tau_{G}(k_{\gamma} \otimes_{K} k_{\omega-\gamma}) \cong \tau_{G}(k_{\gamma}) \otimes_{K} k_{\omega-\gamma} \cong k_{\omega+\lambda_{0}} \otimes_{K} k_{\omega-\gamma} \cong k_{\omega+\lambda_{0}}.
\]

As a result, \( \tau_{G} \) sends simple modules to simple modules and [3, (IV.2.10)] implies that \( k \mathfrak{g} \) is a Nakayama algebra. In particular, \( k \mathfrak{g} \) is representation-finite, a contradiction.

The arguments for Proposition 4.1.3(2) now show that \( M \) is quasi-simple.

(3) By Lemma 4.3.2, there exists a unique \( j \in \{1, \ldots, p-1\} \) such that \( M_{K} \) is a direct summand of \( K \mathfrak{g} \otimes_{\mathfrak{g},K} [j] \). Since \( M_{K} \) occurs in \( K \mathfrak{g} \otimes_{\mathfrak{g},K} [j] \) with multiplicity 1, it follows that the multiplicities \( n_{i} \) of \( M_{K} \) in \( N_{i} := K \mathfrak{g} \otimes_{\mathfrak{g},K} [i] \) are given by

\[
n_{i} = \delta_{ij}.
\]

In view of (2), Proposition 4.1.1 implies

\[
\alpha_{K,i}(X) = (\alpha_{K,i}(M) - \sum_{\ell=1}^{p-1} a_{i\ell} n_{\ell}) q \ell(X) + \sum_{\ell=1}^{p-1} a_{i\ell} n_{\ell} = (\alpha_{K,i}(M) - a_{ij}) q \ell(X) + a_{ij}
\]

for every \( X \in \Theta \) and \( i \in \{1, \ldots, p-1\} \). \( \square \)

Remark. If \( \mathfrak{g} \) is an infinitesimal supersolvable group of infinite representation type, then the principal block \( \mathcal{B}_{0}(\mathfrak{g}) \) is isomorphic to the algebra of measures of a trigonalizable group \( \mathfrak{g}^{\prime} \) (cf. [28, (2.3), (2.4)]). Hence the foregoing result also holds for indecomposable relatively projective modules that belong to \( \mathcal{B}_{0}(\mathfrak{g}) \).

Corollary 4.3.4. Let \( \mathcal{U} \) be a unipotent finite group scheme of infinite representation type, and \( \alpha_{K} : \mathfrak{g}_{p,K} \to K \mathcal{U} \) be a \( \pi \)-point. Suppose that \( M \) is an indecomposable, relatively \( \alpha_{K} \)-projective \( \mathcal{U} \)-module.

(1) The module \( \text{Top}_{\mathcal{U}}(M) \) is simple and \( M_{K} \cong K \mathcal{U} \otimes_{\mathfrak{g}_{p,K}} [j] \) for some \( j \in \{1, \ldots, p-1\} \).

(2) The component \( \Theta_{M} \subseteq \Gamma_{\mathcal{U}}(\mathfrak{g}) \) containing \( M \) is isomorphic to \( \mathbb{Z}[A_{\infty}]/(\tau) \), and \( M \) is quasi-simple.

(3) There exists \( j \in \{1, \ldots, p-1\} \) such that

\[
\alpha_{K,i}(X) = (\alpha_{K,i}(M) - a_{ij}) q \ell(X) + a_{ij}, \quad 1 \leq i \leq p,
\]

for every \( X \in \Theta_{M} \).
Proof. Since $X(U) = \{1\}$, our assertions are direct consequences of Lemma 4.3.2, Theorem 4.3.3, and the remark succeeding Proposition 4.1.1, respectively. \hfill \Box

Remarks. (1) Corollary 4.3.4 shows in particular that, among the functions $\alpha_{K,i} : \Theta \rightarrow \mathbb{N}_0$, at least $p - 3$ are additive.

(2) According to [26, (1.3)], a unipotent group $U$ whose algebra of measures has finite representation type either corresponds to the group $\mathbb{Z}/(p)$, or is "V-uniserial". A classification of the latter groups is given in [26, (1.2)]. The algebra $kU$ is a truncated polynomial ring $k[X]/(X^p)$.

In the following examples, we shall be concerned with enveloping algebras of restricted Lie algebras. By definition, a restricted Lie algebra is a pair $(g, [p])$ consisting of a Lie algebra $g$ and a map $g \rightarrow g$, $x \mapsto x^{[p]}$, that enjoys the formal properties of an associative $p$-th power. We refer the reader to [52, Chap. II] for further details. For our present purposes, it suffices to know that, given a Lie algebra $g$ with basis $(x_i)_{i \in I}$, any map $x_i \mapsto x_i^{[p]}$ with $ad x_i^{[p]} = (ad x_i)^p$ uniquely extends to a $p$-map on $g$.

In view of [17, II, §7, no. 4], restricted Lie algebras correspond to infinitesimal groups of height $\leq 1$ in the sense that

$$k\mathfrak{g} \cong U_0(g),$$

where $U_0(g)$ is the restricted enveloping algebra of the restricted Lie algebra $g := \text{Lie}(\mathfrak{g})$. By definition,

$$U_0(g) = U(g)/\langle [x^p - x^{[p]}; x \in g] \rangle$$

is a finite-dimensional Hopf algebra quotient of the ordinary universal enveloping algebra $U(g)$. In particular, unipotent infinitesimal group schemes of height $\leq 1$ correspond to unipotent restricted Lie algebras, that is, to Lie algebras with a nilpotent $p$-map.

Examples. (1) Let $U$ be a unipotent group scheme such that $\dim \Pi(U) \geq 1$. Suppose that $\alpha_K : A_{p,K} \rightarrow KU$ is a $\pi$-point that factors through the center $Z(KU)$ of $KU$. Let $\Theta \subseteq \Gamma_K(U)$ be a component that is not $\alpha_K$-split. Then $\Theta \cong \mathbb{Z}[A_{\infty}]/(\tau)$, and the quasisimple module $M \in \Theta$ satisfies $M_K \cong KU \otimes A_{p,K} [j]$ for some $j \in \{1, \ldots, p - 1\}$, so that there exists $r \in \mathbb{N}$ with $\alpha_{K,j}(M) = \delta_{ij}(\dim KU)p^r = \delta_{ij}p^r$ for $1 \leq i \leq p$ (cf. [56, (6.7), (14.4)]). Corollary 4.2.2 thus yields

$$\alpha_{K,j}(X) = \begin{cases} (p^r - 2) q\ell(X) + 2 & \text{for } i = j, \\ q\ell(X) - 1 & \text{for } i = j - 1, j + 1, \\ 0 & \text{for } i \neq j, j + 1, j - 1, \end{cases}$$

for every $X \in \Theta$ and $1 \leq i \leq p - 1$.

(2) We consider the three-dimensional Heisenberg algebra $\mathfrak{h} = kx \oplus ky \oplus kz$, with product and $p$-map given by

$$[x, y] = z, \quad [x, z] = 0 = [y, z] \quad \text{and} \quad x^{[p]} = y^{[p]} = z^{[p]} = 0.$$
The $U_0(h)$-module $M_x := U_0(h) \otimes_{U_0(kx)} k$ is indecomposable and relatively projective with respect to the $\pi$-point $\alpha_k : \mathfrak{A}_{p,k} \to U_0(h)$ that sends $t$ to $x$. The Cartan–Weyl identities (cf. [52, (1.1.3)]) yield
\[
x^ny^n = y^nx + ny^{n-1}z \quad \forall n \geq 0,
\]
so that $x.(y^nz^n \otimes 1) = ny^{n-1}z^{m+1} \otimes 1$. Consequently, for every $\ell \in \{0, \ldots, 2p-2\}$, the $k$-space $M_x(\ell) := \bigoplus_{n+m=\ell} k(y^n z^m \otimes 1)$ is a $U_0(kx)$-submodule of $M$. We thus obtain
\[
\alpha_k^*(M_x) = \bigoplus_{\ell=0}^{p-1} \alpha_k^*(M_x(\ell)) \oplus \bigoplus_{\ell=0}^{p-2} \alpha_k^*(M_x(\ell)) \cong \bigoplus_{\ell=0}^{p-1} [\ell + 1] \oplus \bigoplus_{\ell=p}^{2p-2} [2p - \ell - 1] \cong \bigoplus_{\ell=1}^{p-1} 2[\ell] \oplus [p].
\]

Now let $\Theta \subseteq \Gamma_x(h)$ be the component containing $M_x$. Given $X \in \Theta$, Corollary 4.3.4 implies
\[
\alpha_{k,i}(X) = \begin{cases} 2 & \text{for } i = 1, \\
(3 - \delta_{p,2}) q\ell(X) - 1 & \text{for } i = 2, \\
(2 - \delta_{i,p}) q\ell(X) & \text{for } 3 \leq i \leq p.
\end{cases}
\]

Since $z \in \mathfrak{z}(U_0(h))$, the choice $\alpha_k(t) := z$ and $M_z := U_0(h) \otimes_{U_0(kz)} k$ leads to the formulae of (1) with $r = 2$.

(3) According to Lemma 2.2, the $\pi$-points $\alpha_k$ for which a given $\mathfrak{g}$-module is relatively $\alpha_k$-projective all belong to one equivalence class. The following example shows that the converse does not hold. Let $u := kx \oplus ky$ be the two-dimensional abelian restricted Lie algebra with trivial $p$-mapping. Then $M_x := U_0(u) \otimes_{U_0(kx)} k$ is an indecomposable $U_0(u)$-module of dimension $p$. Let $\alpha_k : \mathfrak{A}_{p,k} \to U_0(u)$ be the $\pi$-point given by $\alpha_k(t) := x$. Then $M$ is relatively $\alpha_k$-projective and $\alpha_k^*(M_x) = p[1]$. According to [35, (2.2)], the map $\beta_k : \mathfrak{A}_{p,k} \to U_0(u)$ defined via $\beta_k(t) := x + y^{p-1}$ is a $\pi$-point such that $\beta_k \sim \alpha_k$. Since
\[
\beta_k(t)^i.(y^j \otimes 1) = \begin{cases} y^j \otimes 1 & \text{for } i = 0, \\
y^{p-1} \otimes 1 & \text{for } (i, j) = (1, 0), \\
0 & \text{else},
\end{cases}
\]
we see that $\beta_k(M_x) = (p - 2)[1] \oplus [2]$. In view of (1), the module $M_x$ is not relatively $\beta_k$-projective whenever $p \geq 3$.

**Examples.** For $p \geq 3$ we consider the restricted Lie algebra $\mathfrak{g} := kt \oplus kx \oplus ky$, whose bracket and $p$-map are given by
\[
[t, x] = x, \quad [t, y] = 2y, \quad [x, y] = 0 \quad \text{and} \quad t[p] = t, \quad x[p] = 0 = y[p].
\]

Every simple $U_0(\mathfrak{g})$-module is annihilated by the $p$-ideal $kx \oplus ky$ and thus one-dimensional. Hence $\mathfrak{g}$ is trigonalizable.
(1) Suppose that \( \alpha_k : \mathfrak{A}_{p,k} \to U_0(\mathfrak{g}) \) is given by \( \alpha_k(t) := ky \). We consider the \( U_0(\mathfrak{g}) \)-module

\[
V := U_0(\mathfrak{g}) \otimes_{U_0(ky)} k.
\]

Direct computation shows that \( y \) annihilates \( V \), so that \( V \cong U_0(\mathfrak{g}/ky) \) is a \( U_0(\mathfrak{g}/ky) \)-module. As such it has \( p \)-indecomposable constituents, each having a simple top.

(2) Suppose that \( \alpha_k(t) = x + y =: v \) and consider

\[
V := U_0(\mathfrak{g}) \otimes_{U_0(kv)} k.
\]

Consider the \( \pi \)-point \( \beta_k \) defined by \( \beta_k(t) := x \). Since \( \beta_k^*(V) \) is projective, the dimension of every constituent \( M | V \) is a multiple of \( p \). Lemma 4.3.2 now shows that \( \dim_k M = p \) for every proper summand \( M \). Using techniques from [25] one can then show that \( V \) is indecomposable.

**Corollary 4.3.5.** Let \( \mathfrak{S} \) be a trigonalizable finite group scheme of infinite representation type, and \( M \) be a non-projective indecomposable \( \mathfrak{S} \)-module. If \( \alpha_K : \mathfrak{A}_{p,K} \to K \mathfrak{S} \) is a \( \pi \)-point such that \( \alpha_{K,j}(M) \leq 1 \) for \( 1 \leq j \leq p - 1 \), then \( M \) is not relatively \( \alpha_K \)-projective.

**Proof.** Suppose that \( M \) is relatively \( \alpha_K \)-projective and let \( \Theta \) be the stable AR-component containing \( M \). Theorem 4.3.3 provides \( j \in \{1, \ldots, p - 1\} \) such that

\[
\alpha_{K,j}(X) = (\alpha_{K,j}(M) - 2) q\ell(X) + 2 \leq 2 - q\ell(X)
\]

for all \( X \in \Theta \). Since \( \alpha_{K,j}(X) \geq 0 \), this cannot happen. \( \square \)

**Remark.** Let \( \mathfrak{S} = \text{SL}(2)_1 \) be the first Frobenius kernel of \( \text{SL}(2) \). In Section 8 below, we shall see that, for every non-projective baby Verma module \( Z(\lambda) \), the \( \pi \)-points \( \alpha_K \) giving rise to elements of \( \Pi(\text{SL}(2)_1)_{Z(\lambda)} \) all satisfy \( \alpha_{K,j}(M) \leq 1 \) for \( 1 \leq j \leq p - 1 \). On the other hand, one can show that \( Z(\lambda) \) is relatively \( \alpha_K \)-projective for each of these \( \pi \)-points.

### 4.4. Modules with cyclic vertices

For finite groups, the Mackey decomposition theorem along with the theory of vertices of indecomposable modules provides better control over relatively projective modules. Let \( G \) be a finite group, and \( M \) be an indecomposable \( G \)-module. Recall that a \( p \)-subgroup \( D \subseteq G \) is called a vertex of \( M \) if \( M | (kG \otimes_k D V) \) for some \( D \)-module \( V \) and \( D \) is minimal subject to this property. All vertices of \( M \) are conjugate, and we write \( D = \text{vtx}(M) \) (cf. [4, (3.10)]).

**Theorem 4.4.1.** Suppose that \( p \geq 3 \). Let \( G \) be a finite group, and \( \alpha_K \in \Pi\text{t}(G) \) be a \( \pi \)-point that factors through a cyclic \( p \)-subgroup \( C \subseteq G \). Let \( M \) be a non-projective indecomposable relatively \( \alpha_K \)-projective \( G \)-module belonging to a block of infinite representation type.

1. \( M \) is quasi-simple with component \( \Theta \cong \mathbb{Z}[A_\infty]/(t^q) \).
2. If \( \beta_L \in \Pi\text{t}(G) \) is a \( \pi \)-point factoring through \( C \), then \( M \) is relatively \( \beta_L \)-projective.
There exist \( j \in \{1, \ldots, p - 1\} \) and \( m, n \in \mathbb{N} \) with \( m \geq 2n \) such that
\[
\beta_{L,i}(X) = \begin{cases} 
(m - 2n)q\ell(X) + 2n & \text{for } i = j, \\
n(q\ell(X) - 1) & \text{for } i = j - 1, j + 1, \\
0 & \text{for } i \neq j, j + 1, j - 1,
\end{cases}
\]
for every \( X \in \Theta \) and every \( \beta_L \in \Pi(G) \) that factors through \( C \).

Proof. (1) By assumption, there exists a \( KC \)-module \( V \) such that the indecomposable \( KG \)-module \( M_K \) is a direct summand of
\[
KG \otimes_{\mathbb{Z}/(p)} a_K^*(M_K) \cong KG \otimes_K V.
\]
As a result, the vertex \( \text{vx}(M_K) \) of \( M_K \) is contained in \( C \) and hence is cyclic. If the block of \( KG \) containing the indecomposable \( KG \)-module \( M_K \) has finite representation type, then [45, (2.5)] implies that the block containing \( M \) enjoys the same property, a contradiction. In view of [19, Theorem], the module \( M_K \) is quasi-simple. According to [45, (3.8)], \( E_M \otimes K \) is the almost split sequence terminating in \( M_K \). Hence \( M \) also has exactly one predecessor in \( \Theta \). As a result, the \( G \)-module \( M \) is also quasi-simple.

(2) Let \( X \in \Theta \) be arbitrary. Since \( C \) is cyclic, we have \( \dim \Pi(C) = 0 \), so that every \( \pi \)-point of \( C \) is generic. According to [37, (4.2)], we have
\[
Jt(X|_C, \alpha_K) = Jt(X|_C, \beta_L),
\]
whence \( \alpha_K,i(X) = \beta_{L,i}(X) \) for \( 1 \leq i \leq p - 1 \).

By (1), every relatively \( \alpha_K \)-projective module belonging to \( \Theta \) is quasi-simple. Hence Proposition 4.1.1 provides \( (n_1, \ldots, n_{p-1}) \in \mathbb{N}^{p-1} \setminus \{0\} \) such that
\[
\alpha_K,i(X) = \left( \alpha_K,i(M) - \sum_{j=1}^{p-1} a_{ij} n_j \right) q\ell(X) + \sum_{j=1}^{p-1} a_{ij} n_j, \quad 1 \leq i \leq p - 1,
\]
for every \( X \in \Theta \). Hence this formula also holds for the functions \( \beta_{L,i} : \Theta \to \mathbb{N}_0 \), so that \( \ell(\beta_{L,i}) \leq 2 \) with equality holding for at least one \( i \in \{1, \ldots, p - 1\} \). In view of (1) and Corollary 2.5 the module \( M \) is relatively \( \beta_{L,i} \)-projective.

(3) The subgroup \( C \subseteq G \) contains an element \( g \) of order \( p \), and we define \( \alpha(g)_k : \mathbb{A}_{p,k} \rightarrow kG \) via \( \alpha(g)_k(t) := g - 1 \). By (2), there exists \( j \in \{1, \ldots, p - 1\} \) such that the \( G \)-module \( M \) is a direct summand of \( kG \otimes_{kC_p} [j] \), where we set \( C_p := \langle g \rangle \). The Mackey decomposition theorem yields
\[
\alpha(g)_k^*(kG \otimes_{kC_p} [j]) \cong (kG \otimes_{kC_p} [j])|_{C_p} \cong [j] \oplus s[p],
\]
so that \( \alpha(g)^*|_{kM}(M) \cong m[j] \oplus t[p] \) for some \( m \geq 1 \). This implies in particular that the number \( j \) defined above is uniquely determined, whence \( n_i(M, \alpha(g)_k) = s_i,jn \) for some \( n \in \mathbb{N} \). In view of Proposition 4.1.1, the asserted formula holds for the \( \pi \)-point \( \alpha(g) \). As noted earlier, it thus holds for any \( \pi \)-point \( \beta_L \) factoring through \( C \).

Finally, since \( \alpha(g)_k^*(X) \geq 0 \) for all \( X \in \Theta \), we have \( m \geq 2n \).
(4) Since \( M \) is a direct summand of \( kG \otimes_k k_p \), the vertex \( \nu_x(M) \) is either trivial, or isomorphic to \( \mathbb{Z}/(p) \). In the former case, \( M \) is projective, a contradiction. \( \Box \)

We can endow the truncated polynomial ring \( \mathfrak{A}_{p,k} \) with the structure of a Hopf algebra such that \( \mathfrak{A}_{p,k} \cong k \mathbb{Z}/(p) \). Then we have:

**Corollary 4.4.2.** Let \( \alpha_K \in \Pi \) be a \( \pi \)-point, which is a homomorphism \( K \mathbb{Z}/(p) \to kG \) of Hopf algebras. If \( M \) is a non-projective indecomposable relatively \( \alpha_K \)-projective module with infinite AR-component \( \Theta \), then \( \Theta \cong \mathbb{Z}[A_{\infty}]/(\tau^q) \) and there exist \( j \in \{1, \ldots, p-1\} \) and \( m,n \in \mathbb{N} \) with \( m \geq 2n \) such that

\[
\alpha_{K,i}(X) = \begin{cases} 
(m - 2n) q \ell(X) + 2n & \text{for } i = j, \\
n(q \ell(X) - 1) & \text{for } i = j - 1, j + 1, \\
0 & \text{for } i \neq j, j + 1, j - 1,
\end{cases}
\]

for every \( X \in \Theta \). \( \Box \)

**Remark.** Proposition 8.1.1 below shows that the formulae of Corollary 4.4.2 do not necessarily hold for infinitesimal group schemes \( G \) and \( \pi \)-points defined by Hopf algebra homomorphisms \( k G_{\pi(1)} \to k \).

5. Constantly supported modules

Retaining the general assumptions of Section 2, we consider those \( G \)-modules that have constant Jordan type on their \( \pi \)-supports. In case a \( G \)-module \( M \) has full \( \pi \)-support \( \Pi(\mathfrak{g})M = \Pi(\mathfrak{g}) \), this amounts to \( M \) being of constant Jordan type. We are thus led to the following:

**Definition.** A \( G \)-module \( M \) is referred to as **constantly supported** if

(a) \( \Pi(\mathfrak{g})M \neq \Pi(\mathfrak{g}) \), and
(b) \( |Jt(M)| = 2 \).

By virtue of Corollary 3.2.1, locally split stable Auslander–Reiten components either contain no constantly supported modules, or consist entirely of such modules.

Our fundamental examples are given by direct summands of the Carlson modules \( L_\zeta \).

Let \( (P_n, d_n)_{n \geq 0} \) be a minimal projective resolution of the trivial \( G \)-module \( k \).

Then \( \text{Hom}_G(\Omega^n_\mathfrak{g}(k), k) \to H^n(\mathfrak{g}, k), \ z \mapsto [z \circ d_n] \),

is an isomorphism. If \( \xi := [\xi \circ d_n] \neq 0 \), then the **Carlson module**

\[
L_\xi := \ker \xi \subseteq \Omega^n_\mathfrak{g}(k)
\]

does not depend on the choice of the representing cocycle. In view of \([5, (5.9.4)]\), we postulate that the zero element corresponds to the modules \( L_0^n := \Omega^n_\mathfrak{g}(k) \oplus \Omega^n_\mathfrak{g}(k) \). Being submodules of \( \Omega^n_\mathfrak{g}(k) \oplus \Omega^n_\mathfrak{g}(k) \), \( L_\xi \) and \( L_0^n \) are projective-free, that is, they do not have non-zero projective summands.
Given $\zeta \in H^\sigma(\mathcal{G}, k) \setminus \{0\}$, we note that $L_\zeta = (0)$ if and only if $\Omega^m_\mathcal{G}(k) \cong k$. Since $\Omega^m_\mathcal{G}(k)$ has constant Jordan type $[p - 1]$ for $n$ odd, we see that, for $p \geq 3$, this degenerate case can only occur if $n$ is even. In view of

$$\dim \Pi(\mathcal{G}) = \dim \mathcal{V}_\mathcal{G}(k) - 1 = cx_\mathcal{G}(k) - 1,$$

it follows that $L_\zeta \neq (0)$ whenever $\dim \Pi(\mathcal{G}) \geq 1$.

**Remark.** If $\mathcal{G}$ is an infinitesimal group scheme and $L_\zeta = (0)$ for some $\zeta \in H^\sigma(\mathcal{G}, k) \setminus \{0\}$, then [28, (2.1)] implies that $\mathcal{G}$ is supersolvable. In view of [28, (2.4)], all simple modules of the principal block $B_0(\mathcal{G}) \subseteq k\mathcal{G}$ are one-dimensional. Owing to [28, (2.7)], this block is a Nakayama algebra, so that [3, (IV.2.10)] implies that $\dim_k \Omega^m_{\mathcal{G} \mathcal{G}}(k) = 1$ for all $m \geq 0$. Thus, $\mathcal{G}$ affords no non-zero Carlson modules of even degree.

The cohomology ring

$$H^\bullet(\mathcal{G}, k) := \bigoplus_{m \geq 0} H^{2m}(\mathcal{G}, k)$$

is graded commutative, so that $H^\bullet(\mathcal{G}, k) := \bigoplus_{m \geq 0} H^{2m}(\mathcal{G}, k)$ is a commutative subalgebra. The importance of Carlson modules resides in their support varieties often being hyperplanes of $\mathcal{V}_\mathcal{G}(k)$: The variety

$$\mathcal{V}_\mathcal{G}(L_\zeta) = Z(\zeta)$$

is the zero locus of the homogeneous element $\zeta \in H^\bullet(\mathcal{G}, k)$ (see [5, (5.9.1)], [35, (4.11)]). In particular, $L_\zeta \neq (0)$ for every non-zero nilpotent element $\zeta$ of even degree.

Recall that a $\mathcal{G}$-module $M$ is referred to as *endo-trivial* if

$$\text{End}_k(M) \cong k \oplus (\text{proj.})$$

The following subsidiary result elaborates on [7, (4.1)].

**Lemma 5.1.** Let $\zeta \in H^{2\sigma}(\mathcal{G}, k) \setminus \{0\}$ and write $L_\zeta \cong M_1 \oplus \cdots \oplus M_r$, with $M_i$ indecomposable.

1. If $\zeta$ is not nilpotent and $M \mid L_\zeta$ is a non-zero summand, then $M$ is constantly supported and

$$\text{Jt}(M) = \left\{ \left( \frac{\text{dim}_k M}{p} \right)[p], [1] \oplus [p - 1] \oplus n_M[p] \right\}.$$

2. If $\zeta$ is not nilpotent, then

$$\Pi(\mathcal{G})_{L_\zeta} = \coprod_{i=1}^r \Pi(\mathcal{G})_{M_i}$$

is the decomposition of $\Pi(\mathcal{G})_{L_\zeta}$ into its connected components.

3. If $\zeta$ is nilpotent, then $L_\zeta$ has constant Jordan type $\text{Jt}(L_\zeta) = \{[1] \oplus [p - 1] \oplus n_\zeta[p]\}$. Moreover, $L_\zeta$ is either indecomposable or a direct sum of two endo-trivial modules.
Proof. We begin by proving a number of auxiliary statements.

(a) If \([\alpha_K] \in \Pi(\mathfrak{S})_{L_\xi}\), then \(\text{Jt}(L_\xi, \alpha_K) = [1] \oplus [p - 1] \oplus n_\xi [p]\) for some \(n_\xi \in \mathbb{N}_0\).

We consider the short exact sequence

\[
(0) \rightarrow L_\xi \rightarrow \Omega^2_{\mathfrak{S}}(k) \overset{\xi}{\rightarrow} k \rightarrow (0).
\]

A \(\pi\)-point \(\alpha_K \in \Pi(\mathfrak{S})\) induces an exact sequence

\[
(0) \rightarrow \alpha^*_K((L_\xi)_K) \rightarrow K \oplus (\text{proj.}) \xrightarrow{(f,g)} K \rightarrow (0).
\]

Since \([\alpha_K] \in \Pi(\mathfrak{S})_{L_\xi}\), the module \(\alpha^*_K((L_\xi)_K)\) is not projective and we have \(f = 0\). Hence

\[
\alpha^*_K((L_\xi)_K) \cong K \oplus \Omega_{\mathfrak{S},K}(K) \oplus (\text{proj.}),
\]

so that

\[
\text{Jt}(L_\xi, \alpha_K) = [1] \oplus [p - 1] \oplus n_\xi [p]
\]

for some \(n_\xi \in \mathbb{N}_0\).

(b) Let \(M | L_\xi\) be a non-zero summand such that \(\dim_K M \equiv 0 \mod(p)\). Then

\[
\text{Jt}(M, \alpha_K) = [1] \oplus [p - 1] \oplus n_M[p] \quad \text{for all } [\alpha_K] \in \Pi(\mathfrak{S})_M.
\]

If \(\alpha_K \in \Pi(\mathfrak{S})\) is a \(\pi\)-point with \([\alpha_K] \in \Pi(\mathfrak{S})_M \subseteq \Pi(\mathfrak{S})_{L_\xi}\), (cf. [36, (3.3)]), then (a) implies

\[
\alpha^*_K(M_K) | ([1] \oplus [p - 1] \oplus n_\xi[p]).
\]

Accordingly, the projective-free part \(X\) of \(\alpha^*_K(M_K)\) is a direct summand of \([1] \oplus [p - 1]\). Since \([\alpha_K] \in \Pi(\mathfrak{S})_M\), the \(\mathfrak{A}_{p,K}\)-module \(X\) is non-zero. Our assumption on \(M\) yields \(\dim_K X \equiv 0 \mod(p)\), so that \(X \cong [1] \oplus [p - 1]\). Consequently, \(M\) has the asserted Jordan type with respect to \(\alpha_K\).

(c) Let \(i \neq j \in \{1, \ldots, r\}\) be such that \(\dim_K M_i, \dim_K M_j \equiv 0 \mod(p)\). Then \(\Pi(\mathfrak{S})_{M_i} \cap \Pi(\mathfrak{S})_{M_j} = \emptyset\).

If \([\alpha_K] \in \Pi(\mathfrak{S})_{M_i} \cap \Pi(\mathfrak{S})_{M_j}\), then (b) yields

\[
\alpha^*_K((M_\ell)_K) \cong [1] \oplus [p - 1] \oplus m_\ell [p]
\]

for \(\ell \in \{i, j\}\), which contradicts \(\alpha^*_K((M_i)_K) \oplus \alpha^*_K((M_j)_K)\) being a direct summand of \(\alpha^*_K((L_\xi)_K)\).

(1) Since the element \(\xi \in H^*(\mathfrak{S}, k)\) is not nilpotent, [36, (3.3)] implies \(\Pi(\mathfrak{S})_M \subseteq \Pi(\mathfrak{S})_{L_\xi} \neq \Pi(\mathfrak{S})\), so that \(\dim_K M \equiv 0 \mod(p)\). The result now follows from (b).

(2) Arguing as in (1), we see that \(\dim_K M_i \equiv 0 \mod(p)\) for every \(i \in \{1, \ldots, r\}\). As a result, [36, (3.3)] in conjunction with (c) implies

\[
\Pi(\mathfrak{S})_{L_\xi} = \bigoplus_{i=1}^r \Pi(\mathfrak{S})_{M_i},
\]

while [10, (3.4)] (see also [7]) ensures the connectedness of each subspace \(\Pi(\mathfrak{S})_{M_i}\).
If \( \zeta \neq 0 \) is nilpotent, we have \( \mathcal{V}_G(L_\zeta) = \mathcal{V}_G(k) \neq \{0\} \). Thanks to [36, (3.4), (3.6)], this implies \( \Pi(\mathcal{S})_L_\zeta = \Pi(\mathcal{S}) \neq \emptyset \). By (a), the module \( L_\zeta \) has constant Jordan type \( \text{Jt}(L_\zeta) = \{1\} \oplus \{p - 1\} \oplus n_\zeta[p] \). Let \( \alpha_K \) be a \( \pi \)-point. Each of the modules \( \alpha_K^*((M_i)_K) \) is a direct summand of \( \{1\} \oplus \{p - 1\} \oplus n_\zeta[p] \), whence \( \dim_k M_i = 1, -1, 0 \mod(p) \).

Suppose there exists \( i \in \{1, \ldots, r\} \) such that \( \dim_k M_i \equiv \ell \mod(p) \) for \( \ell \in \{1, p - 1\} \). Then \( \Pi(\mathcal{S})_{M_i} = \Pi(\mathcal{S}) \), and there exists \( n_i \in \mathbb{N} \) such that \( \alpha_K^*((M_i)_K) = \{\ell \} \oplus n_i[p] \) for every \( \pi \)-point \( \alpha_K \in \Pi(\mathcal{S}) \). There also exists \( j \in \{1, \ldots, r\} \) such that \( \alpha_K^*((M_j)_K) = \{p - \ell\} \oplus n_j[p] \) for all \( \alpha_K \in \Pi(\mathcal{S}) \). Consequently, all other summands of \( L_\zeta \) are projective, so that \( L_\zeta \) being projective-free yields \( r = 2 \). We may now apply [10, (5.6)] to see that each summand is endo-trivial.

Alternatively, \( \dim_k M_i \equiv 0 \mod(p) \) for every \( i \in \{1, \ldots, r\} \). According to (c), this implies
\[
\Pi(\mathcal{S}) = \Pi(\mathcal{S})_{L_\zeta} = \bigoplus_{i=1}^{r} \Pi(\mathcal{S})_{M_i},
\]
which, in view of \( \Pi(\mathcal{S}) \) being connected (cf. [10, (3.4)]), yields \( r = 1 \).

**Remarks.**

1. The above result shows in particular that, for a non-nilpotent element \( \zeta \in \mathbb{H}^2(\mathcal{S}, k) \), the indecomposable summands of \( L_\zeta \) occur with multiplicity one. By the same token, the \( \mathcal{S} \)-module \( M_i \oplus_k M_j \) is projective whenever \( i \neq j \) (cf. [36, (3.2)]).

2. We shall see in Theorem 6.3.1 that the second alternative in Lemma 5.1(3) does not occur.

**Theorem 5.2.** Suppose that \( \zeta \in \mathbb{H}^2(\mathcal{S}, k) \) is a non-nilpotent element. Let \( M \) be an indecomposable summand of \( L_\zeta \), \( \Theta \subseteq \Gamma_\zeta(\mathcal{S}) \) be the component containing \( M \).

1. If \( \Theta \) is locally split, then every \( N \in \Theta \) is constantly supported and
\[
\text{Jt}(N) = \left\{ \left( \frac{\dim_k N}{p} \right)[p], f_{\Theta}(N)[1] \oplus f_{\Theta}(N)[p - 1] \oplus m_N[p] \right\}.
\]

2. If \( \tilde{T}_\Theta \cong A_\infty \) and \( \Theta \) is locally split, then \( M \) is quasi-simple.

**Proof.**

1. Let \( \alpha_K \) be a \( \pi \)-point with \( \alpha_K \in \Pi(\mathcal{S})_{\Theta} \). Lemma 5.1 implies \( d^{\Theta}(\alpha_K) = \delta_{i,1} + \delta_{i,p - 1} \) for \( 1 \leq i \leq p - 1 \), so that the assertion follows from Theorem 3.1.1.

2. This follows directly from (1), Lemma 5.1 and Corollary 3.1.2.

**Corollary 5.3.** Suppose that \( \dim \Pi(\mathcal{S}) \geq 2 \). For every non-nilpotent homogeneous element \( \zeta \in \mathbb{H}^*(\mathcal{S}, k) \) there exists a component \( \Theta_\zeta \subseteq \Gamma_\zeta(\mathcal{S}) \) such that
\[
\text{Jt}(M) = \left\{ \left( \frac{\dim_k M}{p} \right)[p], f_{\Theta_\zeta}(M)[1] \oplus f_{\Theta_\zeta}(M)[p - 1] \oplus n_M[p] \right\}
\]
for every \( M \in \Theta_\zeta \).

**Proof.** Let \( \zeta \in \mathbb{H}^2(\mathcal{S}, k) \) be a non-nilpotent element. According to [36, (3.4), (3.6)], we have
\[
\dim \Pi(\mathcal{S})_{L_\zeta} = \dim \mathcal{V}_G(L_\zeta) - 1 \geq \dim \mathcal{V}_G(k) - 2 = \dim \Pi(\mathcal{S}) - 1 \geq 1.
\]
Lemma 5.1 provides an indecomposable summand $M_\zeta \mid L_\zeta$ such that $\dim \Pi(\zeta)_M \geq 1$ and

$$Jt(M_\zeta) = \left\{ \left( \frac{\dim_k M_\zeta}{p} \right)[p], [1] \oplus [p - 1] \oplus n_{M_\zeta}[p] \right\}.$$ 

Thus, letting $\Theta_\zeta \subseteq \Gamma_s(\zeta)$ be the stable AR-component containing $M_\zeta$, our assertion is a consequence of Theorem 5.2. 

We conclude this section with an application concerning trigonalizable group schemes.

**Corollary 5.4.** Suppose that $p \geq 3$. Let $\zeta \in H^2(\zeta, k)$ be a non-nilpotent element. Then every component $\Theta \subseteq \Gamma_s(\zeta)$ containing an indecomposable direct summand of $L_\zeta$ is locally split.

**Proof.** Let $X \mid L_\zeta$ be an indecomposable direct summand such that $X \in \Theta$. If $\alpha_K : \mathbb{A}_{p,K} \rightarrow K\zeta$ is a $\pi$-point such that $\Theta$ is not $\alpha_K$-split, then Theorem 4.3.3 implies that $\Theta \cong \mathbb{Z}[A_\infty]/(\tau^m)$ for some $m \geq 1$. By the same token, every relatively $\alpha_K$-projective vertex of $\Theta$ is quasi-simple. Given such a module $M$, there is $j \in \{1, \ldots, p - 1\}$ with

$$\alpha_{K,j}(X) = (\alpha_{K,j}(M) - a_{ij})q\ell(X) + a_{ij}, \quad 1 \leq i \leq p - 1.$$ 

In view of Lemma 5.1 and Corollary 4.3.5, the module $X$ is not relatively $\alpha_K$-projective, so that $q\ell(X) \geq 2$. Specializing $i = j$, we obtain

$$\delta_{j,1} + \delta_{j,p-1} - 2 = q\ell(X)(\alpha_{K,j}(M) - 2).$$

Since $p \geq 3$, the left-hand side belongs to $\{-2, -1\}$, whence $q\ell(X) = 2$, as well as $j \not\in \{1, p - 1\}$. Consequently,

$$1 = (\alpha_{K,j}(M) - a_{ij})2 + a_{ij} \quad \text{for } i \in \{1, p - 1\},$$

so that $a_{1,j} 
eq 0 
eq a_{p-1,j}$. Since $j \neq \{1, p - 1\}$, we obtain $2 = j = p - 2$, a contradiction. 

**Remark.** Let $\zeta = SL(2,1)$ be the first Frobenius kernel of $SL(2)$. If $\zeta \in H^2(SL(2), k)$ is a non-zero element, then $\zeta$ is not nilpotent and each indecomposable summand of $L_\zeta$ belongs to a homogeneous tube. We shall see in Section 8 that none of these components is locally split and that each quasi-simple $SL(2,1)$-module has dimension $p$. On the other hand, the examples succeeding Theorem 6.1.5 show that certain Carlson modules have indecomposable summands of dimension $2p$. Thus, Theorem 5.2 may fail for components of tree class $A_\infty$ that are not locally split.

### 6. Indecomposable Carlson modules

In view of the foregoing results, the question when a Carlson module $L_\zeta$ is indecomposable arises. In this section, we provide indecomposability criteria for Carlson modules. Depending on properties of $\zeta$, these are established by means of support varieties or Jordan types.
6.1. Carlson modules of non-nilpotent elements

Here we study the case where $\zeta \in H^*(G, k) \setminus \{0\}$ is a non-nilpotent homogeneous element of even degree.

**Theorem 6.1.1.** Suppose that $m$ is a positive integer such that the variety $V_G(k) \subseteq k^m$ is equidimensional of dimension $n \geq (m + 3)/2$. If $\zeta \in H^*(G, k)$ is a non-nilpotent homogeneous element of positive degree, then $L_{\zeta}$ is indecomposable.

**Proof.** In view of Lemma 5.1, it suffices to show that $\text{Proj}(Z(\zeta)) = \text{Proj}(V_G(L_{\zeta})) \cong \Pi(\zeta)_L$ is connected.

Let $X, Y \subseteq Z(\zeta)$ be closed, conical subsets such that $Z(\zeta) = X \cup Y$ and $X \cap Y = \{0\}$. We denote by $\text{Irr}(\zeta)$ the set of irreducible components of $Z(\zeta)$. By general theory (cf. [46, (I.§8)]), every $Z \in \text{Irr}(\zeta)$ has dimension $\geq n - 1$, and the equality $Z = (Z \cap X) \cup (Z \cap Y)$ implies that $\text{Irr}(\zeta) = I(X) \cup I(Y)$, where the subsets $I(X), I(Y) \subseteq \text{Irr}(\zeta)$ contain those irreducible components lying inside $X$ and $Y$, respectively. The assumption $I(X), I(Y) \neq \emptyset$ provides $Z, Z' \in \text{Irr}(\zeta)$ with $Z \cap Z' = \{0\}$. The affine dimension theorem [41, (I.7.1)] then implies

$$0 = \dim Z \cap Z' \geq 2n - 2 - m \geq m + 3 - 2 - m = 1,$$

a contradiction. Hence we may assume that $I(Y) = \emptyset$, whence $\text{Irr}(\zeta) = I(X)$ and $X = Z(\zeta)$. Consequently, the variety $\text{Proj}(Z(\zeta))$ is connected. \hfill \Box

**Remark.** Let $n_G$ be the minimum of the dimensions of the irreducible components of $V_G(k)$. Then the conclusion of Theorem 6.1.1 also holds if $n_G \geq (m + 3)/2$. For a finite group $G$, the invariant $n_G$ coincides with the saturation rank $\text{srk}(G)$ of $G$, which we consider in Section 6.4.

**Corollary 6.1.2.** Let $U$ be an abelian unipotent group scheme with $\dim V_U(k) \geq 3$. Then the Carlson module $L_{\zeta}$ associated to a homogeneous non-nilpotent element $\zeta \in H^*(U, k)$ is indecomposable.

**Proof.** Let $r := \dim V_U(k)$ be the dimension of the support variety of $U$. In view of [56, (14.4)], the ring $H^*(U, k) \cong \text{Ext}^*_k(U, k)$ is isomorphic to the cohomology ring of an abelian $p$-group. Thanks to [4, (3.5.5), (3.5.6)], the support variety $V_U(k) \cong k^r$ is irreducible. Since $r \geq (r + 3)/2$ for $r \geq 3$, it follows from Theorem 6.1.1 that the module $L_{\zeta}$ is indecomposable. \hfill \Box

**Remark.** The foregoing results fail for group schemes whose support varieties have dimension $\leq 2$: see our discussion below concerning restricted Lie algebras.

We now turn to infinitesimal groups and their rank varieties. Let $G$ be an infinitesimal $k$-group. Given $r \in \mathbb{N}$, the authors of [53] introduce the scheme of infinitesimal 1-parameter subgroups of $G$ of height $\leq r$, whose variety of $k$-rational points is

$$V_r(G) := \text{Hom}(G_{a(r)}, G).$$
Here \( G_{d(r)} := \text{Spec}_k(k[X]/(X^{p^r})) \) is the \( r \)-th Frobenius kernel of the additive group \( G_a \).

We set \( x := X + (X^{p^r}) \), so that \( \{x^i : 0 \leq i \leq p^r - 1\} \) is a basis of \( k[X]/(X^{p^r}) \).

If \( \delta_0, \ldots, \delta_{p^r-1} \subseteq kG_{d(r)} \) denotes the dual basis, then, setting \( \delta_i := \delta_{p^r-i} \), we obtain a canonical set of generators \( \{\delta_0, \ldots, \delta_{p^r-1}\} \) of the algebra \( kG_{d(r)} \). We consider \( A_r := k[u_{r-1}] \subseteq kG_{d(r)} \), the \( p \)-dimensional subalgebra generated by \( u_{r-1} \). Given a \( G \)-module \( M \), Suslin et al. [54, §6] define the \( r \)-th rank variety of \( M \) via

\[
V_r(\mathcal{G})_M := \{ \alpha \in V_r(\mathcal{G}) ; \alpha^*(M)|_{A_r} \text{ is not projective} \}.
\]

Suppose that \( \mathcal{G} \) has height \( \leq r \), that is, \( \mathcal{G} \) coincides with its \( r \)-th Frobenius kernel \( G_r \).

Thanks to [54, (5.2), (6.8)], there exists a morphism \( \Psi : V_r(\mathcal{G}) \to V_{\mathcal{G}}(k) \) which is a homeomorphism such that

\[
\Psi(V_r(\mathcal{G})_M) = V_{\mathcal{G}}(M)
\]

for every \( M \) mod \( \mathcal{G} \). We thus obtain the following analogue of Theorem 6.1.1 for rank varieties:

**Corollary 6.1.3.** Let \( \mathcal{G} \) be an infinitesimal group of height \( \leq r \). Suppose that \( m \) is a positive integer such that \( V_l(\mathcal{G}) \subseteq \mathbb{A}^m \) is equidimensional of dimension \( n \geq (m + 3)/2 \).

If \( \zeta \in H^*(\mathcal{G}, k) \) is a non-nilpotent homogeneous element of positive degree, then \( L_{\zeta} \) is indecomposable.

**Proof.** We denote by \( \psi : H^*(\mathcal{G}, k)/\sqrt{\eta} \to k[V_r(\mathcal{G})] \) the comorphism of \( \Psi \). Owing to [53, (1.14)], the map \( \psi \) is a homomorphism of \( k \)-algebras which multiplies degrees by \( p^r/2 \). Let \( \eta \in k[V_r(\mathcal{G})] \) be the image of the residue class \( \zeta \) of \( \zeta \) under \( \psi \). Then we have

\[
Z(\eta) = \psi^{-1}(Z(\zeta)) = \psi^{-1}(V_{\mathcal{G}}(L_{\zeta})) = V_r(\mathcal{G})_{L_{\zeta}}.
\]

As before, it suffices to show that \( \text{Proj}(Z(\eta)) \) is connected, and the arguments of the proof of Theorem 6.1.1 yield our assertion.

In the special case where our group \( \mathcal{G} \) has height \( \leq 1 \), the foregoing result can be formulated in the language of restricted Lie algebras. Given a restricted Lie algebra \( (g, [p]) \), we let

\[
\mathcal{V}_g := \{ x \in g ; x^{[p]} = 0 \}
\]

be the nullcone of \( g \). If \( M \) is a \( U_0(g) \)-module, then

\[
\mathcal{V}_g(M) := \{ x \in \mathcal{V}_g ; M|_{U_0(kx)} \text{ is not projective} \} \cup \{ 0 \}
\]

is the rank variety of \( M \) (see [33, 34]). Thanks to [53, (1.6)], we obtain:

**Corollary 6.1.4.** Let \( (g, [p]) \) be a restricted Lie algebra. Suppose that \( m \) is a positive integer such that \( \mathcal{V}_g \subseteq \mathbb{A}^m \) is equidimensional of dimension \( n \geq (m + 3)/2 \).

If \( \zeta \in H^*(U_0(g), k) \) is a non-nilpotent homogeneous element of positive degree, then \( L_{\zeta} \) is indecomposable.
In many cases of interest, the nullcone $V_\mathfrak{g}$ is known to be irreducible. Let $\mathfrak{g} := \text{Lie}(G)$ be the Lie algebra of a smooth reductive group $G$. If $p$ is good for $G$, then [47, (6.3.1)] ensures the irreducibility of $V_\mathfrak{g}$. Moreover, there is a formula expressing $\dim V_\mathfrak{g}$ in terms of the root system of $G$. For the case where $G$ is simple and simply connected explicit formulae may be found in [11]. Recall that the rank $\text{rk}(G)$ of $G$ is the dimension of any maximal torus $T \subseteq G$. By way of example, we provide the following result:

**Theorem 6.1.5.** Suppose that $\mathfrak{g} := \text{Lie}(G)$ is the Lie algebra of a semi-simple, simply connected algebraic group $G \not\cong \text{SL}(2) \times \text{SL}(2)$ of rank $\text{rk}(G) \geq 2$, whose Coxeter number $h$ satisfies $p \geq h$. Let $\xi \in H^\bullet(U_0(\mathfrak{g}), k)$ be a non-nilpotent homogeneous element of positive degree.

(1) The Carlson module $L_\xi$ is indecomposable.

(2) $L_\xi \in \mathbb{Z}[A_\infty]$ is quasi-simple.

**Proof.** In virtue of our present assumption, [47, (6.3.1)] implies that $\dim V_\mathfrak{g}$ is irreducible of dimension

$$\dim V_\mathfrak{g} = \dim \mathfrak{g} - \text{rk}(G).$$

The latter number is $\geq (\dim \mathfrak{g} + 3)/2$ in case $\text{rk}(G) \geq 3$. For groups of rank 2, a case-by-case analysis yields the same conclusion, unless $G$ is of type $A_1 \times A_1$. Since $V_\mathfrak{g} \subseteq \mathfrak{g}$, Corollary 6.1.4 ensures the indecomposability of $L_\xi$. Since $\dim V_\mathfrak{g} = \dim \mathfrak{g} - \text{rk}(G) \geq 3 \text{rk}(G) - \text{rk}(G) \geq 4$, we see that $\dim V_\mathfrak{g}(L_\xi) \geq 3$. Thanks to [22, (2.2)], the module $L_\xi$ thus belongs to a stable AR-component of type $\mathbb{Z}[A_\infty]$, and Theorem 5.2 shows that $L_\xi$ is actually quasi-simple. $\square$

**Remarks.** (1) If $\mathfrak{g}$ is as in Theorem 6.1.5 with $p > h$, then $H^\bullet(U_0(\mathfrak{g}), k) = H^\bullet(U_0(\mathfrak{g}), k)$ is a reduced $k$-algebra (see [2] or [32]), so that the above result actually describes all Carlson modules of the Lie algebra $\mathfrak{g}$.  

(2) The results of [11] give rise to refinements of the above theorem. For instance, if $G = \text{SL}(n)(k)$ and $p \geq 3$, [11, (3.1)] implies that

$$\dim V_{\text{sl}(n)} \geq \frac{n^2 + 2}{2},$$

unless $n = 4$ and $p = 3$. Hence Theorem 6.1.5 holds for $\text{SL}(n)(k)$ for $p \geq 3$ and $(n, p) \neq (4, 3)$.

Let $(\mathfrak{g}, [p])$ be a restricted Lie algebra. The connection between rank varieties and support varieties is conveyed by the Hochschild map

$$\Phi : S(\mathfrak{g}^*) \to H^\bullet(U_0(\mathfrak{g}), k)$$

between the algebra $S(\mathfrak{g}^*)$ of polynomial functions on $\mathfrak{g}$ (whose variables are given degree 2) and the even cohomology ring $H^\bullet(U_0(\mathfrak{g}), k)$ (cf. [43, p. 571]). Given $f \in S(\mathfrak{g}^*)$, Friedlander and Parshall [34, p. 560] have shown that

$$V_{\mathfrak{g}}(L\Phi(f)) = Z(f) \cap V_\mathfrak{g},$$

where $Z(f) \subseteq \mathfrak{g}$ denotes the set of zeros of the polynomial function $f$. 


If $\mathfrak{g} := \text{Lie}(G)$ is the Lie algebra of an algebraic group $G$, then $G \times k^\times$ acts on $\mathfrak{g}^*$ via

$$(g, \alpha), \eta := \alpha \eta \circ \text{Ad}(g^{-1}) \quad \forall (g, \alpha) \in G \times k^\times, \eta \in \mathfrak{g}^*.$$ 

Here $\text{Ad}$ denotes the adjoint representation of $G$ on $\mathfrak{g}$. The $G$-invariance of $\mathcal{V}_\theta$ readily yields

$$Z((g, \alpha), \eta) \cap \mathcal{V}_\theta = \text{Ad}(g)(Z(\eta) \cap \mathcal{V}_\theta).$$ 

**Examples.** (1) For $p \geq 3$ we consider the Lie algebra $\mathfrak{sl}(2)$ with its standard basis $\{e, h, f\}$, so that

$$\mathcal{V}_{\mathfrak{sl}(2)} = \{ah + be + cf \in \mathfrak{sl}(2); a^2 + bc = 0\}$$ 

is a two-dimensional irreducible variety. Thus, the pair $(\mathcal{V}_\theta, g)$ violates the condition $\dim \mathcal{V}_\theta \geq \frac{(\dim_k \mathfrak{g} + 3)}{2}$.

Let $\eta \in \mathfrak{g}^* \setminus \{0\}$. By the proof of [27, (2.2)], the group $\text{SL}(2)(k) \times k^\times$ acts on $\mathfrak{sl}(2)^* \setminus \{0\}$ with two orbits, whose representatives $\eta_1, \eta_2$ have kernels $kh \oplus ke$ and $ke \oplus kf$, respectively. Thus, $\mathcal{V}_{\mathfrak{sl}(2)}(L_{\Phi(\eta_1)}) = ke$ while $\mathcal{V}_{\mathfrak{sl}(2)}(L_{\Phi(\eta_2)}) = ke \cup kf$. In view of Lemma 5.1 and the observations above, the $3p$-dimensional Carlson modules $L_{\Phi(\eta)}$ of degree 2 are either indecomposable, or decomposable with two constituents (of dimensions $p$ and $2p$, respectively). Moreover, since the Chevalley–Eilenberg cohomology groups $H^i(\mathfrak{sl}(2), k)$ vanish for $i = 1, 2$, the exact sequence of [43, p. 575] implies that the Hochschild map induces an isomorphism $\mathfrak{sl}(2)^* \cong H^2(U_0(\mathfrak{sl}(2)), k)$. Hence all Carlson modules of degree 2 are of the form indicated above.

(2) Let $u := kx \oplus ky$ be the two-dimensional abelian restricted Lie algebra with trivial $p$-map. Let $f : u \to k$ be the polynomial map given by $f(ax + by) = ab$. Then $\text{Proj}(\mathcal{V}_u(L_{\Phi(f)}))$ consists of two points and $L_{\Phi(f)}$ is decomposable.

### 6.2. Subsidiary results

In this subsection we collect a few results that will be applied in our investigation of Carlson modules corresponding to homogeneous nilpotent elements of the cohomology ring $H^*(G, k)$.

**Lemma 6.2.1.** Suppose that $\zeta \in H^i(G, k) \setminus \{0\}$ has positive degree. If $L_\zeta \neq 0$, then there exists an exact sequence

$$0 \to \Omega_{G}^{1-n}(k) \to \Omega_{G}^{-n}(L_\zeta) \to k \to 0.$$ 

**Proof.** According to [5, (5.9.4)] (which only holds for $L_\zeta \neq 0$), the element $\zeta \in H^i(G, k) \cong \text{Ext}^1_G(\Omega_{G}^{n-1}(k), k)$ corresponds to the exact sequence

$$0 \to k \to \Omega_{G}^{-1}(L_\zeta) \to \Omega_{G}^{-1}(k) \to 0.$$ 

Application of $\Omega_{G}^{1-n}$ thus yields an exact sequence

$$0 \to \Omega_{G}^{1-n}(k) \to \Omega_{G}^{-n}(L_\zeta) \oplus P \xrightarrow{(\varphi, \psi)} k \to 0,$$
with a projective \( G \)-module \( P \). This gives a commutative diagram
\[
\begin{array}{ccc}
\Omega_{G}^{1-n}(k) & \xrightarrow{\kappa} & P \\
- \frac{\partial}{\partial f} & \downarrow & \psi \\
\Omega_{G}^{-n}(L_{\zeta}) & \xrightarrow{\varphi} & k \\
\end{array}
\]
which, by virtue of [3, (1.5.7)], is both a pull-back and a push-out diagram. If \( \varphi = 0 \), then
\[
\Omega_{G}^{1-n}(k) = \ker(0, \psi) = \Omega_{G}^{-n}(L_{\zeta}) \oplus \ker \psi.
\]
Since \( \Omega_{G}^{1-n}(k) \) is indecomposable, we obtain \( \ker \psi = (0) \) or \( \Omega_{G}^{-n}(L_{\zeta}) = (0) \). Since \( L_{\zeta} \neq (0) \) is not injective, we may rule out the latter case, whence \( \ker \psi = (0) \) and \( P \cong k \).

Recall that a \( G \)-module is endo-trivial if and only if it has constant stable Jordan type \([1]\) or \([p - 1]\) (see [10, (5.6)]).

**Lemma 6.2.2.** Suppose that \( \zeta \in H^{n}(G, k) \setminus \{0\} \) is an element such that \( L_{\zeta} = X \oplus Y \) is the direct sum of two indecomposable endo-trivial modules with
\[
\text{StJt}(X) = \begin{cases} 1, & n \text{ even;} \\
[p - 1], & n \text{ odd;} \\
\end{cases}\quad \text{and} \quad \text{StJt}(Y) = [p - 1].
\]

(1) Let \( M := \Omega_{G}^{-n}(X) \) and \( N := \Omega_{G}^{-n}(Y) \). There exists a commutative diagram
\[
\begin{array}{ccc}
(0) & \downarrow & (0) \\
\downarrow & & \downarrow \\
V & \xrightarrow{=} & V \\
\downarrow & & \downarrow \\
(0) & \xrightarrow{} & W & \xrightarrow{} & \Omega_{G}^{1-n}(k) & \xrightarrow{\kappa} & N & \xrightarrow{} & (0) \\
\downarrow & & \parallel & & \downarrow & & \downarrow & & \downarrow \\
(0) & \xrightarrow{} & W & \xrightarrow{=} & M & \xrightarrow{\psi} & k & \xrightarrow{} & (0) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
(0) & & (0) & & (0)
\end{array}
\]
with exact rows and columns.

(2) Let \( \alpha_{K} \in \Pi_{G}(3) \) be a \( \pi \)-point. Then \( \alpha_{K}^{*}(\varphi_{K}) \) is split surjective or \( \alpha_{K}^{*}(\psi_{K}) \) is split surjective.
Proof. We shall only consider the case where \( n \) is even. The arguments for odd \( n \) are analogous.

(1) Since \( n \) is even, we have \( \Omega^n_\mathcal{G}(L_\zeta) \cong M \oplus N \), with both constituents being indecomposable endo-trivial modules of constant stable Jordan types \([1]\) and \([p-1]\), respectively. Lemma 6.2.1 furnishes an exact sequence

\[
(0) \rightarrow \Omega^{1-n}_\mathcal{G}(k) \xrightarrow{(f)} M \oplus N \xrightarrow{(\varphi, \psi)} k \rightarrow (0).
\]

With \( V := \ker f \) and \( W := \ker g \), our claim is a consequence of [3, (I.5.6)], once we know that \( \varphi, \psi \neq 0 \).

If \( \varphi = 0 \), then

\[
\Omega^{1-n}_\mathcal{G}(k) = \ker(0, \psi) = M \oplus \ker \psi.
\]

As \( \Omega^{1-n}_\mathcal{G}(k) \) is indecomposable, this implies \( \ker \psi = (0) \), so \( N \hookrightarrow k \), a contradiction.

If \( \psi = 0 \), then

\[
\Omega^{1-n}_\mathcal{G}(k) = \ker(\varphi, 0) = N \oplus \ker \varphi.
\]

Hence \( \Omega^{1-n}_\mathcal{G}(k) \cong N \) and \( M \cong k \), so that \( \Omega^{1-n}_\mathcal{G}(L_\zeta) \cong \Omega^{1-n}_\mathcal{G}(k) \oplus k \). As a result, \( L_\zeta \subseteq \Omega^{1-n}_\mathcal{G}(k) \).

(2) We apply \( \alpha^* \) to the exact sequence

\[
(0) \rightarrow \Omega^{1-n}_\mathcal{G}(K) \rightarrow \Omega^{1-n}_\mathcal{G}((L_\zeta)_K) \xrightarrow{(\varphi_K, \psi_K)} K \rightarrow (0)
\]

and obtain an exact sequence

\[
(0) \rightarrow [p-1] \oplus Q \xrightarrow{(a,b)} ([1] \oplus [p-1]) \oplus P \xrightarrow{(a,b)} [1] \rightarrow (0), \quad (\ast)
\]

with projective \( \mathfrak{A}_{p,K} \)-modules \( P, Q \) satisfying \( \dim_K P = \dim_K Q \). Since \( \mathfrak{A}_{p,K} \) is local, this implies \( P \cong Q \). As a result, the middle term of (\( \ast \)) is isomorphic to the direct sum of the extreme terms, so that (\( \ast \)) is split exact. There thus exist \( \gamma : K \rightarrow \alpha^*_K(M_K) \) and \( \eta : K \rightarrow \alpha^*_K(N_K) \) such that

\[
\text{id}_K = (\alpha^*_K(\varphi_K), \alpha^*_K(\psi_K)) \circ \left( \begin{array}{c}
\gamma \\
\eta
\end{array} \right) = \alpha^*_K(\varphi_K) \circ \gamma + \alpha^*_K(\psi_K) \circ \eta.
\]

This readily implies our claim. \( \Box \)

6.3. Carlson modules of nilpotent elements of even degree

In contrast to the results of Section 6.1, the structure of the Carlson modules associated to nilpotent elements of even degree does not depend on the internal structure of the underlying group scheme \( \mathcal{G} \).

**Theorem 6.3.1.** Suppose that \( p \geq 3 \). Let \( \zeta \in H^2(\mathcal{G}, k) \setminus \{0\} \) be nilpotent. Then \( L_\zeta \) is indecomposable.
If $\geq 28$, (2.7), $G$ shows that the $\alpha$ belongs to the principal block $B_{G}$, then a consecutive application of [28, (2.1)] and [28, (2.4)] shows that all simple $L$ modules containing an indecomposable Carlson module $L_{G}$, whence $\alpha_{G}(\psi_{K})$ is split surjective, then

$$\alpha_{G}^{*}(N_{K}) \cong \alpha_{G}^{*}(V_{K}) \oplus [1],$$

whence $[p - 1] \oplus (\text{proj.}) \cong \alpha_{G}^{*}(V_{K}) \oplus [1]$. Since $p \geq 3$, the trivial module $[1]$ is not a direct summand of $[p - 1] \oplus (\text{proj.})$, and we have reached a contradiction. It now follows from Lemma 6.2.2 that $\alpha_{G}^{*}(\psi_{K})$ is split surjective. Thus,

$$[1] \oplus (\text{proj.}) \cong \alpha_{G}^{*}(W_{K}) \oplus [1],$$

so that $\alpha_{G}^{*}(W_{K})$ is projective.

As a result, $\Pi(\mathcal{S}) = \emptyset$, and [36, (5.3)] ensures that $W$ is a projective $\mathcal{S}$-module. The upper row of our diagram thus splits and

$$\Omega^{1-2n}_{\mathcal{S}}(k) \cong W \oplus N.$$

As the Heller shift is projective-free, we see that $W = (0)$, whence $N \cong \Omega^{1-2n}_{\mathcal{S}}(k)$ and $M \cong k$. Consequently, $\Omega^{-2n}_{\mathcal{S}}(L_{G}) \cong M \oplus N \cong k \oplus \Omega^{-2n}_{\mathcal{S}}(k)$, whence $L_{G} \cong \Omega^{2n}_{\mathcal{S}}(k) \oplus \Omega^{2n}_{\mathcal{S}}(k)$, a contradiction. \hfill\qed

**Corollary 6.3.2.** Suppose that $p \geq 3$ and let $\Theta_{G} \subseteq \Gamma_{G}(\mathcal{S})$ be the stable Auslander–Reiten component containing an indecomposable Carlson module $L_{G}$ of the nilpotent element $\zeta \in \Pi^{\infty}(\mathcal{S}, k) \setminus [0]$.

1. If $\dim \Pi(\mathcal{S}) \geq 2$, then $\Theta_{G} \cong \mathbb{Z}[A_{\infty}]$, $L_{G}$ is quasi-simple and every $N \in \Theta_{G}$ has constant Jordan type $Jt(N) = [q \ell(N)[1] \oplus q \ell(N)[p - 1] \oplus n_{N}[p]]$.

2. If $\mathcal{S}$ is infinitesimal, or trigonalizable and representation-infinite, then $\Theta_{G}$ is locally split.

**Proof.** (1) According to Lemma 5.1, the Carlson module $L_{G}$ has constant Jordan type $Jt(L_{G}) = [[1] \oplus [p - 1] \oplus n_{r}[p]]$. Thus, $\Pi(\mathcal{S})_{\Theta_{G}} = \Pi(\mathcal{S})$, and [24, (3.3)] implies $\Theta_{G} \cong \mathbb{Z}[A_{\infty}]$. Our assertion now follows from Corollary 3.1.2.

(2) If $\Theta_{G}$ is not locally split, then $cx_{G}(k) = \dim \Pi(\mathcal{S}) + 1 = 1$. If $\mathcal{S}$ is infinitesimal, then a consecutive application of [28, (2.1)] and [28, (2.4)] shows that all simple $\mathcal{S}$-modules belonging to the principal block $B_{G}(\mathcal{S})$ of $k\mathcal{S}$ are one-dimensional. By virtue of [28, (2.7)], $B_{G}(\mathcal{S})$ is a Nakayama algebra, and [3, (IV.2.10)] now yields $\dim_{k} \Omega^{2n}_{\mathcal{S}}(k) = 1$. Thus, $L_{G} = (0)$, a contradiction.

In case $\mathcal{S}$ is trigonalizable and of infinite representation type, we consider a $\Pi$-point $\alpha_{G}$ such that $\Theta_{G}$ is not $\alpha_{G}$-split. A consecutive application of Corollary 4.3.5 and Lemma 5.1 shows that the $\mathcal{S}$-module $L_{G}$ is not $\alpha_{G}$-projective. Theorem 4.3.3 now implies $q \ell(L_{G}) \geq 2$, and the arguments in the proof of Corollary 5.4 yield a contradiction. \hfill\qed
6.4. Carlson modules of odd degree

In order to address the case where \( L_\zeta \) is defined by an element \( \zeta \in H^*(\mathbb{A}, k) \) of odd degree, we recall that the map \( \alpha_K : \mathfrak{A}_{p,K} \rightarrow K[G] \) induces a homomorphism \( \alpha_K^*: H^*(\mathbb{A}_{p,K}, K) \rightarrow H^*(\mathfrak{A}_{p,K}, K) \). The latter algebra is known: for \( p > 2 \) we have \( H^*(\mathfrak{A}_{p,K}, K) \cong K[X,Y]/(Y^2) \) with \( \deg(X) = 2 \) and \( \deg(Y) = 1 \).

Given a field extension \( K : k \), we shall identify \( H^*(\mathbb{A}_{p,K}, k) \) with \( K \) and let \( H^*(\mathfrak{A}_{p,K}, K) \) for every \( \zeta \in H^*(\mathbb{A}_{p,K}, K) \) and \( \alpha_K \in \Pi t(\mathbb{A}) \).

Throughout this section, we assume that \( p \geq 3 \).

**Lemma 6.4.1.** Let \( n \) be odd and \( \zeta \in H^*(\mathbb{A}, k) \setminus \{0\} \).

1. \( \text{Jt}(L_\zeta, \alpha_K) = \begin{cases} 2[p-1] \oplus m_\zeta[p] & \text{if } \alpha_K^*(\zeta) = 0, \\ [p-2] \oplus n_\zeta[p] & \text{if } \alpha_K^*(\zeta) \neq 0. \end{cases} \)

2. If \( |\text{Jt}(L_\zeta)| = 2 \), then \( L_\zeta \) is indecomposable.

3. If \( L_\zeta \) has constant Jordan type, then \( L_\zeta \) is either indecomposable or the direct sum of two endo-trivial modules of constant stable Jordan type \( [p-1] \).

**Proof.** (1) Recall that \( \Pi t(\mathbb{A}) = \Pi t(\mathbb{A}) \) and let \( \alpha_K \in \Pi t(\mathbb{A}) \) be a \( \pi \)-point. Since \( n \) is odd, we obtain an exact sequence

\[
\begin{array}{ccccccccc}
(0) & \rightarrow & \alpha_K^*(L_\zeta) & \overset{\gamma}{\rightarrow} & [p-1] \oplus m[p] & \overset{(f,g)}{\rightarrow} & K & \rightarrow & (0), \\
\end{array}
\]

where \( \alpha_K^*(\zeta) \in H^*(\mathfrak{A}_{p,K}, K) \) corresponds to \( f \). If \( f = 0 \), then \( g \neq 0 \) and

\[
\alpha_K^*(L_\zeta) \cong [p-1] \oplus \ker g \cong 2[p-1] \oplus m'[p].
\]

Alternatively, [3, (1.5.6), (1.5.7)] provides a commutative diagram

\[
\begin{array}{ccccccccc}
(0) & \rightarrow & \ker \gamma & \rightarrow & \alpha_K^*(L_\zeta) & \overset{\gamma}{\rightarrow} & m[p] & \rightarrow & (0) \\
\downarrow & & & & \downarrow \psi & & & & \\
(0) & \rightarrow & \ker f & \rightarrow & [p-1] & \overset{f}{\rightarrow} & K & \rightarrow & (0)
\end{array}
\]

with exact rows. Consequently,

\[
\alpha_K^*(L_\zeta) \cong \ker \gamma \oplus m[p] \cong \ker f \oplus m[p] \cong [p-2] \oplus m[p],
\]

as desired.

(2) Suppose that \( |\text{Jt}(L_\zeta)| = 2 \), so that

\[
\text{Jt}(L_\zeta) = \{2[p-1] \oplus m_\zeta[p], [p-2] \oplus n_\zeta[p]\}.
\]

Let \( M \) be a direct summand of \( L_\zeta \), so that \( \dim_k M = -1, -2, 0 \mod(p) \).

If \( \dim M \equiv 0 \mod(p) \), then, for any \( \pi \)-point \( \alpha_K \), \( p \) divides the dimension of the projective-free part \( X \) of \( \alpha_K^*(M) \). As \( X \mid 2[p-1] \) or \( X \mid [p-2] \), it follows that \( X = 0 \).
Consequently, \( \alpha^*_K(M_K) \) is projective and, thanks to [36, (5.3)], \( M \) is also projective, so that \( M = (0) \).

If \( \dim_k M = -1 \mod(p) \), then \( \alpha^*_K(M_K) \cong \{p - 1\} \oplus n_M[p] \) for any \( \alpha_K \in \Pi(\mathfrak{g}) \).

Since there exists a \( \pi \)-point \( \alpha_K \) with \( \alpha^*_K((L_\zeta)_K) \cong \{p - 2\} \oplus n_\zeta'[p] \), we have reached a contradiction.

Finally, if \( \dim_k M = -2 \mod(p) \), then the dimension of a direct complement \( N \) of \( M \) is divisible by \( p \). By the first step, \( N = (0) \), so that \( M = L_\zeta \). As a result, \( L_\zeta \) is indecomposable.

(3) Owing to [10, (3.7)], every direct summand of \( L_\zeta \) has constant Jordan type. Thus, if \( L_\zeta \) is decomposable, then \( \text{Jt}(L_\zeta) = \{2[p - 1] \oplus n_\zeta[p]\} \) and each indecomposable summand \( M \neq L_\zeta \) of \( L_\zeta \) has dimension \( \dim_k M = -1 \mod(p) \). Consequently, such a summand has Jordan type \( \text{Jt}(M) = \{[p - 1] \oplus n_M[p]\} \), and there are exactly two such summands. By virtue of [10, (5.6)], each of these summands is endo-trivial. \( \square \)

**Remarks.** (1) Let \( n \) be odd and \( \zeta \in H^n(\mathfrak{g}, k) \setminus \{0\} \). If \( p = 2 \), then \( H^n(\mathfrak{g}, k) \cong K[X] \), so that \( \alpha^*_K(\zeta) = 0 \) for every \( \alpha_K \in \Pi(\mathfrak{g}) \). Consequently, we have

\[
\text{Jt}(L_\zeta) = \{2[1] \oplus m_\zeta[2]\}
\]

in that case.

(2) If \( n = 1 \), then \( L_\zeta \subseteq \Omega_2(k) \) is a submodule of the projective cover of \( k \) and hence is either zero or indecomposable.

(3) Let \( \mathfrak{u} \) be an abelian unipotent group scheme, and \( K \supseteq k \) be an extension field of \( k \). General theory [4, \S3.5], [44, (I.4.27)] provides an isomorphism

\[
H^*(\mathfrak{u}, K) \cong S(H^*(\mathfrak{u}, K)) \otimes_k \Lambda(H^1(\mathfrak{u}, K))
\]

of graded-commutative \( K \)-algebras, where \( S(\cdot) \) and \( \Lambda(\cdot) \) denote the symmetric algebra and the exterior algebra of a space, whose elements are homogeneous of the given cohomological degree. Let \( \alpha_K \in \Pi(\mathfrak{u}) \) be a \( \pi \)-point. Writing \( H^2(\mathfrak{g}, K) = KX \) and \( H^1(\mathfrak{g}, K) = KY \), we see that the graded homomorphism \( \alpha^*_K : H^*(\mathfrak{u}, K) \to H^*(\mathfrak{g}, K) \) annihilates \( \Lambda^j(H^1(\mathfrak{u}, K)) \) for \( j \geq 2 \). Consequently,

\[
\alpha^*_K(H^{2n+1}(\mathfrak{u}, K)) = \alpha^*_K(S^n(H^*(\mathfrak{u}, K))) \alpha^*_K(H^*(\mathfrak{u}, K))
\]

for every \( n \geq 0 \).

**Examples.** (1) Let \( \mathfrak{u} = G_{a(1)}^3 \) be the product of three copies of the first Frobenius kernel of the additive group. Then we have \( \dim_k H^1(\mathfrak{u}, k) = 3 \). Let \( \alpha_j : \mathfrak{g}_p \to \mathfrak{u} \) be the \( \pi \)-points given by the three canonical embeddings \( G_{a(1)} \hookrightarrow \mathfrak{u} \). Recall that

\[
H^*(\mathfrak{u}, k) = H^*(G_{a(1)}, k)^{\otimes 3}.
\]

Let \( \zeta_1 = \zeta \otimes 1 \otimes 1 \in H^1(\mathfrak{u}, k) \) be given by \( \zeta \in H^1(G_{a(1)}, k) \setminus \{0\} \). Then we have \( \alpha_j^*(\zeta_1) = \delta_{j,1}\zeta \). Accordingly, \( \text{Jt}(L_{\zeta_1}) = 2 \) and \( L_{\zeta_1} \) is indecomposable.
The map $L$ is the direct sum of two endo-trivial modules of constant stable Jordan type $[p - 1].$ We shall see in Theorem 6.4.4 below that $L_{\xi}$ is indecomposable.

Let $\xi \in H^\nu(\mathbb{S}, k) \setminus \{0\}$ be an element of odd degree such that $L_{\xi}$ is decomposable. In view of Lemma 6.4.1,

$L_{\xi} \cong X \oplus Y$

is the direct sum of two endo-trivial modules of constant stable Jordan type $[p - 1].$ We may therefore consider the commutative diagram of Lemma 6.2.2.

Lemma 6.4.2. Let $\xi \in H^\nu(\mathbb{S}, k) \setminus \{0\}$ be an element of odd degree $n \neq 1$ such that $L_{\xi}$ is decomposable. Set $U := \ker(\psi \circ g)$.

1. $\Pi(\mathbb{S})_V \cap \Pi(\mathbb{S})_W = \emptyset.$
2. There is a split exact sequence $(0) \rightarrow W \rightarrow U \xrightarrow{\xi} V \rightarrow (0)$.
3. There is a split exact sequence $(0) \rightarrow V \rightarrow U \xrightarrow{f} W \rightarrow (0)$.
4. $\Pi(\mathbb{S})_U = \Pi(\mathbb{S})_V \cup \Pi(\mathbb{S})_W.$
5. The map $\psi \circ g : \Omega_{\mathbb{S}}^{1-n}(k) \rightarrow k$ corresponds to a non-split extension

$$(0) \rightarrow k \rightarrow \Omega_{\mathbb{S}}^{-1}(U) \rightarrow \Omega_{\mathbb{S}}^{1-n}(k) \rightarrow (0).$$

Proof. (1) Let $\alpha_K \in \Pi(t(\mathbb{S}))$ be a $\pi$-point such that $[\alpha_K] \in \Pi(\mathbb{S})_V \cap \Pi(\mathbb{S})_W.$ Note that $M = \Omega_{\mathbb{S}}^{-1}(X)$ and $N = \Omega_{\mathbb{S}}^{-1}(Y)$ are $\mathbb{S}$-modules of constant stable Jordan type $[1].$ By Lemma 6.2.2(2), one of the maps $\alpha^*(\varphi_K)$ or $\alpha_K(\psi_K)$ is split surjective. By symmetry, we may assume that $\alpha^*_K(\varphi_K)$ is split surjective. Consequently, the sequence

$$(0) \rightarrow \alpha^*_K(W_K) \rightarrow \alpha^*_K(M_K) \rightarrow \alpha^*_K(K) \rightarrow (0)$$

splits, so that $\{1[\text{proj.}] \cong [1][\alpha^*_K(W_K)].$ Hence $\alpha^*_K(W_K)$ is projective, a contradiction.

(2) We have $U = \ker(\psi \circ g) = g^{-1}(\ker \psi) = g^{-1}(V)$ as well as $U = \ker(\varphi \circ \psi) = f^{-1}(\ker \varphi) = f^{-1}(W).$ Hence the two sequences are exact. In view of (1), a consecutive application of [36, (3.2)] and [36, (3.3)] implies that the $\mathbb{S}$-module $V^* \otimes_K W$ is injective. Consequently, $\text{Ext}^1_{\mathbb{S}}(V, W) \cong \text{Ext}^1_{\mathbb{S}}(k, V^* \otimes_K W) = (0)$, so that the sequence in (2) is split exact. The corresponding result for (3) follows by interchanging the roles of $V$ and $W$.

(4) This follows from (2), (3) and [36, (3.3)].

(5) By general theory, the extension associated to $\psi \circ g$ is the lower row of the following diagram, whose left-hand square is a push-out:

$$(0) \xrightarrow{} \Omega_{\mathbb{S}}^{1-n}(k) \xrightarrow{} P \xrightarrow{} \Omega_{\mathbb{S}}^{1-n}(k) \xrightarrow{} (0)$$

$$0 \xrightarrow{} k \xrightarrow{} E \xrightarrow{} \Omega_{\mathbb{S}}^{1-n}(k) \xrightarrow{} (0)$$

$$\downarrow \psi \circ g \quad \downarrow \lambda$$
The Snake Lemma yields \( U \cong \ker \lambda \) as well as \( \text{im} \lambda = E \). If \( U = (0) \), then (2) and (3) yield \( V = (0) = W \), so that Lemma 6.2.2 gives \( N \cong k \cong M \). Consequently, \( L \cong \Omega_\mathfrak{g}^n(k) \oplus \Omega_\mathfrak{g}^n(k) \), a contradiction. Since \( \Omega_\mathfrak{g}^{1-n}(k) \) is indecomposable and \( \dim_k U = \dim_k \Omega_\mathfrak{g}^{1-n}(k) - 1 \), it now follows that \( \text{Soc}_\mathfrak{g}(U) = \text{Soc}_\mathfrak{g}(\Omega_\mathfrak{g}^{1-n}(k)) = \text{Soc}_\mathfrak{g}(P) \). As a result, \( P \) is an injective hull of \( U \), whence \( E \cong \Omega_\mathfrak{g}^{-1}(U) \). \( \square \)

Let \( \mathfrak{g} \) be a finite group scheme. We say that \( \mathfrak{g} \) is linearly reductive if the algebra \( k\mathfrak{g} \) is semi-simple. Following Voigt [55, (I.2.37)], we let \( \mathfrak{g}_\text{lr} \leq \mathfrak{g} \) be the unique largest linearly reductive normal subgroup of \( \mathfrak{g} \).

We consider the set \( \text{Max}_\text{aut}(\mathfrak{g}) \) of maximal abelian unipotent subgroups of \( \mathfrak{g} \), as well as its subsets
\[
\text{Max}_\text{aut}(\mathfrak{g})_\ell := \{ U \in \text{Max}_\text{aut}(\mathfrak{g}) : \text{cx}_U(k) \geq \ell \}
\]
for every \( \ell \geq 1 \).

If \( \mathfrak{h} \subseteq \mathfrak{g} \) is a subgroup, then the canonical inclusion \( \iota : \mathfrak{h} \hookrightarrow \mathfrak{g} \) induces a continuous map \( t_{\iota,\mathfrak{h}} : \Pi(\mathfrak{h}) \to \Pi(\mathfrak{g}) \). Setting \( \Pi(\mathfrak{g})_\ell := \bigcup_{U \in \text{Max}_\text{aut}(\mathfrak{g})_\ell} t_{\iota,\mathfrak{h}}(\Pi(U)) \), we define the saturation rank \( \text{srk}(\mathfrak{g}) \) of \( \mathfrak{g} \) via
\[
\text{srk}(\mathfrak{g}) := \max\{ \ell \geq 1 : \Pi(\mathfrak{g}) = \Pi(\mathfrak{g})_\ell \}.
\]
Note that \( \text{srk}(\mathfrak{g}) \leq \text{cx}_\mathfrak{g}(k) \). If \( G \) is a finite group, then Quillen’s dimension theorem [1] implies that \( \text{srk}(G) - 1 \) is the minimum of the dimensions of the irreducible components of \( \Pi(G) \). This does not hold for infinitesimal group schemes, as the example of the group \( \text{SL}(2) \) shows.

The following lemma is a direct consequence of the proof of [10, (6.3)]:

Lemma 6.4.3. Suppose that \( n < 0 \) and let
\[
\mathfrak{e} : (0) \to k \to E \to \Omega_\mathfrak{g}^{n-1}(k) \to (0)
\]
be a short exact sequence of \( \mathfrak{g} \)-modules. If \( \alpha_K \in \Pi(\mathfrak{g}) \) factors through an abelian unipotent subgroup \( U \) of complexity \( \geq 2 \), then the sequence \( \alpha_K^*(\mathfrak{e} \otimes_k K) \) splits. \( \square \)

Theorem 6.4.4. Suppose that \( \text{srk}(\mathfrak{g}/\mathfrak{g}_{\text{lr}}) \geq 2 \). If \( \xi \in H^\alpha(\mathfrak{g}, k) \setminus \{0\} \) has odd degree, then \( L_{\xi} \) is indecomposable.

Proof. According to [23, (1.1)], the canonical map \( \pi : k\mathfrak{g} \to k(\mathfrak{g}/\mathfrak{g}_{\text{lr}}) \) induces an isomorphism \( \pi : B_0(\mathfrak{g}) \cong B_0(\mathfrak{g}/\mathfrak{g}_{\text{lr}}) \) between the corresponding principal blocks. Thus, \( \pi^* : \text{mod}(\mathfrak{g}/\mathfrak{g}_{\text{lr}}) \to \text{mod}(\mathfrak{g}) \) induces an equivalence \( \Pi_0(\mathfrak{g}/\mathfrak{g}_{\text{lr}}) \to \Pi_0(\mathfrak{g}) \). The isomorphism \( \pi^* : H^\alpha(\mathfrak{g}/\mathfrak{g}_{\text{lr}}, k) \to H^\alpha(\mathfrak{g}, k) \) yields
\[
\pi^*(L_{\xi}) \cong L_{\pi^*(\xi)} \quad \forall \xi \in H^\alpha(\mathfrak{g}/\mathfrak{g}_{\text{lr}}, k).
\]
Since Carlson modules belong to the principal block, it suffices to verify our assertion under the assumption that \( \text{srk}(\mathfrak{g}) \geq 2 \).

Assume that \( L_{\xi} \) is decomposable, so that \( n \geq 3 \). Lemma 6.4.2(5) provides an exact sequence
\[
(0) \to k \to \Omega_\mathfrak{g}^{-1}(U) \to \Omega_\mathfrak{g}^{n-1}(k) \to (0).
\]
Let $x$ be a point of $\Pi(\mathcal{J})$. Since $\text{srk}(\mathcal{J}) \geq 2$, there exists a $\pi$-point $\alpha_K$ representing $x$ which factors through an abelian unipotent subgroup $\mathcal{U} \subseteq \mathcal{J}$ with $\text{cx}_\mathcal{U}(k) \geq 2$. Since $1 - n \leq -2$, Lemma 6.4.3 guarantees that the sequence

$$(0) \rightarrow \alpha_K^*(K) \rightarrow \alpha_K^*(\Omega^{-1}_K(U_K)) \rightarrow \alpha_K^*(\Omega^{-n}_K(K)) \rightarrow (0)$$

splits. Consequently,

$$\Omega^{-1}_{\mathcal{A}_p,k}(\alpha_K^*(U_K)) \oplus (\text{proj.}) \cong [1] \oplus [p - 1] \oplus (\text{proj.}),$$

so that $\Omega^{-1}_{\mathcal{A}_p,k}(\alpha_K^*(U_K)) \neq (0)$. Hence the $\mathcal{A}_p,k$-module $\alpha_K^*(U_K)$ is not projective, and we conclude that $x = [\alpha_K] \in \Pi(\mathcal{J})_U$. Thus, $\Pi(\mathcal{J})_U = \Pi(\mathcal{J})$, and Lemma 6.4.2(4) implies

$$\Pi(\mathcal{J}) = \Pi(\mathcal{J})_V \cup \Pi(\mathcal{J})_W.$$ 

In view of [10, (3.4)] (see also [7] and [36, (5.5)]), it follows that one of the modules $V$ or $W$ is projective. As both of these spaces are submodules of $\Omega^{-n}_{\mathcal{J}}(k)$, we obtain $V = (0)$ or $W = (0)$. In either case, Lemma 6.2.2 implies that $\Omega^{-n}_{\mathcal{J}}(L_\zeta) \cong \Omega^{-1-n}_\mathcal{J}(k) \otimes k$, whence $L_\zeta \cong L_\mathcal{J}(k) \oplus \Omega^{-n}_\mathcal{J}(k)$, which contradicts $L_\zeta \subseteq \Omega^{-n}_\mathcal{J}(k)$. \hfill \Box

**Examples.** (1) Let $\mathfrak{h} := kx \oplus ky \oplus kz$ be the Heisenberg algebra with $p$-map defined by

$$x^{[p]} = 0 = y^{[p]}, \quad z^{[p]} = z.$$ 

If $\mathcal{J}$ is the infinitesimal group corresponding to $\mathfrak{h}$, then $\mathcal{J}_\mathfrak{h}$ corresponds to the $p$-ideal $kz$. Hence $\text{srk}(\mathcal{J}/\mathcal{J}_\mathfrak{h}) = 2$, while $\text{srk}(\mathcal{J}) = 1$.

(2) Now consider the $p$-map on $\mathfrak{h}$ that is defined via

$$x^{[p]} = z = y^{[p]}, \quad z^{[p]} = 0.$$ 

Since $\mathcal{V}_\mathfrak{h} = k(x - y) \oplus kz$ is an abelian unipotent $p$-subalgebra of complexity 2, general theory (cf. [24, p. 68f]) implies that every $p$-point of $U_0(\mathfrak{h})$ is equivalent to one factoring through $U_0(\mathcal{V}_\mathfrak{h})$. Accordingly, $\text{srk}(\mathfrak{h}) = 2$, and every Carlson module $L_\zeta$ of odd degree is indecomposable.

**Corollary 6.4.5.** Suppose that $\zeta \in H^n(\mathcal{J}, k) \setminus \{0\}$ has odd degree. If there exists an abelian unipotent subgroup $\mathcal{U} \subseteq \mathcal{J}$ such that $\text{res}_\mathcal{U}(\zeta) \neq 0$, then the Carlson module $L_\zeta$ is indecomposable.

**Proof.** Let $\eta \in H^n(\mathcal{U}, k) \setminus \{0\}$ be such that $\eta = \text{res}_\mathcal{U}(\zeta)$. General theory (cf. [5, p. 190]) provides a projective $\mathcal{U}$-module $P$ such that

$$L_\zeta|_\mathcal{U} \cong L_\eta \oplus P.$$ 

If $L_\zeta$ is decomposable, then Lemma 6.4.1 shows that $L_\zeta \cong M \oplus N$, with $M$ and $N$ having constant stable Jordan type $[p - 1]$. Thus, $M|_\mathcal{U}$ and $N|_\mathcal{U}$ are non-projective $\mathcal{U}$-modules whose projective-free parts are summands of $L_\eta$. Consequently, $L_\eta$ is decomposable, and Theorem 6.4.4 implies that $\text{dim} \Pi(\mathcal{U}) = 0$.

In view of [56, (14.4)], there exist $r_1, \ldots, r_n \in \mathbb{N}$ such that $k\mathcal{U}$ is isomorphic to $k[X_1, \ldots, X_n]/(X_1^{p^{r_1}}, \ldots, X_n^{p^{r_n}})$. Consequently, $n = \text{dim} \mathcal{V}_\mathcal{U}(k) = \text{dim} \Pi(\mathcal{U}) + 1 = 1$, so that $k\mathcal{U}$ is a Nakayama algebra. As noted earlier, the Auslander–Reiten translation $r_{1\mathcal{U}}$ of the local algebra $k\mathcal{U}$ coincides with the square of the Heller translate $\Omega_{1\mathcal{U}}$. Thus, [3,
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(IV.2.10) yields $\Omega^n_{\mathfrak{U}}(k) \cong \xi_{\mathfrak{U}}(k)$, implying that $\text{Soc}_{\mathfrak{U}}(\Omega^n_{\mathfrak{U}}(k)) \cong \xi$ is simple. Hence $L_\xi \subseteq \Omega^n_{\mathfrak{U}}(k)$ is indecomposable, a contradiction. □

We finally address the case of finite groups:

**Corollary 6.4.6.** Let $G$ be a finite group. If $\xi \in H^n(G, k) \setminus \{0\}$ has odd degree, then $L_\xi$ is indecomposable.

**Proof.** In view of Theorem 6.4.4 and its proof, we may assume that $srk(G) = 1$.

(*) We have $c_{xG}(k) = 1$.

Thanks to [36, (4.2)], we have

$$\Pi(G) = \bigcup_E c_{x,E}(\Pi(E)),$$

where $E$ runs through the maximal $p$-elementary abelian subgroups of $G$. Since $srk(G) = 1$, there exists a maximal $p$-elementary abelian subgroup $E_0 \subseteq G$ such that $c_{x,E_0}(k) = 1$. Consequently, $E_0 \cong \mathbb{Z}/(p)$.

Let $P \subseteq G$ be a Sylow $p$-subgroup of $G$ containing $E_0$ and let $C(P)_p := \{x \in C(P); x^p = 1\}$ be the subgroup of those elements of the center $C(P)$ of $P$ whose order is a divisor of $p$. Then $C(P)_p$ is a non-trivial normal subgroup of $P$ and, given a maximal $p$-elementary abelian subgroup $F \subseteq P$, the group $C(P)_p F$ is $p$-elementary abelian, whence

$$\{e\} \subseteq C(P)_p \subseteq F.$$

In particular, $C(P)_p = E_0$, so that $F = E_0$.

Now let $E$ be a maximal $p$-elementary abelian subgroup of $G$. Sylow’s theorem provides an element $g \in G$ such that $gEg^{-1} \subseteq P$. By the above, we conclude that $gEg^{-1} = E_0$, whence $rk(E) = 1$. Quillen’s dimension theorem (cf. [1]) now implies $c_{xG}(k) = 1$, as desired. □

Let $P \subseteq G$ be a Sylow $p$-subgroup. Owing to [21, (4.2.2)], the canonical restriction map

$$\text{res} : H^*(G, k) \rightarrow H^*(P, k)$$

is injective, so that $\eta := \text{res}(\xi) \neq 0$. By (*), we have $c_{xG}(k) = 1$, and [13, (XII.11.6)] shows that $P$ is cyclic. The assertion now follows from Corollary 6.4.5. □

**Remark.** Suppose that $\mathfrak{S}$ is a finite group scheme. Let $\xi \in H^n(\mathfrak{S}, k) \setminus \{0\}$ be an element of arbitrary positive degree such that $L_\xi$ is quasi-simple. Then $L_\xi$ has exactly one successor in $\Gamma_\xi(\mathfrak{S})$ and the middle term of the almost split sequence originating in $L_\xi$ either is indecomposable or has a non-zero projective summand. In the latter case, [3, (V.5.5)] provides a principal indecomposable $\mathfrak{S}$-module $P$ such that $L_\xi \cong \text{Rad}(P)$. Consequently, $\Omega^n_{\mathfrak{S}}^{-1}(L_\xi)$ is simple. On the other hand, there is a short exact sequence

$$(0) \rightarrow k \rightarrow \Omega^n_{\mathfrak{S}}^{-1}(L_\xi) \rightarrow \Omega^n_{\mathfrak{S}}^{-1}(k) \rightarrow (0)$$

(see [5, (5.9.4)]). Thus, the left-hand arrow is an isomorphism, so that $\Omega^n_{\mathfrak{S}}^{-1}(k) = (0)$, a contradiction. As a result, the almost split sequence originating in $L_\xi$ has an indecomposable middle term.
7. Endo-trivial modules

Endo-trivial modules play an important rôle in the modular representation theory of finite groups, where they occur in connection with the study of sources of simple modules. The reader may consult [12] for the classification of endo-trivial modules over \( p \)-groups.

In view of [10, (5.6)], a \( G \)-module \( M \) is endo-trivial if and only if there exists \( i \in \{1, p-1\} \) such that \( M \) has constant stable Jordan type \( \text{StJt}(M) = \{i\} \). Consequently, the \( \tau_G \)-orbit of an indecomposable endo-trivial module consists entirely of endo-trivial modules.

The following immediate consequence of recent work by Dave Benson [6] characterizes endo-trivial modules as being precisely the modules of constant Jordan type with one non-projective block:

**Proposition 7.1.** Let \( G \) be a finite group scheme possessing an abelian unipotent subgroup \( U \subseteq G \) of complexity \( \text{cx}_u(k) \geq 2 \). If \( M \in \mod G \) has constant Jordan type \( \{i\} \oplus n\{p\} \), then \( i \in \{1, p-1\} \). In particular, \( M \) is endo-trivial.

**Proof.** Since every \( \pi \)-point of \( U \) is also a \( \pi \)-point of \( G \), it readily follows that the \( U \)-module \( M|_U \) has constant Jordan type \( \{i\} \oplus n\{p\} \). We may therefore assume that \( G = U \).

As noted in [24, (1.6)], this implies that \( k_G = U_0(u) \) is the restricted enveloping algebra of an abelian \( p \)-unipotent restricted Lie algebra \( u \). By assumption, the nullcone \( V_u := \{x \in u; x^{[p]} = 0\} \) is a \( p \)-subalgebra of dimension \( \geq 2 \), and \( M|_{V_u} \) is a \( V_u \)-module of constant Jordan type \( \{i\} \oplus n\{p\} \). Writing \( r := \dim V_u \), we have an isomorphism \( U_0(V_u) \cong k(\mathbb{Z}/(p))^r \) of \( k \)-algebras, and [6, (1.1)] yields \( i \in \{1, p-1\} \). In view of [10, (5.6)], this implies that \( M \) is endo-trivial. \( \square \)

**Remarks.** (1) If \( G \) is a finite group, then Quillen’s dimension theorem implies that the condition of the proposition is equivalent to \( \text{cx}_G(k) \geq 2 \).

(2) The infinitesimal group \( \text{SL}(2)_1 \) has complexity 2, but also has indecomposable modules of constant Jordan types \( \{2\}, \ldots, \{p-2\} \) (see Proposition 8.1.1 below).

**Theorem 7.2.** Let \( \Theta \subseteq \Gamma_+(\mathcal{S}) \) be a component containing an indecomposable endo-trivial module \( M_0 \). Suppose that \( \dim \Pi(\mathcal{S}) \geq 1 \).

(1) A \( \mathcal{S} \)-module \( M \) in \( \Theta \) is endo-trivial if and only if \( f_\Theta(M) = 1 \).

(2) If \( T_\Theta \cong A_{12}, A_{\infty}^\infty \), then every \( \mathcal{S} \)-module \( M \in \Theta \) is endo-trivial.

(3) If \( \dim \Pi(\mathcal{S}) \geq 2 \), then \( \Theta \cong \mathbb{Z}[A_{\infty}] \).

(4) If \( \Theta \cong \mathbb{Z}[A_{\infty}] \), then \( q_\ell(M_0) = 1 \) and \( M \in \Theta \) is endo-trivial if and only if \( M \cong \tau_{\ell(0)}(M_0) \) for some \( \ell \in \mathbb{Z} \).

**Proof.** (1) In view of [10, (5.6)], the module \( M_0 \) has constant Jordan type, so that \( \dim \Pi(\mathcal{S})_{\ell(0)} = \dim \Pi(\mathcal{S}) \geq 1 \).
By the same token, there exist \( i \in \{1, p - 1\} \) and \( m_0 \in \mathbb{N}_0 \) such that \( M_0 \) has constant Jordan type

\[
\text{Jt}(M_0) = [i] \oplus m_0[p].
\]

Since \( \dim \Pi(G) \geq 1 \), Lemma 2.2 implies that the component \( \Theta \) is locally split. Consequently, Theorem 3.1.1 yields \( d_\Theta^j \equiv 0 \) for \( 1 \leq j \neq i \leq p - 1 \) and \( d_i^\Theta \equiv 1 \), so that

\[
\text{Jt}(M, \alpha_K) = f_\Theta(M)[i] \oplus \alpha_K, \rho(M)[p] \quad \forall M \in \Theta, \alpha_K \in \Pi(G).
\]

Applying [10, (5.6)] again, we conclude that \( M \in \Theta \) is endo-trivial exactly when \( f_\Theta(M) = 1 \).

(2) In this case, we have \( f_\Theta \equiv 1 \), so that (1) yields the assertion.

(3) In view of \( \Pi(G) = \Pi(G)_{\Theta} \), the assertion follows directly from [24, (3.3)].

(4) If \( \Theta \cong \mathbb{Z}[A_{\infty}] \), then \( f_\Theta(M) = q_\ell(M) \) for every \( M \in \Theta \). Hence the endo-trivial modules are the quasi-simple modules. As these form the \( \tau_\Theta \)-orbit of \( M_0 \), our assertion follows.

\[ \Box \]

**Remark.** Part (1) of the foregoing result implies that components of tree class \( D_{\infty}, \tilde{D}_n, \tilde{E}_6, \tilde{E}_7 \) and \( \tilde{E}_8 \) containing an endo-trivial module have 2, 4, 3, 2 and 1 \( \tau_\Theta \)-orbits of endo-trivial modules, respectively.

We turn to Carlson’s construction [8, (4.5), (9.3), (9.4)] of endo-trivial modules, which we shall study from the vantage point of \( \Pi \)-supports and Jordan types.

Let \( \xi \in H^{2n}((G, k) \setminus \{0\}) \) for some \( n \geq 1 \). Given a proper summand \( M | L_\xi \), we write \( L_\xi = M \oplus M' \) and consider the push-out diagram

\[
\begin{array}{ccc}
(0) & \rightarrow & (0) \\
\downarrow & & \downarrow \\
M' & \rightarrow & M' \\
\downarrow & & \downarrow \\
(0) & \rightarrow & L_\xi & \rightarrow & \Omega^{2n}_{G}(k) & \rightarrow & k & \rightarrow & (0) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
(0) & \rightarrow & M & \rightarrow & N_M & \rightarrow & k & \rightarrow & (0) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
(0) & & (0)
\end{array}
\]

The following application of Lemma 5.1 shows that decomposable Carlson modules often give rise to indecomposable endo-trivial modules that are not syzygies of the trivial module.
Theorem 7.3. Suppose that $\zeta \in H^*(G, k)$ is a non-nilpotent homogeneous element of positive degree. Let $M \mid L_\zeta$ be a proper summand.

(1) The $G$-module $N_M$ is endo-trivial, indecomposable, and of constant stable Jordan type [1].

(2) If $p \geq 3$ and $\dim \Pi(\zeta) \geq 2$, then $N_M \not\cong \Omega_\zeta^m(k)$ for all $m \in \mathbb{Z}$.

(3) If $p \geq 3$ and $\dim \Pi(\zeta) \geq 2$, then the module $N_M \in \mathbb{Z}[A_\infty]$ is quasi-simple and does not belong to the stable AR-components containing $k$ or $\Omega_\zeta(k)$.

Proof. (1) Let $\alpha_K \in \Pi(\zeta)$ be a $\pi$-point. Application of the exact functor $\alpha_K^*$ to diagram (7.1) yields

\[
\begin{array}{ccccccccc}
(0) & & & & & & & & \\
& \downarrow & & & & & & & \\
\alpha_K^*(M'_K) & \cong & \alpha_K^*(M'_K) & & & & & & \\
& \downarrow & & & & & & & \\
(0) & \rightarrow & \alpha_K^*((L_\zeta)_K) & \rightarrow & K \oplus \text{(proj.)} & \rightarrow & K & \rightarrow & (0) \\
& \downarrow & & & & & & & \\
(0) & \rightarrow & \alpha_K^*(M_K) & \rightarrow & \alpha_K^*((N_M)_K) & \rightarrow & K & \rightarrow & (0) \\
& \downarrow & & & & & & & \\
(0) & & & & & & & & \\
\end{array}
\]

where we have used $\alpha_K^*(\Omega_\zeta^{2n}(k)_K) \cong \Omega_\zeta^{2n}(K) \oplus \text{(proj.)} \cong K \oplus \text{(proj.)}$. Lemma 5.1 ensures that at least one of the $\mathfrak{A}_{p,K}$-modules $\alpha_K^*(M_K)$ is projective. If $\alpha_K^*(M_K)$ is projective, then the lower row is split exact and

$\alpha_K^*((N_M)_K) \cong K \oplus \text{(proj.)}$.

Alternatively, the right-hand column splits, so that

$\alpha_K^*((N_M)_K) \oplus \text{(proj.)} \cong K \oplus \text{(proj.)}$.

We thus obtain $\text{Jt}(N_M, \alpha_K) = [1] \oplus n[p]$ in either case, and [10, (5.6)] shows that $N_M$ is endo-trivial.

Any indecomposable summand of $N_M$ is either endo-trivial or projective, with exactly one summand being endo-trivial. The right-hand column of diagram (7.1) shows that the projective summands of $N_M$ are also summands of $\Omega_\zeta^{2n}(k)$ and thus are equal to zero. Consequently, the module $N_M$ is indecomposable.

(2) Since $\text{Jt}(N_M) = [1] \oplus n[p]$ and $p \geq 3$, it follows that $N_M \not\cong \Omega_\zeta^m(k)$ whenever $m \in \mathbb{Z}$ is odd.
Assume that $N_M \cong \Omega^m_{ij}(k)$ for some $m \in \mathbb{Z}$. As $M$ and $M'$ are both non-zero, we have $m \neq n, 0$, and the right-hand exact column of diagram (7.1) provides an exact sequence

$$(0) \rightarrow M' \rightarrow \Omega^m_{ij}(k) \rightarrow \Omega^m_{ij}(k) \rightarrow (0).$$

Lemma 5.1 in conjunction with [36, (3.2)] implies that $\emptyset = \Pi(\mathcal{G}) M \cap \Pi(\mathcal{G}) M' = \Pi(\mathcal{G}) M \otimes k M'$, so that $M \otimes k M'$ is projective (cf. [36, (5.3)]). Tensoring the above sequence with $M$ thus yields an isomorphism

$$\Omega^m_{ij}(M) \oplus (\text{proj.}) \cong \Omega^m_{ij}(M) \oplus (\text{proj.}).$$

As $M$ is projective-free, we obtain $\dim \Omega^m_{ij}(M) = \dim(\text{proj.})$. Tensoring the above sequence with $M$ thus yields an isomorphism

$$\Omega^m_{ij}(M) \oplus (\text{proj.}) \cong \Omega^m_{ij}(M) \oplus (\text{proj.}).$$

Since $M'$ has no projective summands, we conclude that $M'$ is periodic with $\dim \Pi(\mathcal{G}) M' = 0$. It follows that

$$\dim \Pi(\mathcal{G}) \leq \dim \Pi(\mathcal{G}) + 1 = \max\{\dim \Pi(\mathcal{G}) M, \dim \Pi(\mathcal{G}) M'\} + 1 \leq 1,$$

a contradiction.

(3) Since $N_M$ is endo-trivial, we have $\Pi(\mathcal{G}) N_M = \Pi(\mathcal{G})$, and Theorem 7.2 ensures that $N_M \in \mathbb{Z}[A_{\infty}]$ is quasi-simple. By the same token, the assumption that $N_M$ belongs to the component containing $k$ or $G(k)$ implies that $N_M \cong m G \circ \nu^n_{ij}(k)$ for some $m, n \in \mathbb{Z}$. The arguments for (2) now show that this cannot happen. \qed

**Remarks.** (1) Note that the module $N_M$ belongs to the principal block $B_0(\mathcal{G})$ of $k \mathcal{G}$. There are of course group schemes having endo-trivial modules that do not belong to the principal block: Any one-dimensional module is endo-trivial, so the simple modules of trigonalizable group schemes belong to this class. In view of [28, (2.4)], the algebras of measures of such groups often have more than one block.

(2) Consider the abelian restricted Lie algebra $u := k x \oplus k y$ with trivial $p$-map. If $f \in S(u^*)$ is a homogeneous polynomial function which is not a power of an irreducible polynomial function, then $\text{Proj}(V_u(L_\Phi(f))) = \text{Proj}(Z(f))$ is not connected, so that $L_\Phi(f)$ is decomposable. By Dade’s Theorem [15, 16] and [10, (5.6)], the endo-trivial modules of $U_0(u) \cong k(\mathbb{Z}/(p))^2$ are Heller shifts of the trivial module. Hence (2) of Theorem 7.3 may fail for groups $\mathcal{G}$ whose $\Pi$-support $\Pi(\mathcal{G})$ has dimension $\leq 1$. 


8. Examples

In their recent article [9], Carlson and Friedlander endow the category \( C(G) \) of modules of constant Jordan type with an exact structure and study realizability problems via \( K_0(C(G)) \). In this section we explicitly compute the Jordan types of the indecomposable modules for a few group schemes of tame representation type and in particular classify their indecomposable modules of constant Jordan type. We refer the reader to [20] for the definition of tameness. For our purposes, it suffices to know that only representation-finite and tame algebras admit (in principle) a classification of their indecomposables. As noted earlier, the stable Auslander–Reiten components belonging to blocks of finite representation type are not locally split. Hence the next more complicated class of tame algebras serves as testing ground for the invariants of AR-components defined via \( \pi \)-points.

Throughout, we assume that \( \text{char}(k) = p \geq 3 \).

8.1. The groups \( \text{SL}(2)_1T_r \)

Consider the infinitesimal group scheme \( G = \text{SL}(2)_1 \), that is, the first Frobenius kernel of \( \text{SL}(2) \). General theory provides an isomorphism \( k\text{SL}(2)_1 \cong U_0(\text{sl}(2)) \) between the algebra of measures on \( \text{SL}(2)_1 \) and the restricted enveloping algebra \( U_0(\text{sl}(2)) \) of the restricted Lie algebra \( \text{sl}(2) \) (see [17, II, §7, no. 4]). In [49] Premet explicitly determined the indecomposable \( U_0(\text{sl}(2)) \)-modules. We shall use the interpretation of his result within the framework of Auslander–Reiten theory (cf. [25, §4]).

Recall that the algebra \( k\text{SL}(2)_1 \) has \((p-1)/2\) non-simple blocks \( B_1, \ldots, B_{(p-1)/2}, \) with each \( B_i \) having two simple modules, of dimensions \( i \) and \( p - i \), respectively. The stable Auslander–Reiten quiver \( \Gamma_s(B_i) \) is the full subquiver of \( \Gamma_s(G) \), whose vertices belong to the block \( B_i \).

Part (2) of the following result shows in particular that the stable AR-components \( \Theta \subseteq \Gamma_s(\text{SL}(2)_1) \) with \( \dim \Pi(\text{SL}(2)_1)_{\Theta} = 0 \) are not locally split.

**Proposition 8.1.1.** Let \( \Theta \subseteq \Gamma_s(\text{SL}(2)_1) \) be a component.

1. If \( \dim \Pi(\Theta) = 1 \), then \( \Theta \cong \mathbb{Z}[\tilde{A}_{12}] \) and every module belonging to \( \Theta \) has constant Jordan type. Moreover, there exists \( s_{\Theta} \in [1, \ldots, p - 1] \) such that

\[ \text{Jt}(M) = \left\{ [s_{\Theta}] \oplus \left( \frac{\dim_k M - s_{\Theta}}{p} \right) [p] \right\} \]

for every \( M \in \Theta \).

2. If \( \dim \Pi(\Theta) = 0 \), then \( \Theta \cong \mathbb{Z}[A_{\infty}]/\langle \tau \rangle \) and every module belonging to \( \Theta \) is constantly supported. Moreover, there exists \( i_{\Theta} \in [1, \ldots, (p - 1)/2] \) such that

\[ \text{Jt}(M) = \{ q\ell(M)[p], [i_{\Theta}] \oplus [p - i_{\Theta}] \oplus (q\ell(M) - 1)[p] \} \]

for every \( M \in \Theta \).

3. An indecomposable \( \text{SL}(2)_1 \)-module \( M \) is endo-trivial if and only if \( M \cong \Omega_{\Theta}^n(S) \) for \( n \in \mathbb{Z} \) and \( S \) simple of dimension 1 or \( p - 1 \).
Proof. By work of Drozd [18], Fischer [30] and Rudakov [51], each of the \((p - 1)/2\) non-simple blocks of \(k \text{SL}(2)\) is Morita equivalent to the trivial extension \(K \ltimes K^*\) of the path algebra \(K = \{ \bullet \rightarrow \bullet \}\) of the Kronecker quiver. As a result, the Auslander–Reiten quiver \(\Gamma_\ast(\mathcal{B})\) of each such block \(\mathcal{B} \subseteq \text{SL}(2)\) has two components of type \(\mathbb{Z}[A_{12}]\), and infinitely many components of type \(\mathbb{Z}[A_{\infty}]/(\tau)\) (see [38, (V.3.2), (I.5.5), (I.5.6)])

(1) Since \(\dim \Pi(\text{SL}(2))_{\Theta} = 1\), the above in conjunction with [24, (3.3)] implies \(\Theta \cong \mathbb{Z}[A_{12}]\). It follows from [57, (2.4)] that such a component contains a simple \(\text{SL}(2)\)-module \(S\). As \(S\) is the restriction of an \(\text{SL}(2)\)-module, [10, (2.5)] implies that \(S\) has constant Jordan type.

Let \(\{e, h, f\}\) be the standard basis of \(\mathfrak{sl}(2)\). Recall that simple \(U_0(\mathfrak{sl}(2))\)-modules are cyclic \(f\)-spaces (cf. [52, p. 208]). Hence \(S\) has constant Jordan type \(Jt(S) = [\{\dim_k \mathcal{S}\}]\).

We define \(s_\theta := \dim_k \mathcal{S}\). Corollary 3.1.2 now yields \(d^0_{s_\theta}(\alpha_K) = \delta_{s_\Theta(\theta)}\) for every \(\pi\)-point \(\alpha_K\) of \(\text{SL}(2)\) and \(i \in \{1, \ldots, p - 1\}\). We therefore conclude that \(Jt(M) = [\{s_\Theta, \pi \in \Phi \}, \dim_M(M)]\) for every \(M \in \Theta\).

(2) By the above, we have \(\Theta \cong \mathbb{Z}[A_{\infty}]/(\tau)\). In view of [25, (4.1.2)], there exist \(g \in \text{SL}(2)(k)\) and \(a \in \{0, \ldots, p - 2\}\) such that the unique module \(M \in \text{Ad}(g)^*(\Theta)\) of quasi-length \(s\) is the maximal submodule \(W(s, p + a)\) of dimension \(s\) of the Weyl module \(V(s, p + a)\) of the \(\text{SL}(2)\)-module \(V(s, p + a)\). Recall that \(V_{\mathfrak{sl}(2)}(W(s, p + a)) = ke\).

Let \(\alpha_K : \mathcal{S}_{p, K} \to U_0(\mathfrak{sl}(2))_K\) be a \(\pi\)-point. Then there exists an element \(x \in \mathcal{V}_{\mathfrak{sl}(2)}(\mathcal{S})\) such that \(im \alpha_K \subseteq \mathcal{V}_{\mathfrak{sl}(2)}(\mathcal{S})\). We write \(x = a(e \otimes 1) + \beta(h \otimes 1) + \gamma(f \otimes 1)\) with \(\beta^2 + \beta \gamma = 0\). If \(\gamma \neq 0\), then \(W(s, p + a)_{|K[\gamma]}\) is projective, so that \(Jt(W(s, p + a), \alpha_K) = [s[p]]\). Alternatively, \(\beta = \gamma = 0\) and \(\alpha_K(W(s, p + a)_{|K[\gamma]})) \cong W(s, p + a)_{|K[\gamma]},\) whence \(Jt(W(s, p + a), \alpha_K) = [a + 1] \oplus [p + a - 1] \oplus [s - 1][p]\). Owing to [25, (4.1.2)], the component \(\text{Ad}(g)^*(\Theta)\) contains the baby Verma module with highest weight \(a\). Consequently, \(\text{Ad}(g)^*(\Theta) \subseteq \Gamma_\ast(\mathcal{B})\), where \(i := \min\{a + 1, p + a - 1\}\).

Since \(Jt(M) = Jt(\text{Ad}(g)^*(\mathcal{M}))\) for any \(\text{SL}(2)\)-module \(M\), and the connected group \(\text{SL}(2)(k)\) acts trivially on the blocks of \(k \text{SL}(2)\), our assertion follows.

(3) Suppose that \(M \cong \Omega^\Theta_{n}(S)\), where \(S\) is a simple \(k \text{SL}(2)\)-module of dimension \(s \in \{1, p - 1\}\). According to (1) we have \(Jt(S) = [\{s\}]\) and [10, (5.6)], implies that \(S\) is endo-trivial. Being a Heller shift of an endo-trivial module, the module \(M\) is also endo-trivial.

Let \(M\) be an indecomposable endo-trivial module. Then \(\Pi(\text{SL}(2))_M = \Pi(\text{SL}(2))\) is one-dimensional, so that \(M\) belongs to a component \(\Theta \cong \mathbb{Z}[A_{12}]\). In view of (1) and [10, (5.6)], the simple module \(S \in \Theta\) has dimension \(s_\Theta \in \{1, p - 1\}\) and thus belongs to the principal block of \(k \text{SL}(2)\). Let \(T\) be the other simple module of the principal block. The standard AR-sequence involving the projective cover \(P(T)\) of \(T\) has the form

\[
(0) \to \text{Rad}(P(T)) \to P(T) \oplus (\text{Rad}(P(T))/\text{Soc}(P(T))) \to P(T)/\text{Soc}(P(T)) \to (0)
\]

(see [3, (V.5.5)]). Since \(\text{Rad}(P(T))/\text{Soc}(P(T)) \cong S \oplus S\) (cf. [48, Thm. 3]), we conclude that \(S\) and \(\Omega^\Theta_0(T)\) are representatives of the two \(\tau_0\)-orbits of \(\Theta\) (cf. [20, (IV.3.8.3)]). As \(k \text{SL}(2)\) is symmetric, it follows that \(\Omega^\Theta_0(S), \Omega^\Theta_{n+1}(T); n \in \mathbb{Z}\) is the set of vertices of \(\Theta\). Consequently, there exists a simple \(k \text{SL}(2)\)-module \(S\) of dimension \(\dim_k S\) in \(\{1, p - 1\}\) and \(n \in \mathbb{Z}\) with \(M \cong \Omega^\Theta_n(S)\). \qed
If \( Z \) is a type \( B \) block of \( \Lambda p \) type, then there exists a trivial extension of the Kronecker algebra, and it follows that \( H^*(\Lambda p, k) = \{0\} \). Why? The well-known fact that the algebra \( H^*(\Lambda p, k) \) is reduced.

According to \([29, (5.5)]\), the stable Auslander–Reiten quiver of each non-simple component of \( \Pi \) is Frobenius kernel of \( \Lambda p \) for \( \Gamma p \) and \( \Gamma \).

Let \( T \subseteq \SL(2) \) be the standard maximal torus of diagonal matrices. Our next example, \( \Gamma \) is Frobenius kernel of \( \Lambda p \) for \( \Gamma p \) and \( \Gamma \).

Let \( \Theta \subseteq \Gamma p \) be a component. Then there exists an abelian, unipotent subgroup \( U \subseteq (\SL(2))_p \) such that \( \Theta \) is the only relatively \( \alpha_p \)-projective module belonging to \( \Theta \).

**Corollary 8.1.2.** Let \( \Theta \subseteq \Gamma p \) be a component.

1. If \( \dim \Pi(\SL(2))_p \Theta = 1 \), then \( \Theta \cong \Z[\tilde{A}_{p-1}] \), and there exists \( s_\Theta \) in \( \{1, \ldots, p-1\} \) such that \( \Jt(M) = \left\{ [s_\Theta] \oplus \left( \frac{\dim M - s_\Theta}{p} \right) \right\} \)

2. If \( \dim \Pi(\SL(2))_p \Theta = 0 \), then \( \Theta \cong \Z[\tilde{A}_{p-1}] / (\tau) \), \( \Z[\tilde{B}_p] / (\tau) \), and there exists \( i_\Theta \in \{1, \ldots, (p-1)/2\} \) such that \( \Theta \subseteq \Gamma p \) and \( \Jt(M) = \left\{ \left( \frac{\dim M}{p} \right) \right\} \).

3. An indecomposable \( \SL(2)_p \) module is endo-trivial if and only if \( M \cong \Omega^p_{\SL(2)_p}, \) for \( n \in \Z \) and \( S \) simple of dimension 1 or \( p-1 \).

**Proof.** According to \([29, (5.6)]\), the stable Auslander–Reiten quiver of each non-simple block \( B \subseteq \SL(2)_p \) has two components of type \( \Z[\tilde{A}_{p-1}] / (\tau) \), two components of type \( \Z[\tilde{B}_p] / (\tau) \), and infinitely many components of type \( \Z[\tilde{A}_{p-1}] / (\tau) \).

Let \( \alpha_p : \tilde{A}_{p,K} \rightarrow K \SL(2)_p \) be a \( \pi \)-point. Then there exists an abelian, unipotent subgroup \( U \subseteq (\SL(2)_p)_K \) such that we have \( \im \alpha_p \cong K \).

Since the group
By the above, we accordingly, we have
\[ \alpha_{K}^{s}(M_{K}) = \alpha_{K}^{s}(M_{(\text{SL}(2)_{1})_{K}}) \]
for every \( \text{SL}(2)_{1} \) -module \( M \).

1. If \( \dim \Pi(\text{SL}(2)_{1}T_{r})_{\Theta} = 1 \) and \( M \in \Theta \), then [25, (2.1.2)] ensures that \( M|_{\text{SL}(2)_{1}} \)
belongs to a component with one-dimensional \( \Pi \)-support. Hence Proposition 8.1.1 in conjunction with (*) provides \( s \in \{1, \ldots, p-1\} \) such that
\[ \text{Jt}(M) = \left\{ [s] \oplus \left( \frac{\dim_{k} M - s}{p} \right)[p] \right\}. \]

By the above, \( \Theta \cong \mathbb{Z}[\tilde{A}_{\rho, p-1, p'-1}] \) has tree class \( A_{\infty}^{\infty} \), so that our assertion follows from Corollary 3.1.2.

2. Assume that \( \dim \Pi(\text{SL}(2)_{1}T_{r})_{\Theta} = 0 \). Let \( M_{0} \in \Theta \). Then the restriction \( M_{0}|_{\text{SL}(2)_{1}} \)
belongs to a homogeneous tube \( \mathbb{Z}[A_{\infty}]/(\tau) \), so that [25, (4.1.2)], Proposition 8.1.1 and (*) imply
\[ \begin{align*}
\text{dim}_{k} M_{0} &= p q \ell(M_{0}|_{\text{SL}(2)_{1}}), \\
\text{Jt}(M_{0}) &= [q \ell(M_{0}|_{\text{SL}(2)_{1}})[p]/[i] \oplus [p-i] \oplus (q \ell(M_{0}|_{\text{SL}(2)_{1}}) - 1)[p]], \\
\end{align*} \]
where \( M_{0}|_{\text{SL}(2)_{1}} \)
belongs to the block \( \mathcal{B}_{i} \subseteq k \text{SL}(2)_{1} \).

Since the restrictions of simple \( \text{SL}(2)_{1}T_{r} \)-modules are simple (cf. [29, (5.1)]), we conclude that \( M_{0} \) belongs to \( \mathcal{B}_{i} \subseteq k \text{SL}(2)_{1}T_{r} \). Hence any \( M \in \Theta \) will yield the same data for \( \text{Jt}(M) \).

3. Let \( M \) be an indecomposable, endo-trivial \( \text{SL}(2)_{1}T_{r} \)-module. Owing to [25, (2.1.2)], the module \( M|_{\text{SL}(2)_{1}} \)
is indecomposable. Moreover, a two-fold application of [10, (5.6)] in conjunction with (*) implies that \( M|_{\text{SL}(2)_{1}} \)
is endo-trivial. Proposition 8.1.1 now provides \( n \in \mathbb{Z} \) such that \( \Omega_{\text{SL}(2)_{1}T_{r}}^{n}(M|_{\text{SL}(2)_{1}}) \) is a simple \( \text{SL}(2)_{1} \)-module of dimension 1 or \( p-1 \). Since \( \Omega_{\text{SL}(2)_{1}T_{r}}^{n}(M|_{\text{SL}(2)_{1}}) \)
is indecomposable, it follows that \( \Omega_{\text{SL}(2)_{1}T_{r}}^{n}(M|_{\text{SL}(2)_{1}}) \) is also simple. Consequently, \( \Omega_{\text{SL}(2)_{1}T_{r}}^{n}(M) \)
is simple.

If \( S \) is a simple \( \text{SL}(2)_{1}T_{r} \)-module of dimension 1 or \( p-1 \), then \( S|_{\text{SL}(2)_{1}} \) has the same properties (see [29, (5.1)]), so that (1) and [10, (5.6)] imply that \( S \) is endo-trivial. Consequently, \( \Omega_{\text{SL}(2)_{1}T_{r}}^{n}(S) \) is also endo-trivial. \( \square \)

**Remarks.** (1) The foregoing results indicate the utility of \( \tau \)-points. In either case, components with one-dimensional \( \Pi \)-supports cannot be distinguished via their support varieties, yet their Jordan types nicely separate them (cf. Corollary 3.2.3). On the other hand, Jordan types do not reflect the ranks of the tubes occurring in Corollary 8.1.2.

(2) In each of the cases above, the indecomposable modules are either projective, constantly supported or of constant Jordan type. It is therefore possible to compute \( \text{Jt}(M) \) for any \( \mathcal{S} \)-module \( M \) whose indecomposable constituents are known.
8.2. A central extension of \( \mathfrak{sl}(2) \)

Our next example necessitates a simple technical preparation. Recall that \( \mathfrak{A}_{p,K} = K[t] \)
where \( t^p = 0 \). Given \( j \in \{1, \ldots, p\} \) and \( 1 \leq \ell \leq \lfloor p/j \rfloor \), the unique \( \ell \)-dimensional indecomposable module of the local subalgebra \( K[t^j] \) \( \subseteq \mathfrak{A}_{p,K} \) will also be denoted \( [\ell] \).
(Here \( \lfloor . \rfloor \) denotes the floor function.)

**Lemma 8.2.1.** Let \( i, j \in \{1, \ldots, p\} \). Then

\[
[i]]_{K[t^j]} = \begin{cases} 
(j - r)[a] \oplus r[a + 1] & \text{if } i = aj + r \text{ with } 0 \leq r < j \leq i, \\
0 & \text{otherwise.}
\end{cases}
\]

**Proof.** Let \( \{v_1, \ldots, v_i\} \) be a basis of the cyclic \( \mathfrak{A}_{p,K} \)-module \([i]\) such that \( i.v_\ell = v_{\ell + 1} \) \((v_{i + 1} = 0)\). If \( j \geq i \), then \( t^j \) acts trivially on \([i]\), whence \([i]_{K[t^j]} = i[1]\). Alternatively, for \( 1 \leq \ell \leq j \) we have

\[
K[t^j]v_\ell = \sum_{q=0}^a K v_{qj+\ell} = \begin{cases} 
\bigoplus_{q=0}^a K v_{qj+\ell} & 1 \leq \ell \leq r, \\
\bigoplus_{q=0}^{a-1} K v_{qj+\ell} & r + 1 \leq \ell \leq j.
\end{cases}
\]

Hence \([i]_{K[t^j]} = (j - r)[a] \oplus r[a + 1]\). \( \square \)

We consider the 4-dimensional restricted Lie algebra \( \mathfrak{sl}(2)_x := \mathfrak{sl}(2) \oplus k v_0 \), whose bracket and \( p \)-map are given by

\[
[x, \alpha v_0], (y, \beta v_0)] = ([x, y], 0) \quad \text{and} \quad (x, \alpha v_0)^{[p]} = (x^{[p]}, \psi(x)v_0)
\]

respectively, where the \( p \)-semilinear map \( \psi : \mathfrak{sl}(2) \to k \) satisfies \( \psi(e) = 0 = \psi(f) \) and \( \psi(h) = 1 \). Note that the nullcone

\[
\mathcal{V}_{\mathfrak{sl}(2)_x} = (\mathcal{V}_{\mathfrak{sl}(2)} \cap \ker \psi) \times k v_0 = (ke \oplus k v_0) \cup (kf \oplus k v_0)
\]

is 2-dimensional and reducible.

Since \( k v_0 \) is a unipotent \( p \)-ideal of \( \mathfrak{sl}(2)_x \), the simple \( U_0(\mathfrak{sl}(2)_x) \)-modules are just the pull-backs of the simple \( U_0(\mathfrak{sl}(2)) \)-modules. Moreover, the \( p \)-dimensional simple \( U_0(\mathfrak{sl}(2)_x) \)-module belongs to a block which is a Morita equivalent to a truncated polynomial ring \( k[X]/(X^p) \) (a Nakayama algebra).

According to [27, §7], each stable AR-component \( \Theta \subseteq \Gamma_x(\mathfrak{sl}(2)_x) \) with 2-dimensional support is isomorphic to \( \mathbb{Z}[A_{\infty}^\infty] \), so that \( f_{\Theta} \equiv 1 \) (cf. Corollary 3.1.2). We shall consider two types of these components. One type contains a simple module, the others are given by certain induced modules.

Recall that \( \{e, h, f\} \) is the standard basis of \( \mathfrak{sl}(2) \). Let \( \lambda : kh \oplus ke \oplus k v_0 \to k \) be a linear form such that \( \lambda(h) \in \{0, \ldots, p - 2\} \) and \( \lambda(e) = 0 = \lambda(v_0) \). Observing that \( b_x := kh \oplus ke \oplus k v_0 \) is a \( p \)-subalgebra of \( \mathfrak{sl}(2)_x \), we consider the “Verma module”

\[
Z(\lambda) := U_0(\mathfrak{sl}(2)_x) \otimes_{U_0(b_x)} k_\lambda.
\]

Owing to [27, (7.3)], we have \( ke \oplus k v_0 \leq \mathcal{V}_{\mathfrak{sl}(2)_x}(Z(\lambda)) \), while general results on induced modules (see for instance [37, (4.12)]) guarantee the reverse inclusion. Thus, \( Z(\lambda) \) is not of constant Jordan type and belongs to a component \( \Theta(\lambda) \cong \mathbb{Z}[A_{\infty}^\infty] \).
Proposition 8.2.2. (1) Let $\Theta_S \subseteq \Gamma_0(\mathfrak{sl}(2)_k)$ be the component containing the simple module $S$. If $n := \dim_k S \leq p - 1$, then $\Theta_S \cong \mathbb{Z}[\mathbb{A}^\infty]$ and

$$\Jt(M) = \left\{ (j - r)[a] \oplus r[a + 1] \oplus \left( \frac{\dim_k M - n}{p} \right)[p] : n = aj + r, \ 0 \leq r < j \leq n \right\}$$

for every $M \in \Theta_S$. In particular, $|\Jt(M)| = n$ for every $M \in \Theta_S$.

(2) Let $\Theta_{(\lambda)} \subseteq \Gamma_0(\mathfrak{sl}(2)_k)$ be the component containing $Z(\lambda)$. Then $\Theta_{(\lambda)} \cong \mathbb{Z}[\mathbb{A}^\infty]$ and setting $i := \min(\lambda(h) + 1, p - \lambda(h) - 1)$ we have

$$\StJt(M) = \{(j - r)[a] \oplus r[a + 1] : p = aj + r, \ 1 \leq r < j \leq p\}$$

$$\cup \{[i][j - r][a] \oplus r[a + 1] : p - i = aj + r, \ 0 \leq r < j, \ i < j \leq p - i\}$$

$$\cup \{(j - r')[b] \oplus r'[b + 1] \oplus (j - r)[a] \oplus r[a + 1] : i = bj + r', \ p - i = aj + r, \ 0 \leq r, r' < j < i\}$$

for every $M \in \Theta_{(\lambda)}$.

(3) Every $M \in \Theta_k \cup \Theta_{\mathfrak{sl}(2)_k}$ is endo-trivial.

Proof. (1) The central, nilpotent element $v_0 \in U_0(\mathfrak{sl}(2)_k)$ acts trivially on every simple $U_0(\mathfrak{sl}(2)_k)$-module $S$. Let $\alpha_K : X_{p,K} \to U_0(\mathfrak{sl}(2)_k)_K$ be a $p$-point. Then there exists a $p$-unipotent subalgebra $u \subseteq (\mathfrak{sl}(2)_k)_K$ with $\mathfrak{u}_K \subseteq U_0(\mathfrak{u})$. Hence we can find $x \in \mathfrak{sl}(2)_K$ with $x^{[p]} \in K(v_0 \otimes 1)$ and $u \subseteq Kx \oplus Kx^{[p]}$. If $x^{[p]} \neq 0$, then the condition $x^{(p)} = 0$ entails $\mathfrak{u}_K \subseteq (v_0 \otimes 1)U_0(\mathfrak{sl}(2)_k)_K$, so that $\Jt(S, \alpha_K) = n[1]$. Alternatively, $x \in \mathfrak{V}_{\mathfrak{sl}(2)_k}$ and $u \subseteq K(e \otimes 1) \oplus K(v_0 \otimes 1)$ or $u \subseteq K(f \otimes 1) \oplus K(v_0 \otimes 1)$. Both cases being similar, we write $\alpha_K(t) = \sum_{i=0}^{p-1} \gamma_i(e \otimes 1)^i(v_0 \otimes 1)^j$ (where $\gamma_{0,0} = 0$) and note that $\alpha_K(t)w = \sum_{i=0}^{p-1} \gamma_i(e \otimes 1)^i(v_0 \otimes 1)w$ for all $w \in S_k$. Since $S|_{K[e \otimes 1]} = [n]$, Lemma 8.2.1 in conjunction with [35, (2.2)] gives

$$\Jt(S) = \{(j - r)[a] \oplus r[a + 1] : 1 \leq j \leq n, \ n = aj + r, \ 0 \leq r \leq j - 1\}$$

As $\Theta_S \cong \mathbb{Z}[\mathbb{A}^\infty]$, Corollary 3.1.2 yields the first assertion. Moreover, each Jordan type of $S$ is uniquely determined by $j \in \{1, \ldots, n\}$, whence $|\Jt(S)| = n$. Thanks to Corollary 3.2.1, this implies $|\Jt(M)| = n$ for every $M \in \Theta_S$.

(2) Let $\alpha_K : X_{p,K} \to U_0(\mathfrak{sl}(2)_k)_K$ be a $p$-point, and $u \subseteq (\mathfrak{sl}(2)_k)_K$ be a $p$-unipotent subalgebra through which $\alpha_K$ factors. Since $v_0$ acts trivially on $Z(\lambda)$, the arguments of part (1) imply $\Jt(Z(\lambda), \alpha_K) = p[1] \subseteq \mathfrak{u}$ whenever $u^{[p]} \neq 0$. By the same token, the remaining cases are $u \subseteq K(e \otimes 1) \oplus K(v_0 \otimes 1)$ and $u \subseteq K(f \otimes 1) \oplus K(v_0 \otimes 1)$. Since $Z(\lambda)|_{K[e \otimes 1]} = [p]$, Lemma 8.2.1 implies

$$\Jt(Z(\lambda), \alpha_K) \subseteq \{(j - r)[a] \oplus r[a + 1] : p = aj + r, \ 0 \leq r < j \leq p\}$$

in the latter case.

In view of $Z(\lambda)|_{K[e \otimes 1]} = [i] \oplus [p - i]$ and $i < p - i$, the assumption $\mathfrak{u}_K \subseteq K(e \otimes 1) \oplus K(v_0 \otimes 1)$ in conjunction with Lemma 8.2.1 gives

$$\Jt(Z(\lambda), \alpha_K) \subseteq \{(j - r)[a] \oplus r[a + 1] : p - i = aj + r, \ 0 \leq r < j, \ i \leq j \leq p - i\}$$

$$\cup \{(j - r')[b] \oplus r'[b + 1] \oplus (j - r)[a] \oplus r[a + 1] : i = bj + r', \ p - i = aj + r, \ 0 \leq r, r' < j < i\}.$$
Owing to [35, (2.2)], all types in the sets above actually occur, so that we have in fact determined \( J_t(Z(\lambda)) \). Since \( \Theta_{(2)} \cong \mathbb{Z}[A_\infty] \), Corollary 3.1.2 gives the result.

(3) Since the trivial module \( k \) and its Heller shift \( \Delta(k) \) are endo-trivial, the assertion is a direct consequence of Theorem 7.2(2).

\[ \square \]

**Remarks.**

(1) In Proposition 8.1.1 and Corollary 8.1.2, the indecomposable periodic modules are constantly supported. This is in general not the case. Consider the group scheme \( G_1(2) \) with algebra of measures \( kG_1(2) = k[u_0] \). Then \( M := kG_1(2) \otimes k[u_0] \) is indecomposable and periodic. Therefore \( \pi\delta_2S \) is too big to be annihilated by \( v_0 \). Thus, our method of computing \( J_t(S) \) does not carry over to all modules of \( \Theta_S \).
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