Uniqueness Theorems for the Determination of a Coefficient in a Quasilinear Parabolic Equation

S. DÜMMEL

Für die quasilineare parabolische Gleichung \( u_t = q(u) \Delta u \) werden zwei Eindeutigkeitssätze für die Bestimmung des Koeffizienten \( q(u) \) für den Fall, daß \( q \) analytisch ist, und für den Spezialfall, daß \( q \) linear von \( u \) abhängt, bewiesen.

Для квазилинейного параболического уравнения \( u_t = q(u) \Delta u \) доказываются теоремы единственности для определения коэффициента \( q(u) \) в случае, когда \( q \) является аналитической функцией и в специальном случае линейной зависимости \( q \) от \( u \).

Two uniqueness theorems for the determination of the coefficient \( q(u) \) in the quasilinear parabolic equation \( u_t = q(u) \Delta u \) are proved for the case that \( q \) is analytic and for the special case that \( q \) depends linearly on \( u \).

1. Introduction

We consider the quasilinear parabolic equation

\[
u_t(x, t) = q(u(x, t)) \Delta u(x, t)
\]  

(1.1)

with an initial condition and a boundary condition of the first kind. We assume that the unique solution \( u \) of this problem is known at interior points of the domain and prove a uniqueness theorem for \( q(u) \) for the case that \( q \) is an analytic function of \( u \) and for the special case that \( q \) depends linearly on \( u \).

The case \( q = q(x) \) can be found in several papers (compare e.g. N. V. Beznoschenko [1], S. Dümml [4], A. L. Bukhgeim and M. V. Klibanov [2], C. D. Pagani [10], V. M. Isakov [7]). For the case \( q = q(u) \) there are also several results (compare e.g. A. D. Iskenderov [8], N. V. Muzylev [9], P. Duchateau [3]). The mentioned authors assume that there is given additional information about \( u \) on the boundary of the considered domain. N. V. Muzylev [9] and P. Duchateau [3] consider the one-dimensional case and the differential equation \( u_t(x, t) = (q(u(x, t)) u_x(x, t))_x \).

The equation (1.1) is closely related to the more general equation

\[
\frac{\partial u}{\partial t} = \text{div} (q(u) \text{grad } u) = q(u) \Delta u + q'(u) \text{grad }^2 u.
\]  

(1.2)

For sufficiently small \( u \) the equation (1.1) can be obtained from (1.2) by neglecting the last term in (1.2). An equation of the form (1.1) can also be obtained from (1.2) by a suitable transformation. But the theorems of this paper contain only results for (1.1) and not for (1.2).

For the treatment of (1.2) further considerations are necessary.

We use the following notations. \( D \) is a bounded region of the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) \( (n = 1, 2, \ldots) \) with a sufficiently smooth boundary \( \partial D \), \( T \) a positive number, \( Z_T = D \times (0, T), \Gamma_T = \partial D \times [0, T] \). By \( \overline{M} \) we denote the closure of the set \( M \) \( (M \subset \mathbb{R}^n \text{ or } M \subset \mathbb{R}^{n+1}) \). Points of the \( \mathbb{R}^n \) are denoted by \( x = (x_1, x_2, \ldots, x_n) \) and \( t \) is a real variable (time) with \( 0 \leq t \leq T \). We write \( C(M) \) for the
set of all functions which are continuous in $M$. For points $P = (x, t)$ and $\overline{P} = (\overline{x}, \overline{t})$ we introduce the distance

$$d(P, \overline{P}) = (|x - \overline{x}|^2 + |t - \overline{t}|)^{1/2}.$$ 

Using this distance we denote the space of all functions uniformly Hölder continuous with the exponent $\alpha$ in $Z_T$ by $C_\alpha(Z_T)$. By $C_{2+\alpha}(Z_T)$ we denote the space of all functions possessing uniformly Hölder continuous derivatives up to the order 2 with respect to $x_i$ ($i = 1, 2, \ldots, n$) and up to the order 1 with respect to $t$ in $Z_T$. For the precise definitions compare A. Friedman [5: p. 61].

Let the above-introduced boundary value problem be stated in the form

$$
\begin{align*}
&u_t(x, t) = q(u(x, t)) A u(x, t) \quad \text{in } Z_T, \\
u(x, t) = \phi(x, t) \quad \text{on } \Gamma_T, \\
u(x, 0) = \varphi(x) \quad \text{in } D.
\end{align*}
$$

(1.3)

Here $\phi$ and $\varphi$ are given functions satisfying the conditions

$$
\phi \in C(\overline{\Gamma}), \quad \varphi \in C(\overline{D}), \quad \varphi(x) = \psi(x, 0) \quad \text{for } x \in \partial D.
$$

(1.4)

We define

$$
v_0 = \min \left\{ \min_{x \in \overline{D}} \phi(x), \min_{(x, t) \in \overline{\Gamma}} \varphi(x, t) \right\},
$$

$$
v_1 = \max \left\{ \max_{x \in \overline{D}} \phi(x), \max_{(x, t) \in \overline{\Gamma}} \varphi(x, t) \right\}.
$$

(1.5)

We assume that $v_0 < v_1$ and that $q(u)$ is analytic in an interval $[v_0^*, v_1^*]$ with $v_0^* < v_0 < v_1 < v_1^*$. Further let $q(u) > 0$ for $u \in [v_0, v_1]$. In this case we say that $q$ is of the class $A$ or $q \in A$. Let the function $u$ satisfy the conditions

$$
u \in C(Z_T) \cap C_{2+\alpha}(Z_T), \quad A u \in C(Z_T).
$$

(1.6)

Further we assume that under the stated assumptions for every $q \in A$ there is a unique solution $u = u(x, t, q)$ of the boundary value problem (1.3).

2. A uniqueness theorem for the case that $q$ is analytic

In this section we shall show that $q$ is uniquely determined if $u(x^0, t, q) = g(t)$ is known for a fixed $x^0 \in D$ and for all $t \in [0, T]$, and if some other conditions are fulfilled.

Theorem 1: Let $\phi$ and $\varphi$ be given functions satisfying (1.4) and $\varphi(x) = d$ on $\overline{D}$ for a constant $d$. We assume that $q$ is a function which is continuously differentiable in $[0, T]$, and that there exists a positive number $t_0$ such that

$$g'(t) > 0 \quad \text{for all } t \in (0, t_0].
$$

(2.1)

Let the function $u$ satisfy (1.6) and the condition

$$u_t(x, t, q) \geq 0 \quad \text{for all } (x, t) \in Z_T \text{ and } q \in A.
$$

(2.2)

Finally let $x^0 \in D$. Then there is at most one $q \in A$ such that $u(x^0, t, q) = g(t)$ for all $t \in [0, T]$. 

Proof: We assume that there are two functions \( q_1, q_2 \in A \) such that
\[
u(x^0, t, q_1) = u(x^0, t, q_2) = g(t) \quad \text{for all } t \in [0, T].
\]
(2.3)

For abbreviation we set \( u_i(x, t) = u(x, t, q_i) \) \((i = 1, 2)\), \( u = u_1 - u_2 \), \( q = q_1 - q_2 \), and we obtain
\[
\frac{\partial u}{\partial t} = q_1(u_1) \Delta u_1 - q_2(u_2) \Delta u_2
\]
\[
= q_1(u_1) \Delta u + [q_1(u_1) - q_1(u_2)] \Delta u_2 + \tilde{q}(u_2) \Delta u_2.
\]

For all \((x, t) \in \overline{Z_T}\) we define
\[
f(x, t) = \begin{cases} \frac{q_1(u_1(x, t)) - q_1(u_2(x, t))}{u_1(x, t) - u_2(x, t)} & \text{if } u_1(x, t) \neq u_2(x, t), \\ q_1(u_2(x, t)) & \text{if } u_1(x, t) = u_2(x, t). 
\end{cases}
\]

Then it follows that \( f \in \overline{C}(Z_T) \) and
\[
\frac{\partial \tilde{u}}{\partial t} - q_1(u_1) \Delta \tilde{u} - f \Delta u_2 \tilde{u} = q(u_2) \Delta u_2 \quad \text{for all } (x, t) \in Z_T.
\]

Further we have \( \tilde{u}(x, t) = 0 \) for all \((x, t) \in I_T\) and \( \tilde{u}(x, 0) = 0 \) for all \( x \in \overline{D} \). Now let \( G \) be Green's function of the operator \( \partial/\partial t - q_1(u_1) \Delta - f \Delta u_2 \). Then there holds
\[
\tilde{u}(x, t) = \int_0^t \int_0^\infty G(x, t, \xi, \tau) \tilde{q}(u_2(\xi, \tau)) \Delta u_2(\xi, \tau) d\xi d\tau
\]
for all \((x, t) \in Z_T\). From this and (2.3) it follows that
\[
\int_0^T \int_0^\infty G(x, t, \xi, \tau) \tilde{q}(u_2(\xi, \tau)) \Delta u_2(\xi, \tau) d\xi d\tau = 0
\]
for all \( t \in [0, T] \).

Since \( \partial u_2/\partial t \geq 0 \) in \( Z_T \), \( u_2(x, \cdot) \) is monotone increasing for fixed \( x \). Thus \( d = v_0 \) with \( v_0 \) from (1.5). Further \( \tilde{q} \) is analytic in \([v_0^*, v_1^*] \). Hence we have: Either \( \tilde{q} = 0 \) on \([v_0, v_1] \) or \( q \) has at most finitely many zeros in \([v_0, v_1] \). We suppose the second case and denote by \( z \) the least one of these zeros which is greater than \( v_0 \), if such a zero exists. If such a zero does not exist we set \( z = v_1 \). Thus we have \( v_0 < z \). Let \( x^1 \in \overline{D} \) with the property
\[
z \leq \max \{u_2(x^1, t) : 0 \leq t \leq T \}
\]
(2.5)
and \( x^2 \in \overline{D} \) with the property
\[
z > \max \{u_2(x^2, t) : 0 \leq t \leq T \}
\]
(2.6)
Since for fixed \( x \in \overline{D} \) the function \( u_2(x, \cdot) \) is continuous and monotone increasing we obtain that for all \( x = x^1 \) with the property (2.5) there exists a \( t(x) > 0 \) such that \( u_2(x^1, t(x^1)) = z \). For all \( x = x^2 \) with the property (2.6) we set \( t(x^2) = T \). Then we have \( v_0 \leq u_2(x, t) \leq z \) for all \( t \in [0, t(x)] \) and \( x \in \overline{D} \). We put \( T_0 = \inf \{t(x) : x \in \overline{D} \} \).

Using the relations \( u_2(x^1, t(x^1)) = z \) and \( t(x^2) = T \), the continuity of \( u_2 \) in \( Z_T \), the boundedness of \( D \) and \( v_0 < z \) one can easily see that \( T_0 > 0 \).

From the assumption (2.1) it follows that \( \Delta u_2(x^0, t) > 0 \) for all \( t \in (0, t_0] \). Now we define \( T_0^* = \min \{t_0, T_0 \} \). Because of the continuity of \( \Delta u_2 \) there are \( \delta \) neigh-
borhood $S_r(x^0)$ and an interval $(t_1, t_2) \subseteq [0, T_0^\bullet]$ such that

$$
\Delta u_2(x, t) > 0 \quad \text{for all } (x, t) \in B_{T_0^\bullet} := S_r(x^0) \times (t_1, t_2).
$$

(2.7)

From the assumption (2.1) it follows also that

$$
u_2(x, t) > v_0 \quad \text{for all } (x, t) \in B_{T_0^\bullet}.
$$

(2.8)

There holds either

$$
\partial u_2(x, t) \geq 0 \quad \text{for all } (x, t) \in Z_{T_0^\bullet}
$$

(2.9)

or the inverse inequality. Let us assume (2.9). Then from (2.8) we obtain that

$$
\partial u_2(x, t) > 0 \quad \text{for all } (x, t) \in B_{T_0^\bullet}.
$$

(2.10)

Since Green's function $G(x^0, T_0^\bullet, \xi, \tau) > 0$ for all $(\xi, \tau) \in Z_{T_0^\bullet}$ (compare A. Friedman [5]) we obtain from (2.2), (2.7), (2.9), (2.10) that

$$
\int_0^{T_0^\bullet} \int D G(x^0, T_0^\bullet, \xi, \tau) \partial u_2(x, t) \partial u_2(x, t) d\xi d\tau > 0.
$$

But this is a contradiction to (2.4) ~

In Theorem 1, (2.2) is used as an additional condition on $u$. This condition means that $u(x, t, q)$ is monotone increasing for fixed $x$ and $q$. In Section 4 we shall state conditions for $\varphi$ and $\psi$ which imply the relation (2.2).

3. A uniqueness theorem for the case that $q$ is linear

Now we assume that $q$ is a linear function of $u$. Then $q \in A$ and Theorem 1 can be applied. But in this case we can weaken the assumptions for the uniqueness of $q$. The linear function $q$ may be given in the form

$$
q(u) = b(u - v_0) + c \quad (u \in [v_0, v_1]),
$$

where $b$ and $c$ are real constants, with $c > 0$ and $b > -c/(v_1 - v_0)$. This implies $q(u) > 0$ for all $u \in [v_0, v_1]$.

Further we assume that $c = q(v_0)$ is known. Then $q(u)$ is completely known if the constant $b$ is known. Thus now we write $u(x, t, b)$ instead of $u(x, t, q)$. We obtain that in this case $q$ is uniquely determined if only $u(x^0, t_0, q) = g^\bullet$ is known for a fixed point $(x^0, t_0) \in Z_T$.

Theorem 2: Let $\varphi$ and $\psi$ be given functions satisfying (1.4). Let the function $u$ satisfy (1.6) and the condition

$$
u_i(x, t, b) \geq 0 \quad \text{for all } (x, t) \in Z_T \text{ and all } b.
$$

(3.1)

Finally, let $(x^0, t_0) \in Z_T$, and let $g^\bullet$ be a real number with $q(x^0) = g^\bullet$. Then there is at most one number $b > -c/(v_1 - v_0)$ such that $u(x^0, t_0, b) = g^\bullet$.

Proof: Let $b_1, b_2$ be two numbers with $b_i > -c/(v_1 - v_0) (i = 1, 2)$ and

$$
u(x^0, t_0, b_i) = u(x^0, t_0, b_2) = g^\bullet.
$$

(3.2)
For abbreviation we set \( u_i(x, t) = u(x, t, b_i) \) \((i = 1, 2)\), \( \tilde{u} = u_1 - u_2, \tilde{q} = q_1 - q_2 \). Then \( \tilde{u} \) satisfies the differential equation

\[
\frac{\partial \tilde{u}}{\partial t} - (b_1(u_1 - v_0) + c) \Delta \tilde{u} - b_1 \Delta u_1 \tilde{u} = (b_1 - b_2) (u_2 - v_1) \Delta u_2
\]

with homogeneous initial and boundary condition. Now let \( G \) be Green's function of the operator \( \frac{\partial}{\partial t} - (b_1(u_1 - v_0) + c) \Delta - b_1 \Delta u_1 \). Then there holds

\[
\tilde{u}(x, t) = \int \int_0^1 G(x, t, \xi, \tau) \left( u_2(\xi, \tau) - v_0 \right) \Delta u_2(\xi, \tau) d\xi d\tau (b_1 - b_2)
\]

for all \((x, t) \in Z_T\). From this and (3.2) it follows that

\[
\int_0^t \int_0^1 G(x^0, t_0, \xi, \tau) \left( u_2(\xi, \tau) - v_0 \right) \Delta u_2(\xi, \tau) d\xi d\tau (b_1 - b_2) = 0. \tag{3.3}
\]

We have \( G(x^0, t_0, \xi, \tau) > 0 \) for all \((\xi, \tau) \in Z_t\). Using \( \varphi(x^0) = g^* \), (3.1) and (3.2) and the continuity of \( u_2(x^0, \cdot) \) on \([0, t_0]\) we obtain that there exists a \( t_1 \in (0, t_0) \) such that \( u_2(x^0, t_1) > v_0 \) and \( \Delta u_2(x^0, t_1) > 0 \). Thus by the continuity of \( u_2(x, t) \) and \( \Delta u_2(x, t) \) it follows that the integral on the left hand side of (3.3) is unequal to zero. Hence \( b_1 = b_2 \).

4. Conditions for the monotonicity of \( u \) as a function of \( t \)

In both theorems of this paper we have used the supposition \( \partial u(x, t)/\partial t \geq 0 \) for all \((x, t) \in Z_T\). In the following proposition we shall state conditions for \( \varphi \) and \( \psi \) which imply this relation.

**Proposition:** Let \( \varphi, \psi \) be given functions which satisfy the condition (1.4). Let \( q \in A \), and let \( u \) be a solution of the boundary value problem (1.3) satisfying condition (1.6). In addition we assume that for every fixed \( x \in \partial D \) the function \( \psi(x, \cdot) \) is continuously differentiable on \([0, T]\) with \( \psi_t(x, 0) = 0 \) and \( \psi_t(x, \cdot) \geq 0 \), and \( \varphi \) is a constant function. Then we have \( \partial \tilde{u}(x, t)/\partial t \geq 0 \) for all \((x, t) \in Z_T\).

**Proof:** From (1.6) and (1.3) there follows that \( u_i(x, t) \in C(Z_T) \). Let \( w = u_i \). Then there holds

\[
w_i(x, t) = q(u(x, t)) \Delta w(x, t) + q'(u(x, t)) \Delta u(x, t) w(x, t) \quad \text{in} \ Z_T,
\]

\[
w(x, t) = \psi(x, t) \quad \text{on} \ \Gamma_T, \quad w(x, 0) = 0 \quad \text{in} \ \bar{D}.
\]

\( q'(u) \) and \( \Delta u \) are bounded in \( Z_T \). On the boundary \( \Gamma_T \cup \bar{D} \) we have \( w(x, t) \geq 0 \). Using a minimum principle (comp. A. M. Il'IN, A. S. Kalashnikov and O. A. Oleinik [6: p. 8]) we obtain \( u_i(x, t) = w(x, t) \geq 0 \) for all \((x, t) \in Z_T\).
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