Averaging of Perturbed One Sided Lipschitz Differential Inclusions
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Abstract. We consider one sided Lipschitz differential inclusions perturbed with multimap, satisfying compactness type conditions. The state space is Banach with uniformly convex dual. Averaging result on a finite interval is proved. The averaging of functional differential inclusions is also studied.
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1. Introduction

In the paper we consider upper semicontinuous (USC) differential inclusions in Banach spaces with uniformly convex dual. The right-hand side is a sum of one sided Lipschitz (OSL) and satisfying compactness assumption multifunctions. We study an averaging method for such a differential inclusion. In the last section we describe briefly some extensions to the case of differential inclusions with time lags. The averaging method is very well presented in the works of Plotnikov et al. [12, 13, 14] in case of $E \equiv \mathbb{R}^n$. The averaging of differential inclusions (in Banach spaces) with OSL right-hand side is considered in [6] and under compactness type assumptions in [2]. Similar result is also obtained in [15] in $\mathbb{R}^n$.

Given a Banach space $E$ with uniformly convex dual $E^\ast$. Denote by $J(x) = \{l \in E^\ast : |l| = |x|, \langle l, x \rangle = |x|^2 \}$ the duality map. The Hausdorff distance is $D_H(A, B) = \max\{\sup_{a \in A} \inf_{b \in B} |a - b|, \sup_{b \in B} \inf_{a \in A} |a - b|\}$, the support function is $\sigma(l, A) = \sup_{a \in A} \langle l, a \rangle$. Let $X, Y$ be metric spaces with distances $\rho_X$.
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and \( \rho_Y \). For a set \( D \subset X \) denote by \( D^\varepsilon := \{ x \in X ; \text{dist}(x, D) < \varepsilon \} \), where \( \text{dist}(x, D) = \inf_{b \in D} \rho_X(x, b) \). The multimap \( \Gamma : X \Rightarrow Y \) is said to be upper semicontinuous (USC) when for all \( x \in X \) and \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( \Gamma(\{x\}^\delta) \subset \Gamma(x)^\varepsilon \). For \( \Gamma : [0, T] \times X \Rightarrow Y \) we say that \( \Gamma(\cdot, \cdot) \) is almost USC when to \( \varepsilon > 0 \) there exists a compact \( I_\varepsilon \subset [0, T] \) with Lebesgue measure \( \text{meas}(I_\varepsilon) > T - \varepsilon \) such that \( \Gamma \) is USC on \( I_\varepsilon \times X \).

For all conditions and notations used here, but not given explicitly we refer to [3] or [7].

**Definition 1.** The multifunction \( R \) from \( E \) into \( E \) is said to be One Sided Lipschitz (OSL) when there exists a constant \( L \) such that
\[
\sigma(J(x - y), R(x)) - \sigma(J(x - y), R(y)) \leq L|x - y|^2 \quad \forall x, y \in E.
\]

The paper contains two sections with introduction. In the next section we present our results. In the last section we present some extensions of our results and formulate some propositions, where our results are applicable.

### 2. The results

Consider the differential inclusion
\[
\dot{x}(t) \in F(t, x) + G(\frac{t}{\varepsilon}, x), \; x(0) = x_0, \; t \in I = [0, a], \; x \in E
\]
under the following conditions:

**A1.** \( F(\cdot, \cdot) \) and \( G(\cdot, \cdot) \) have non-empty convex and compact values.

**A2.** \( F(t, \cdot) \) is OSL with a constant \( L \) (not depending on \( t \)), it is almost USC and maps bounded sets into bounded.

**A3.** \( G(\cdot, x) \) admits a (strongly) measurable selection, while \( G(t, \cdot) \) is USC. Moreover,
\[
\chi_E(G([0, a] \times \Omega)) \leq k\chi_E(\Omega)
\]
for every bounded set \( \Omega \subset E \).

Here, \( \chi_E(\cdot) \) denotes Hausdorff measure of noncompactness defined by
\[
\chi(A) = \inf\{ r > 0 : A \text{ can be covered by finitely many balls with radius } \leq r \}.
\]
We refer to [9] for the theory of measures of noncompactness and the condensing operators.

For \( v(\cdot) \in C([0, a], E) \) define the operator
\[
\Phi(v) = \{ \text{Sol}(g) : g(t) \in G(t, v(t)) \}.
\]
Here $\text{Sol}(g)$ is the solution set of
\[ \dot{x}(t) \in F(t, x(t)) + g(t), \quad x(0) = x_0, \] (2)
on the interval $[0, a]$. By $\text{Sol}(g(t))$ we denote the solution set of the differential inclusion (2) on $[0, t]$.

**Lemma 1.** Under the conditions A1 and A2 the following statements are true:

1. $D_H\left(\text{Sol}(g_1(t)), \text{Sol}(g_2(t))\right) \leq \int_0^t e^{L(t-s)} |g_1(s) - g_2(s)| \, ds$

2. If $\mathcal{L} = \{g : g(\cdot) \text{ measurable}, g(t) \in K \text{ for a.a. } t \in I\}$, where $K \subset E$ is compact, then $\text{Sol}(\mathcal{L})$ is a $C([0, a], E)$ compact set.

3. The set $\text{Sol}(g)$ is a compact $R_\delta$ set.

**Proof.** From Theorem 1 of [4] we know that the solution set of (2) is non-empty and $C(I, E)$ compact. Let $x(\cdot)$ be a solution of (2), when $g(\cdot)$ is replaced by $g_1(\cdot)$. We consider the multivalued mapping
\[ H(t, u) = \left\{ v \in F(t, u) + g_2(t) \mid \langle J(x(t) - u), \dot{x}(t) - v \rangle \leq (L|x(t) - u| + |g_1(t) - g_2(t)|)|x(t) - u| \right\}. \]
Using standard arguments one can prove that $H(\cdot, \cdot)$ is almost USC with non-empty convex and compact values. Since $\text{Sol}(t, y) \subset F(t, y)$ one has that the differential inclusion
\[ \dot{y}(t) \in H(t, y), \quad y(0) = x_0 \]
has a solution $y(\cdot)$ as it is shown in the Step 3 of the proof of Theorem 1 of [4]. Really, let $H(\cdot, x)$ be strongly measurable and let $\sigma(l, H(t, \cdot))$ be USC as a real valued function for every $l \in E^*$. Furthermore let $H(t, x) \subset F(t, x)$ (where $F(\cdot, \cdot)$ is almost USC with non-empty convex compact values, bounded on the bounded sets and $F(t, \cdot)$ is OSL) be non-empty convex and compact valued. We claim that the solution set $R_1$ of
\[ \dot{x}(t) \in H(t, x), \quad x(0) = x_0 \]
is non-empty compact valued and $\lim_{\epsilon \to 0} D_H(R_1, R_\epsilon) = 0$. Here $R_\epsilon$ is the solution set of
\[ \dot{x}(t) \in \overline{\sigma} H(t, x + U_\epsilon) + U_\epsilon, \quad x(0) = x_0. \]
As it is shown in [4] the solution set $R_{RP}$ of
\[ \dot{x}(t) \in F(t, x), \quad x(0) = x_0 \] (3)
is non-empty compact. Furthermore, if one has a subdivision $0 = \tau_0 < \tau_1 < ... < \tau_n = a$ of $I$ and $R_{DIRP}$ is the solution set of
\[ \dot{x}(t) \in F(t, x(\tau_i)), \quad x(0) = x_0, \quad x(\tau_i) = \lim_{t \to \tau_i} x(t), \]
then it is non-empty $C(I, E)$ compact and $\lim_{h \to 0} D_H(R_{DIRP}, R_{RP}) = 0$. Hence if $x_h(\cdot) \in R_{DIRP}$ then there exists a converging $x_h(\cdot)$ to some $x(\cdot) \in R_{RP}$. Consider

$$\dot{x}(t) \in H(t, x(\tau_i)), \quad x(0) = x_0, \quad x(\tau_i) = \lim_{t \to \tau_i - 0} x(t)$$

with a solution set $R^S_{DI}$. Obviously $\lim_{h \to 0} \rho(R^S_{DI}, R_{RP}) = 0$. Since $R_{RP}$ is non-empty compact, one has that the net $\{R^S_{DI}\}_{h>0}$ is pre-compact in $C(I, E)$, i.e. every net $\{x_h(\cdot)\}_{h>0}$ has a converging to some $x(\cdot)$ subnet. Obviously that $x(\cdot) \in R_1$. Therefore one can conclude that $\lim_{h \to 0} \rho(R^S_{DI}, R_1) = 0$, i.e. $R_1$ is non-empty compact. The fact that $R_1 = \lim_{\varepsilon \to 0} R_\varepsilon$ is straightforward (see for instance [4]).

Due to the definition of $H$ we have

$$\langle J(x(t) - y(t)), \dot{x}(t) - \dot{y}(t) \rangle \leq (L|x(t) - u| + |g_1(t) - g_2(t)|)|x(t) - y(t)|.$$

The last inequality implies

$$\frac{d}{dt}|x(t) - y(t)| \leq L|x(t) - y(t)| + |g_1(t) - g_2(t)|.$$

This fact proves 1).

Consider the multifunction $R(t, x) = F(t, x) + \varpi K$. Obviously $R(\cdot, \cdot)$ is almost USC with non-empty convex and compact values and it is OSL. Therefore under Theorem 1 of [4], the solution set of $\dot{x}(t) \in R(t, x), \ x(0) = x_0$ is non-empty $C(I, E)$ compact. Obviously $F(t, x) + g(t)$ is OSL and almost USC with non-empty convex compact values. From Theorem 1 of [4] we know that the solution set $\text{Sol}(g)$ of (2) is non-empty compact $R_\delta$ set.

We will use the following lemma proved in [2].

**Lemma 2.** Let $\Omega$ be a set of measurable on $[0, T]$ functions and

$$\|\Omega(t)\| \leq \alpha(t), \quad \text{and} \quad \chi_E(\Omega(t)) \leq \beta(t) \ \text{a.e.,}$$

where $\alpha, \beta \in L^1[0, T]$. Then for every $\delta > 0$ there exist a compact set $K_\delta \subset E$ and a measurable $I_\delta \subset [0, T]$ with $\text{meas}(I_\delta) < \delta$ (recall that meas is the Lebesgue measure) such that for every $x \in \Omega$ there exists $g_\delta \in L^1([0, T], K_\delta)$ for which $|x(t) - g_\delta(t)| \leq \beta(t) + \delta$ for all $t \in [0, T] \setminus I_\delta$.

Recall that an operator $\Phi$ is condensing with respect to the measure of non-compactness $\varphi$ (see [9]) if the inequality

$$\varphi(\Phi(\Omega)) \geq \varphi(\Omega)$$

implies that $\Omega$ is relatively compact.
Corollary 1. Under the conditions A1 and A2 the operator $\Phi(\cdot)$ is condensing with respect to the following measure of noncompactness:

$$\varphi(\Omega) = \left\{ \sup_{t \in [0,a]} e^{-\alpha t} \chi_E(\Omega(t)), \text{mod}_C\Omega \right\},$$

where

$$\text{mod}_C\Omega = \lim_{\delta \to 0} \sup_{x \in \Omega} \max_{|t_1 - t_2| \leq \delta} |x(t_1) - x(t_2)|.$$  

Proof. We have to prove that if $\varphi(\Phi(\Omega)) \geq \varphi(\Omega)$, then $\Omega$ is relatively compact. Let $x(\cdot) \in \Omega$ and let $y(\cdot) \in \Phi(x(\cdot))$. Then there exists $g(t) \in G(t, x)$ such that $y \in \text{Sol}(g)$. Due to Lemma 1 it holds

$$\text{dist}(y(\cdot), \text{Sol}(g_\delta)) \leq \int_0^t e^{L(t-s)} |g(s) - g_\delta(s)| \, ds.$$  

Let $g_\delta(\cdot)$ be chosen with accordance to Lemma 2. Thus

$$\text{dist}(y(\cdot), \text{Sol}(g_\delta)) \leq \int_0^t e^{L(t-s)} (\beta(s) + \delta) \, ds + C\delta,$$

where $C$ is a constant depending only on $L$. Multiplying this inequality by $e^{-\alpha t}$ we obtain

$$e^{-\alpha t} \text{dist}(y(\cdot), \text{Sol}(g_\delta)) \leq \int_0^t e^{L-(\alpha-\beta)(t-s)} (\beta(s) + \delta) \, ds + e^{-\alpha t} C\delta$$

$$\leq C\delta + \int_0^t e^{(L-\alpha)(t-s)} \varphi_1(\Omega) \, ds$$

$$\leq C\delta + \frac{\varphi_1(\Omega)}{\alpha - L}.$$  

Since $\delta > 0$ is arbitrary taking $\alpha \geq L + 2$ one obtains

$$\sup_t e^{-\alpha t} \text{dist}(y(\cdot), \text{Sol}(g_\delta)) \leq \frac{\varphi_1(\Omega)}{2},$$

which means $\varphi_1(\Omega) \leq \varphi_1(\Phi(\Omega)) \leq \frac{1}{2} \varphi_1(\Omega)$, i.e. $\varphi_1(\Omega) = 0$. Consequently $\chi_E(\Omega(t)) = 0$ for all $t$, and hence $\Omega(t)$ is relatively compact. Furthermore, $D_H(\text{Sol}(g(t)), \text{Sol}(g_\delta(t))) \leq C\delta$ and $\varphi(\Omega) = 0$ due to the Ascoli theorem.

We will consider the case when $G(\cdot, x)$ is $T$ periodic, i.e. there exists $T > 0$ such that $G(t + T, x) \equiv G(t, x)$. Define the averaged

$$G_0(x) = \left\{ \frac{1}{T} \int_0^T g(s) \, ds : g(s) \in G(s, x) \right\}.$$
The averaged system corresponding to (1) is
\[ \dot{x}(t) \in F(t, x(t)) + G_0(x(t)), \quad x(0) = x_0. \] (4)

Denote by \( X_\varepsilon \) the solution set of (1) and by \( X_0 \) the solution set of (4) on \( I \). Analogously, \( X_0(t) \) is the solution set on \( [0, t] \). From Lemma 5.4.1 of [9] we know that \( G_0(\cdot) \) is USC multimap.

The following theorem is the main result of the paper.

**Theorem 1.** Under the conditions of Corollary 1, if \( X_0 \) is a bounded set and moreover, every local solution \( x(\cdot) \in X_0 \) can be extended on \( I \), then for \( \varepsilon \) sufficiently close to \( 0^+ \) we have \( X_\varepsilon \neq \emptyset \), i.e. there exists \( x_\varepsilon(\cdot) \in X_\varepsilon \) defined on the whole interval \( I \). Moreover, the map \( \varepsilon \mapsto X_\varepsilon \) is USC at \( \varepsilon = 0^+ \).

**Proof.** Evidently \( x(\cdot) \in \text{Sol}_\varepsilon(g) \) iff \( x \in \Phi_\varepsilon(x) \). Let \( U(X_0, \delta) \subset C([0, a], E) \) be a \( \delta \) - neighborhood of \( X_0 \). Suppose the contrary, i.e. there exist sequences \( \varepsilon_n \to 0 \), \( t_n \to t^* \) and \( \{x_n(\cdot)\}_{n=1}^\infty \), where \( x_n(\cdot) \) is a (local) solution of (1) for \( \varepsilon \) replaced by \( \varepsilon_n \). Furthermore, for \( t \in [0, t_n] \) one has \( x_n \in \Phi_{\varepsilon_n}(x_n) \), \( \text{dist}(x_n(\cdot), X_0(t)) < \delta \) and \( \text{dist}(x_n(\cdot), X_0(t_n)) = \delta \). Since \( G(\cdot, \cdot) \) is bounded on the bounded sets one has that for every sufficiently small \( \varepsilon \) the solution set \( X_\varepsilon \) is non-empty. Moreover, there exists \( 0 < \gamma < t^* \) such that \( t_n > t^* - \gamma \) for sufficiently large \( n \) and \( \text{dist}(x_n(\cdot), X_0(t^* - \gamma)) > \frac{\delta}{2} \). Repeating the reasons of the Theorem 1 one can obtain \( \varphi(\{x_n(t)\}) = 0 \). This implies that passing to subsequences one obtains \( x_n(\cdot) \to x^*(\cdot) \) with respect to \( C([0, t^* - \gamma], E) \) and (the corresponding to \( x_n(\cdot) \)) \( g_n(\cdot) \to g^*(\cdot) \) with respect to \( L_1([0, t^* - \gamma], E) \)-weak. Due to Theorem 3 of [2] (see also [9, Lemma 5.4.2]), \( g^*(t) \in G_0(x^*(t)) \) for a.a. \( t \in [0, t^* - \gamma] \). This implies that \( x^*(\cdot) \) is a solution of (4) on \([0, t^* - \gamma] \). By the assumptions \( x^*(\cdot) \) can be extended on the whole interval \( I \). However

\[ \text{dist}(x^*(\cdot), X_0(t^* - \gamma)) = \lim_{n \to \infty} \text{dist}(x_n(\cdot), X_0(t^* - \gamma)) \geq \frac{\delta}{2} \]

which is a contradiction. \( \blacksquare \)

3. Concluding remarks

In this section we will briefly discuss some extensions and applications of our results.

Let \( E \) be an arbitrary Banach space. Define

\[ [x, y]_+ = \lim_{t \to 0^+} h^{-1}\{|x + hy| - |x|\} \]

(see [11, p.8]), \( X = C([-\tau, 0], E) \) and \( X_0 = \{\alpha \in X : \|\alpha\|_X = |\alpha(0)|_E\}, x_t(s) = x(t + s) \). Consider the functional differential inclusion

\[ \dot{x}(t) \in F(t, x_t) + G(\frac{t}{\varepsilon}; x_t), \quad x_0 = \varphi, \quad t \in I = [0, a], \quad x_t \in X. \] (5)
Definition 2. The multifunction $F : I \times X \Rightarrow E$ is said to be OSL (cf. [5]) when there exists a constant $L$ such that for all $\alpha - \beta \in X_0$ and $f_\alpha \in F(t, \alpha)$ there exists $f_\beta \in F(t, \beta)$ such that

$$[\alpha(0) - \beta(0), f_\alpha - f_\beta]_+ \leq L|\alpha(0) - \beta(0)|.$$

Since the given definition in the case where the duality map is single valued coincides with the above definition of OSL we keep this abbreviation for this case.

As in the previous section we assume:

F1. $F(\cdot, \cdot)$ and $G(\cdot, \cdot)$ have non-empty convex compact values.

F2. $F(\cdot, \cdot)$ is almost continuous and OSL with a constant not depending on $t$. It maps bounded sets into bounded ones.

F3. $G(\cdot, \alpha)$ admits a (strongly) measurable selection and it is $T$ periodic for some $T > 0$. Furthermore $G(t, \cdot)$ is USC and

$$\chi_E(G([0, a] \times \Omega)) \leq k\chi_X(\Omega)$$

for every bounded set $\Omega \subset X$, where $\chi_E(\cdot)$ and $\chi_X(\cdot)$ denote the Hausdorff measure of non-compactness in the space $E$, respectively $X$.

Let $g(t) \in G(t, v_t)$ be measurable, where $v : [-\tau, a] \rightarrow E$ is continuous. Denote by $Rsol(g)$ the solution set of

$$\dot{x}(t) \in F(t, x_t) + g(t), \quad x_0 = \varphi.$$

Using a similar fashion as in the previous section, as in Theorem 1 and Corollary 1 of [5] one can prove the following lemma.

Lemma 3. Under the conditions F1 and F2 the following statements hold:

1) $D_H(Rsol(g_1), Rsol(g_2)) \leq \int_0^a e^{L(a-s)}|g_1(s) - g_2(s)|\, ds.$

2) If $K = \{g : g(\cdot) \text{ measurable } g(t) \in K \text{ for a.a. } t \in I\}$, where $K \subset E$ is compact, then $Rsol(L) = \bigcup_{g \in K} Rsol(g)$ is $C([0, a], E)$ is a compact set.

3) The set $Rsol(g)$ is a non-empty compact $R_\delta$ set.

Proof. From Theorem 1 of [5] we know that $Rsol(g)$ is non-empty $C(I, E)$ compact set. Let $x \in Rsol(g_1)$. Define the multifunction

$$G_\delta(t, \alpha) = \begin{cases}
F(t, \alpha) & \text{for } x_t - \alpha \notin X_0 \\
cl\left\{ u \in F(t, \alpha) \mid [x(t) - \alpha(0), \dot{x}(t) - u]_+ < L|x(t) - \alpha(0)| + \delta \right\} & \text{for } x_t - \alpha \in X_0 \setminus \{0\} \\
\dot{x}(t) & \text{for } x_t = \alpha.
\end{cases}$$

for $x_t - \alpha \notin X_0$
As it is shown in [5] the map $G_δ(\cdot, \cdot)$ is almost LSC and the differential inclusion
\[
\dot{y}(t) \in G_δ(t, y_t) + g_2(t), \quad y_0 = \varphi
\]
has a solution $y_δ(\cdot)$ such that
\[
[x(t) - y(t), \dot{x}(t) - \dot{y}(t)]_+ \leq L|x(t) - y(t)| + |g_1(t) - g_2(t)| + \delta
\]
when $x_t - y_t \in X_0$. Consequently,
\[
|x(t) - y_δ(t)| \leq \int_0^t e^{L(t-s)}(|g_1(s) - g_2(s)| + \delta) \, ds.
\]
Since $Rsol(g_2)$ is compact one can find $y(\cdot) \in Rsol(g_2)$ such that
\[
|x(t) - y(t)| \leq \int_0^t e^{L(t-s)}(|g_1(s) - g_2(s)|) \, ds.
\]
The lemma is proved.

Define
\[
G_0(\alpha) = \frac{1}{T} \int_0^T G(\tau, \alpha) \, d\tau.
\]
The averaged system is
\[
\dot{x}(t) \in F(t, x_t) + G_0(x_t), \quad x_0 = \varphi.
\]
The following theorem extends the main result of [8].

**Theorem 2.** Under $F1, F2, F3$, if the solution set of (6) is non-empty bounded and every local solution is extendable on $I$, then the solution set $Sol(\varepsilon)$ of (5) is non-empty for sufficiently small $\varepsilon > 0$ and moreover the map $\varepsilon \to Sol(\varepsilon)$ is USC at $\varepsilon = 0^+$. The proof of Theorem 1 is valid (with obvious modifications) also in the case of Theorem 2 and is omitted.

**Definition 3.** ([1]) The closed set $K$ is said to be a viability domain (for the differential inclusion (1) or for (4)) if for every $x_0 \in K$ there exists a solution remaining in $K$ for every $t$. The set $K$ is said to be invariant (for (1) or (4)) if for every $x_0 \in K$ each solution starting from $x_0$ remains in $K$ for all $t$. Given a closed set $K$, the viability kernel $\text{Viab}_ε(K)$ is the largest closed subset (possibly empty) of $K$ which is a viability domain. The largest invariant subset of $K$ is called invariant kernel.
Let

\[ R_\varepsilon(t) := \{ y \in E : \text{there exists a solution } x(\cdot) \text{ of } (1) \text{ such that } y = x(t) \} \]

be the reachable set of (1) at the moment \( t \). Analogously, by \( R_0(t) \) we denote the reachable set of (4). Let \( R_0(\cdot) \) be defined on \([0, \infty)\).

**Definition 4.** The reachable set \( R_0(\cdot) \) is said to be *uniformly asymptotically semi stable* if for all \( \eta > 0 \) there exists \( \delta(\eta) > 0 \) such that for all \( t_0 \in [0, \infty) \) it holds: If \( \text{ex}(S(t_0), R_0(t_0)) < \delta(\eta, t_0) \) then the reachable set \( S(t) \) of (4) with \( x(t_0) \in S(t_0) \) exists and is bounded for every \( t > t_0 \), \( \text{ex}(S(t), R_0(t)) < \eta \) and \( \lim_{t \to \infty} \text{ex}(S(t), R_0(t)) = 0 \). Here \( \text{ex}(A, B) = \max_{a \in A} \min_{b \in B} |a - b| \).

The following theorem is an extension of Theorem 15.4 of [12].

**Theorem 3.** Let all the conditions of Theorem 1 hold. If the reachable set \( R_0(\cdot) \) is uniformly asymptotically stable and bounded on \([0, \infty)\), then the conclusion of Theorem 1 holds on \([0, \infty)\).

**Proof.** Let \( \eta > 0 \) be given and let \( \delta = \delta(\eta) > 0 \). Fix \( b > 0 \) and apply Theorem 1 on the interval \([0, b]\). As we know there exists \( \varepsilon(\delta) > 0 \) such that for \( \varepsilon < \varepsilon(\delta) \) the reachable set \( R(t, \varepsilon) \) of (1) is contained in a \( \frac{\delta}{2} \)-neighborhood of the reachable set of (4). Let \( R(b, \varepsilon) = A_\varepsilon \) be initial set of the (4). We will denote its reachable set by \( R(t, A_\varepsilon) \). Then there exists \( \Theta > 0 \) such that \( R(t, A_\varepsilon) \) is contained in \( \frac{\delta}{2} \)-neighborhood of \( R(t, \varepsilon) \) for \( t > \Theta \). We apply Theorem 1 on the interval \([b, \Theta]\) etc. One can prove by obvious application of the Zorn’s lemma that the conclusion of Theorem 1 holds on \([0, \infty)\).

**Corollary 2.** Under the conditions of Theorem 3 the following statements hold:

1. Let the differential inclusion (1) admit a bounded invariant set \( K_\varepsilon \neq \emptyset \). If (4) has a non-empty invariant set \( K_0 \neq \emptyset \), then \( \lim \text{ex}(K_\varepsilon, K_0) = 0 \).
2. Let \( K_\varepsilon \) be a viability domain of (1). If \( K_0 \neq \emptyset \) is a viability domain of (4), then \( K_0 \supset \lim \sup K_\varepsilon \).
3. Let \( K \) be closed bounded set. If the viability kernel \( \text{Viab}_\varepsilon(K) \neq \emptyset \) for all sufficiently small \( \varepsilon > 0 \) and \( \text{Viab}_0(K) \neq \emptyset \) is a viability kernel of (4), then \( \text{Viab}_0(K) \supset \lim \sup \text{Viab}_\varepsilon(K) \).
4. The statement 3) holds true, when “viable” is replaced by “invariant”.
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