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Inspired by work of Pólya (1933) on the convergence of quadrature formulas, we previously introduced a concept of sequential convergence in the space of Riemann integrable functions under which this classical space is in fact the completion of continuous functions. Discussing its consequences to approximation theory, among others we already extended the (qualitative as well as quantitative) Bohman-Korovkin theorem from continuous to Riemann integrable functions. The error bounds obtained were given in terms of the first \( r \)-modul. One purpose of this paper is to derive corresponding results, involving the second \( r \)-modul. As a consequence of our previous quantitative uniform boundedness principle it is then shown that these estimates are indeed sharp. The general results obtained are illustrated in connection with Bernstein polynomials and linear interpolating splines.

1. Introduction

Let \( B = B[a, b] \) and \( R = R[a, b] \) be the spaces of functions, everywhere defined on the compact interval \([a, b]\) of the real axis \( \mathbb{R} \) which are bounded and Riemann integrable, respectively. Though \( B \) and \( R \) are Banach spaces under the norm \( \| f \|_B := \sup \{|f(u)| : u \in [a, b]\} \), uniform convergence is not appropriate to approximate in \( R \) since then suitable dense subsets are not available. This is avoided by the following concept of sequential convergence: A sequence \( \{f_n\} \subset B \) is called (Riemann) \( R\)-con-
vergent to \( f \in B \) if for \( n \to \infty \)

\[
\|f_n\|_B = O(1), \quad \int \sup_{k \geq n} |f_k - f| = o(1)
\]

with upper Riemann integral \( \int f := \int_a^b f(u) \, du \). It turns out that \( B \) as well as \( R \) are still (sequentially) \( R \)-complete. From the point of view of approximation, the most important feature then is that the \( R \)-closure of standard classes of smooth functions (e.g., polynomials) yields \( R \). In fact, Banach-Steinhaus theorems can be established in this framework, giving necessary and sufficient conditions for the \( R \)-convergence of operators. See [6] for the details.

Turning to positive operators, it was shown in [12] that the well-known Bohman-Korovkin theorem remains valid in the present context. Indeed, a sequence \( \{T_n\} \) of positive linear operators of \( R \) into itself is \( R \)-convergent on \( R \) if and only if the sequence is \( R \)-convergent for the three test functions \( p_i(u) := u^i, \ i = 0, 1, 2 \).

Concerning quantitative extensions, an appropriate measure of smoothness is given by the \( k \)-th \( \tau \)-modul (\( f \in B, \delta > 0, k \in \mathbb{N} \))

\[
\tau_k(f, \delta) = \int_a^b \omega_k(f, x, \delta) \, dx, \quad \omega_k(f, x, \delta) = \sup \left\{ |A_k^j f(y)| : y \pm \frac{k}{2} h \in U_\delta(x) \right\},
\]

\[
U_\delta(x) = [x - \delta, x + \delta] \cap [a, b],
\]

employed by the Bulgarian school of approximation during the last decade (see [15], there for functions \( f \), measurable and bounded). Indeed, \( \tau_1(f, \delta) = o(1) \) for \( \delta \to 0^+ \) if and only if \( f \in R \). The following error bound was established in [12].

**Theorem 1:** Let \( \{T_n\} \) be a sequence of positive linear operators, mapping \( R \) into itself such that \( T_n p_0 = p_0 \). Setting

\[
\mu_n := \sup_{k \geq n} \|T_k((u - x)^2; x)\|_B, \quad \text{(1)}
\]

for each \( f \in R \) there hold true the estimates

\[
\|T_n\|_B \leq \|f\|_B, \quad \text{(2)}
\]

\[
\int \sup_{k \geq n} |T_k f - f| \leq 5\tau_1(f, \mu_n^{1/2}). \quad \text{(3)}
\]

Obviously, this result is again completely parallel to the classical one, concerned with continuous functions and uniform convergence (see [3, p. 28] and the literature cited there). In Section 2 we improve (3) to an estimate involving the second \( \tau \)-modul, again quite parallel to the procedure in the continuous case (see [8; 9] and the literature cited there). This, however, can only be done for a special class of positive operators, characterized by condition (9) on the fourth moment (see the comments, given at the end of Section 2). Applying our previous quantitative extensions of the uniform boundedness principle, it is then shown in Section 3 that the preceding estimates are indeed sharp. Finally, in Section 4 we test the general results in connection with Bernstein polynomials and linear interpolating splines (see also the hints to the literature, given there).
2. The Bohman-Korovkin theorem

To derive the estimate mentioned we proceed along the standard interpolation argument. To this end, define a norm for \( f \in R \) and \( \delta > 0 \) via

\[
\| f \|_0 = \int_a^b M(f, x, \delta) \, dx, \quad M(f, x, \delta) = \sup_{y \in U_{\delta/2}} |f(y)|,
\]

and let \( R^2 = R^2[a, b] \) be the space of functions \( g \), twice differentiable on \([a, b]\) with \( g'' \in R \), endowed with the seminorm \( |g|_2 = \int_a^b |g''(x)| \, dx \). The following lemma is well-known and may be found in \([1; 2; 13]\). Let us include a proof for the sake of completeness (and simplicity).

Lemma 2: For \( f \in R \), \( 0 < \delta < b - a \) there exists \( g_\delta \in R^2 \) such that

\[
\| f - g_\delta \|_0 \leq 10r_2(f, \delta), \quad |g_\delta|_2 \leq 20\delta^{-2}r_2(f, \delta).
\]

Proof: First of all note that

\[
\| f \|_0 \leq 2 \| f \|_{\delta/2} \quad (f \in R).
\]

Indeed, one has

\[
M(f, x - \delta/2, \delta/2) + M(f, x + \delta/2, \delta/2), \quad a + \delta/2 \leq x \leq b - \delta/2,
\]

\[
M(f, x + \delta/2, \delta/2) + M(f, x - \delta/2, \delta/2), \quad a \leq x \leq a + \delta/2,
\]

\[
M(f, x - \delta/2, \delta/2) + M(f, x + \delta/2, \delta/2), \quad b - \delta/2 \leq x \leq b,
\]

which yields

\[
\| f \|_0 \leq \left( \frac{b - \delta}{a + \delta} + \frac{a + \delta}{b - \delta} \cdot \frac{b - \delta/2}{a + \delta/2} \cdot \frac{b - \delta/2}{b - \delta} \right) M(f, x, \delta/2) \, dx = 2 \| f \|_{\delta/2}.
\]

Now define Steklov means for \( f \in R \) via

\[
g_\delta(x) = 4\delta^{-2} \int_{-\delta/4}^{\delta/4} \int_{-\delta/4}^{\delta/4} \tilde{f}(x + s + t) \, ds \, dt = 4\delta^{-2} \int_{-\delta/4}^{\delta/4} \int_{-\delta/4}^{\delta/4} \tilde{f}(x - s - t) \, ds \, dt.
\]

where \( \tilde{f} \) is given as the extension (cf. [16, p. 121])

\[
\tilde{f}(x) = \begin{cases} 
  f(x), & a \leq x \leq b, \\
  -f(2a - x) + 2f(a), & 2a - b \leq x \leq a, \\
  -f(2b - x) + 2f(b), & b \leq x \leq 2b - a.
\end{cases}
\]

Since for \( y \pm h \in [x - \delta, x + \delta] \) the difference \( \Delta_\delta^2 \tilde{f}(y) \) only differs from \( \Delta_\delta^2 f(y) \) if, e.g., \( y - h < a \leq y \leq y + h \), and since in this special case

\[
\Delta_\delta^2 \tilde{f}(y) = \Delta_\delta^2 f(a + h) - 2\Delta_\delta a - h/2 f(a + h/2) + 2\Delta_\delta^2 f(a + h/2),
\]

it follows that for \( x \in [a, b] \)

\[
\overline{\omega}_2(\tilde{f}, x, \delta) \leq 5\omega_2(f, x, \delta), \quad \overline{\omega}_2(\tilde{f}, x, \delta) := \sup_{y, \pm h \in [x - \delta, x + \delta]} |\Delta_\delta^2 \tilde{f}(y)|.
\]

In view of (6) one obtains for \( y \in U_{\delta/2}(x) \)

\[
|g_\delta(y) - f(y)| = 2\delta^{-2} \left| \int_{-\delta/4}^{\delta/4} \int_{-\delta/4}^{\delta/4} \Delta_{-\delta/4}^2 \tilde{f}(y) \, ds \, dt \right| \leq \overline{\omega}_2(\tilde{f}, x, \delta).
\]
which delivers (cf. (5), (7)) \( M(g_s - f, x, \delta/2) \leq 5\omega_0(f, x, \delta), \|f - g_s\|_0 \leq 10\tau_2(f, \delta). \)

Moreover, \( g_s \in R^2 \) with \( |g_s''(x)| = 4\delta^{-2}|\Delta^2 f(x)| \leq 4\delta^{-2}\omega_2(f, x, \delta), \) which implies (4) in view of (7).

We are now in the position to prove the following quantitative Bohman-Korovkin theorem.

**Theorem 3**: Let \( \{T_n\} \) be a sequence of positive linear operators, mapping \( R \) into itself such that (cf. (1))

\[
T_n p_i = p_i \quad (i = 0, 1),
\]

\[
\|T_n((u - x)^4; x)\|_B \leq K\mu^2
\]

for some constant \( K > 0. \) Then there holds true the estimate

\[
\sup_{k \geq n} |T_k f| \leq C\tau_2(f, \mu_n^{1/2}) \quad (f \in R).
\]

**Proof**: In view of Lemma 2 and

\[
\sup_{k \geq n} |T_k f - f| \leq \sup_{k \geq n} |T_k(f - g_s) - (f - g_s)| + \sup_{k \geq n} |T_k g_s - g_s|
\]

it is sufficient to show that \( (\delta = \mu_n^{1/2}) \)

\[
\sup_{k \geq n} |T_k(f - g_s) - (f - g_s)| \leq 10 \|f - g_s\|_{\mu_n^{1/2}},
\]

\[
\sup_{k \geq n} |T_k g_s - g_s| \leq C\mu_n |g_s|_2.
\]

Obviously, (11) is a consequence of Theorem 1 since \( \tau_1(f, \delta) \leq 2 \|f\|_0. \) To establish (12) consider the expansion \((g = g_3, u, x \in [a, b])\)

\[
g(u) = g(x) + (u - x)g'(x) + \int_x^u (u - t)g''(t) \, dt.
\]

Concerning the remainder one has

\[
I := \left| \int_x^u (u - t)g''(t) \, dt \right| \leq |u - x| \left| \int_x^u |g''(t)| \, dt \right|
\]

\[
\leq \left( \delta + \frac{(u - x)^2}{\delta} \right) \int_{|t - x| < \delta} |g''(t)| \, dt + (u - x)^4 \int_{|t - x| \geq \delta} |g''(t)| \frac{dt}{|t - x|^3} =: I_1 + I_2.
\]

It follows that for \( k \geq n \) (cf. (8))

\[
T_k[I_1; x] = \left( \delta + \frac{T_k((u - x)^2; x)}{\delta} \right) \int_{|t - x| < \delta} |g''(t)| \, dt \leq \left( \delta + \frac{\mu_n}{\delta} \right) \int_{|t - x| < \delta} |g''(t)| \, dt,
\]

and therefore

\[
\sup_{k \geq n} T_k I_1 \leq \left( \delta + \frac{\mu_n}{\delta} \right) \int_{|t - x| < \delta} \int |g''(t)| \, dt \, dx = \left( \delta + \frac{\mu_n}{\delta} \right) 2\delta |g|_2.
\]
Furthermore, in view of (9) one obtains that for $k \geq n$

$$T_n(I_{2}; x) \leq K \mu_n^2 \int \frac{|g''(t)|}{|t - x|^3} dt$$

$$\sup_{k \geq n} T_k I_2 \leq K \mu_n^2 \int \int |g''(t)| \frac{dt}{|t - x|^3} dx \leq K \mu_n^2 \delta^{-2} |g|_2.$$ 

Together with (8), (13) this delivers

$$\sup_{k \geq n} |T_k g - g| \leq \left( \delta + \frac{\mu_n}{\delta} \right) 2 \delta |g|_2 + K \mu_n^2 \delta^{-2} |g|_2,$$

which establishes (12) by setting $\delta = \mu_n^{1/2}$.

In view of (10) condition (8) is somehow natural (cf. [14, p. 18]) since then

$$\sup_{k \geq n} |T_k p_i - p_i| \leq C \tau_2 (p_i, \mu_n^{1/2}) = 0.$$ 

Thus the relevant assumption is condition (9), well-known in the literature in connection with a treatment of related problems such as saturation or inverse theorems (cf. [3, p. 131, 264], [4]). Note that if $T_n p_0 = p_0$, then conversely $T_n((u - x)^2; x)^2 \leq T_n((u - x)^2; x)$ by the Cauchy-Schwarz inequality. On the other hand, without condition (9) the best result, known so far, is

$$\int |T_n f - f| \leq C \tau_2 (f, \|\log v_n\|^{1/2}), \quad v_n := \|T_n((u - x)^2; x)\|_B,$$

given in [14, p. 45].

3. The sharpness

To derive the sharpness of Theorem 3, a quantitative extension of the uniform boundedness principle will be applied. To this end, let $\omega(\delta)$ be an abstract modulus of continuity, i.e., $\omega(\delta)$ is a positive, continuous, subadditive, and increasing function of $\delta > 0$ satisfying

$$\omega(\delta) = o(1), \quad \delta = o(\omega(\delta)) \quad (\delta \to 0+).$$

Furthermore, let $X$ be a Banach space with norm $\|\cdot\|_X$ and $X^*$ be the space of non-negative, sublinear, bounded functionals $T$ on $X$, i.e., for $f, g \in X$ and scalars $\alpha$

$$0 \leq T(f + g) \leq Tf + Tg, \quad T(\alpha f) = |\alpha| Tf,$$

$$\sup \{ |Tf| : f \in X, \|f\|_X \leq 1 \} < \infty.$$ 

The following resonance principle holds true (cf. [7] and the literature cited there).

**Theorem 4:** Let $(\varphi_n)$ be a decreasing nullsequence, let $\sigma(\delta) > 0$ and $\omega(\delta)$ be subject to (14). Suppose that for $U_{\delta}, R_n \in X^*$ there are elements $h_n \in X$ satisfying

$$\|h_n\|_X = O(1), \quad (15)$$

$$U \delta h_n \leq M \min (1, \sigma(\delta)/\varphi_n) \quad (\delta > 0, n \in \mathbb{N}), \quad (16)$$

$$R_n h_n = o(1). \quad (17)$$

24*
Then there exists a counterexample \( f_\omega \in X \) with
\[
U_{nf_\omega} = O(\omega(\delta^2)), \quad R_{nf_\omega} = o(\omega(\varphi_n)).
\]

In the present context \( X \) will be the Banach space \( R \) with norm \( \| \cdot \|_B \), \( U_n = r_2(f, \delta) \)
with \( \varphi_n = \mu_n \) and \( \sigma(\delta) = \delta^2 \), and \( R_n = \int \sup_{k \geq n} |T_k f - f| \). The sharpness of the estimate (10) is then established by

**Theorem 5:** Let \( \{ T_n \} \) be a sequence of positive linear operators of \( R \) into itself, satisfying (8), (9) with \( \mu_n = c(1) \) (cf. (1)). Moreover, for each \( n \in \mathbb{N} \) let \( I_n \) be the union of \( j_n \) disjoint subintervals \( I_{jn} := (a_{jn}, b_{jn}) \) of \( [a, b] \) such that
\[
0 < c_1 \leq j_n \mu_n^{1/2} \leq c_2, \quad b_{jn} - a_{jn} \geq c_n \mu_n^{1/2} > 0,
\]
\[
0 < c_4 \mu_n \leq T_n((u-x)^2; x) \quad (x \in I_n).
\]

Then for each \( \omega \) subject to (14) there exists a counterexample \( f_\omega \in R \) such that
\[
\tau_2(f_\omega, \delta) = O(\omega(\delta^2)), \quad \int \sup_{k \geq n} |T_k f_\omega - f_\omega| = o(\omega(\mu_n)).
\]

**Proof:** To construct the elements \( h_n \), following [5], let \( H \) be four times continuously differentiable on \( R \) with
\[
0 \leq H(u) \leq 1, \quad H(u) = \begin{cases} u^2, & |u| \leq 1/2, \\ 0, & |u| \geq 1. \end{cases}
\]
Choose a constant \( c_5 > 0 \) such that (cf. (9)) \( K_0 := 2Kc_5^2 \leq c_4c_5 - \|H^{(4)}\|_B Kc_5^2/24 \) and define
\[
d_n = (\mu_n/c_5)^{1/2}, \quad h_{xn}(u) = H((u - x)/d_n), \quad u, x \in [a, b].
\]
Without loss of generality let \( x_{jn} := (a_{jn} + b_{jn})/2 \) satisfy \( |x_{jn} - x_{j+1,n}| \leq 3d_n \) (otherwise omit some intervals, namely each time at most \( m \) ones, where \( m \), independent of \( n \), is determined by \( m \geq 3c_5^{-1/3} \)). Now set
\[
h_n = \sum_{j=1}^{j_n} h_{jn}, \quad h_n = h_{xn,n}.
\]
Let \( u \in [a, b] \) with \( h_{jn}(u) \not= 0 \). Then \( |u - x_{jn}| \leq d_n \) which implies \( |u - x_{jn}| > d_n \), thus \( h_{jn}(u) = 0 \) for \( i \neq j \). Therefore one has (15) since \( \|h_n\|_B = \sum_{j=1}^{j_n} \|h_{jn}\|_B = \|H\|_B \leq 1 \). Moreover (cf. [15, p. 24]), one obtains (16) in view of (19) and
\[
\tau_2(h_n; \delta) \leq C\delta^2 \|h_n\|_B \leq C\delta^2d_n^{-1}j_n \int |H^{(4)}(u)| \, du \leq C\delta^2/\mu_n.
\]

Now let \( x, y \in I_n \) with \( |x - y| \leq d_n/2 \). By (21) one has \( H^{(3)}((x - y)/d_n) = 2, H^{(4)}((x - y)/d_n) = 0 \) so that for \( u \in [a, b] \) there exists \( \xi \) between \( x \) and \( u \) with
\[
h_{yn}(u) = h_{yn}(x) + (u - x) H'((x - y)/d_n)/d_n + (u - x)^2/d_n^2 
\]
\[+ (u - x)^3 H^{(4)}((\xi - y)/d_n)/24d_n^4.
\]
In view of (8), (9), (20) this gives
\[
|T_n(h_{yn}; x) - h_{yn}(x)| \leq T_n(u - x)^2; x)/d_n^2 \leq T_n((u - x)^4; x) \|H^{(4)}\|_B/24d_n^4 
\]
\[\geq c_4\mu_n/d_n^2 - K\mu_n^2 \|H^{(4)}\|_B/24d_n^4 
\]
\[= c_4c_5 - \|H^{(4)}\|_B Kc_5^2/24 \geq K_0,
\]
i.e., with $y = x_{jn}$ one has
\[ |T_n(h_{jn}; x) - h_{jn}(x)| \geq K_0 \quad (x \in I_n, \, |x - x_{jn}| < d_n/2). \]  

(23)

Setting
\[ \psi_n = \min \{d_n/2, c_3\mu_n^{1/2}\} = : c_6\mu_n^{1/2}, \quad B_n = \bigcup_{j=1}^n [x_{jn} - \psi_n, x_{jn} + \psi_n], \]

$B_n$ is of total length $j_n2\psi_n \geq 2c_6c_1 > 0$ by (19).

Now consider $x \in B_n$ which implies $|x - x_{kn}| \leq d_n/2$ for some $1 \leq k \leq j_n$. Since $|x - x_{jn}| > d_n$ for $j \neq k$, one has $h_{jn}(x) = 0$, thus in view of (23)
\[ |T_n(h_{jn}; x) - h_{jn}(x)| \geq K_0 - T_n \left( \sum_{j \neq k} h_{jn}(u); x \right). \]

(24)

If $u \in [a, b]$ satisfies $|x - u| \leq d_n$, then
\[ |x_{k \pm 1, n} - u| \geq |x_{k, n} - x| - |x - u| \geq d_n, \]

thus $h_{jn}(u) = 0$ for $j \neq k$ so that $\sum_{j \neq k} h_{jn}(u) = 0$ for $|x - u| \leq d_n$. On the other hand, if $|x - u| > d_n$, then $\sum_{j \neq k} h_{jn}(u) \leq 1 \leq \left( |x - u|/d_n \right)^4$. Altogether this delivers
\[ \sum_{j \neq k} h_{jn}(u) \leq \left( |x - u|/d_n \right)^4 \text{ for } u \in [a, b] \] which gives in connection with (9), (24)
\[ |T_n(h_n; x) - h_n(x)| \geq K_0 - c \mu_n^2/d_n^4 = K_0 - Kc_0^2 = K_0/2 \quad (x \in B_n). \]

This establishes (17) since
\[ R_n h_n \geq \int_{B_n} |T_n h_n - h_n| \geq c_6c_1K_0 > 0 \]

(25)

For $U_{\delta f} = \tau_1(f, \delta)$ one may analogously deduce the following contribution concerning the sharpness of Theorem 1 (cf. (22)).

Corollary 6: Under the assumptions of Theorem 5 there exists a counterexample $f_\omega \in R$ such that
\[ \tau_1(f_\omega, \delta) = O(\omega(\delta)), \quad \int_{k \geq n} \sup_{x \in [a, b]} |T_{k} f_\omega - f_\omega| = O(\omega(\mu_n^{1/2})). \]

Note that the proof still works (cf. (25)) if one considers $R_{nf} := \int |T_n f - f|$ so that one also obtains the sharpness of estimates of type
\[ \int |T_n f - f| \leq C\tau_2(f, \mu_n^{1/2}) \quad (f \in R), \]

(26)

thus even for the $L^1$-error (cf. (10)).

4. Applications

Let us discuss the preceding Bohman-Korovkin theorem and its sharpness in connection with Bernstein polynomials and spline approximation.

The Bernstein polynomials are defined for $f \in R[0, 1]$ by
\[ B_n(f; x) = \sum_{k=0}^n \binom{n}{k} f \left( \frac{k}{n} \right) x^k (1 - x)^{n-k}. \]

One has $B_n p_i = p_i$ for $i = 0, 1$ and $B_n((u - x)^2; x) = \varphi(x)/n$, $\varphi(x) := x(1 - x)$, thus (8), (19), (20) with $\mu_n = 1/4n$ are fulfilled if one chooses
\[ I_{jn} = \left( 1/4 + (j - 1) n^{-1/2}, 1/4 + jn^{-1/2} \right), \quad n^{1/2}/2 \leq j_n < n^{1/2}/2 + 1. \]
Concerning (9) only note that $B_n((u - x)^4; x) = 3\varphi^2(x)/n^2 + \varphi(x)(1 - 6\varphi(x))/n^3$. Hence our theorems deliver

Corollary 7: For $f \in R[0, 1]$ there holds true

$$\tilde{f} \sup_{k \geq n} |B_k f - f| \leq C \tau_2(f, n^{-1/2}).$$

(27)

Moreover, for each $\omega$ subject to (14) there exists an $f_\omega \in R[0, 1]$ such that

$$\tau_2(f_\omega, \delta) = O(\omega(\delta^2)), \quad \tilde{f} \sup_{k \geq n} |B_k f_\omega - f_\omega| = o(\omega(1/n)).$$

(28)

Concerning the $L^1$-error $\int |B_n f - f|$, results like (27) (cf. (26)) are well-known (cf. [1], [15, p. 107]). In fact, instead of (9), convexity arguments are available for $B_n^\omega g_\delta - g_\delta$ (cf. (12)). Though (27) is sharp in the sense of (28), no inverse theorem can be established. Therefore, in [10] the relevant $L^1$-estimate was strengthened by substituting the (unweighted) $\tau_2$-modul by

$$\tau_2^*(f, \delta) := \tilde{f} \sup_{t \pm h \in U_{\delta \varphi^1/n} + \delta \varphi(x)} |f(t)| \ dx.

Partial inverse theorems were then established in [11] for the $L^p$-error, $p > 1$. Concerning the Riemann error $\tilde{f} \sup_{k \geq n} |B_k f - f|$ discussed here, an improved direct as well as inverse result can be found in [18], namely

$$\left\| \sup_{k \geq n} |B_k f - f| \right\|_{1/n}^p \leq M \tau_2^*(f, n^{-1/2}), \quad \tau_2^*(f, n^{-1/2}) \leq M \frac{n}{n} \sum_{m \geq k} \left\| \sup_{k \geq n} |B_m f - f| \right\|_{1/k}^p$$

in terms of the weighted norm

$$\|f\|_p^* = \tilde{f} \sup \{|f(y)| : y \in U_{\delta \varphi^1/n} + o(x)\} \ dx.$$
Therefore $1/16n^2 \leq \mu_n \leq 1/n^2$ in view of (29), and (9), (19), (20) with $j_n = n$ follow by (29), (30).

**Corollary 8:** For $f \in R[0, 1]$ there holds true

$$\int \sup_{k \geq n} |S_k f - f| \leq C \tau_n(f, 1/n),$$

and for each $\omega$ subject to (14) there exists an $f_\omega \in R[0, 1]$ such that

$$\tau_n(f_\omega, \delta) = O(\omega(\delta^2)), \quad \int \sup_{k \geq n} |S_k f_\omega - f_\omega| = o(\omega(1/n^2)).$$

The result, corresponding to (31), for the $L^1$-error, is again well-known (cf. [15, p. 123]).

**REFERENCES**


Manuskripteingang: 11. 08. 1987

VERFASSER:

H. Mevissen, R. J. Nessel und E. Van Wickeren
Lehrstuhl A für Mathematik
der Rheinisch-Westfälischen Technischen Hochschule
Templergraben 55
D-5100 Aachen.