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In the paper two nonlocal, nonlinear problems for a system of parabolic equations are considered:

to find a solution of the system

\[ \ddot{u}_t(x, t) = D\ddot{u}_{xx}(x, t) + \int (x, t, \ddot{u}(x, t)) \]
subject to the conditions
\[ \bar{u}(0, t) = \bar{\varphi}(t), \quad t \in (0, T), \]
\[ \bar{u}(x, 0) = \bar{\psi}(x), \quad x \in (0, 1), \]
\[ \bar{u}(1, t) - \bar{u}(x_0, t) = \bar{h}(x_0, t, \bar{u}(x_0, t)) \]
or
\[ \int_0^1 \bar{u}(x, t) \, dx = \bar{g}(t). \]

For this an operator \( L : C(\bar{\Omega}) \to C(\bar{\Omega}) \) being a sum of four potentials is constructed. It is shown that the operator \( L \) has only one fixed point. Moreover it is proved that the fixed point is the only solution of the considered problem.

1. Formulation of Problem I

We shall consider the following Problem I: to find solutions of the system

\[ \bar{u}_t(x, t) = D\bar{u}_{xx}(x, t) + \bar{f}(x, t, \bar{u}(x, t)) \quad (1.1) \]

for

\[ (x, t) \in \Omega = \{(x, t) : x \in (0, 1), t \in (0, T), T < \infty\} \]

subject to the conditions

\[ \bar{u}(0, t) = \bar{\varphi}(t), \quad t \in (0, T), \quad (1.2) \]
\[ \bar{u}(x, 0) = \bar{\psi}(x), \quad x \in (0, 1), \quad (1.3) \]
\[ \bar{u}(1, t) - \bar{u}(x_0, t) = \bar{h}(x_0, \bar{u}(x_0, t)), \quad (1.4) \]

where, \( x_0 \) is an arbitrary fixed point of the interval \((0, 1)\), \( D \) is an \( n \)-dimensional scalar matrix, \( \bar{\varphi}, \bar{\psi}, \bar{h}, \bar{f} \) are \( n \)-dimensional vector-functions. The boundary condition \((1.4)\) is nonlocal.

The theory of nonlocal linear boundary value problems for single equations has been developed mainly in the last twenty years by A. V. BIZADSE and A. A. SAMARSKI [1], J. A. ROTHBERG and Z. G. SHEFTEL [10], A. F. NEPSO [8], A. A. KEREFEOV [6] and others. A linear problem of type \((1.1)-(1.4)\) has been formulated and solved recently by M. MAJCHROWSKI [7].

As a physical example of such a situation one can mention the problem of determination concentrations of \( n \)-components in the \((n + 1)\)-component fluid. Concentrations of \( n \)-components are to be determined from the boundary date \((1.2), (1.3)\) and the nonlocal nonlinear condition \((1.4)\).

2. Solution of Problem I

By a solution of Problem I we shall mean a vector function \( \bar{u} \), continuous in \( \bar{\Omega} \), and having continuous derivatives \( \bar{u}_t, \bar{u}_{xx} \) in \( \Omega \), satisfying conditions \((1.1)-(1.4)\).

Problem I will be solved under the following assumptions:

(a) \((1.1)\) System \((1.1)\) is a parabolic system in Petrovski's sense, i.e. for any eigenvalue \( \lambda \) of the matrix \( D \) the inequality \( \Re \lambda > 0 \) is satisfied.

(b) \( \bar{\varphi}(t) \) is continuous and bounded for \( t \in (0, T) \).

(c) \( \bar{\varphi}(t) \) is piecewise of the class \( C'(0, T) \).
(a₄) \( \varphi'(t) \) is bounded for \( t \in (0, T) \).

(\textcolor{red}{a₅}) \( \psi(x) \) has a bounded variation for \( x \in (0, 1) \).

(\textcolor{red}{a₆}) \( \psi(x) \) is the sum of its trigonometric Fourier series.

(\textcolor{red}{a₇}) For every \( x \in (0, 1) \), \( \sup_{t} \int_{0}^{1} ||f_{xx}(x, t, z)|| \, dx < \tilde{C} \) for every \( z \in \mathbb{R}^{n} \), where \( \tilde{C} \) is a positive constant independently of \( z \).

(\textcolor{red}{a₈}) \( f(x, t, z) \) has second derivative with respect to \( x \), piecewise continuous for \( t \) and \( z \) fixed.

(\textcolor{red}{a₉}) \( \tilde{f}(x, t, z) \) is continuous and bounded in

\[ \tilde{Q} = \{(x, t, z) : x \in (0, 1), t \in (0, T), z \in \mathbb{R}^{n} \}. \]

(\textcolor{red}{a₁₀}) \( \|f(x, t, z) - \tilde{f}(x, t, z)\|_{E_n} \leq K \|z - \tilde{z}\|_{E_n} \), where \( K \) is a positive constant.

(\textcolor{red}{a₁₁}) \( f(0, t, z) = 0 \) for every \( t \in (0, T) \) and every \( z \in \mathbb{R}^{n} \).

(\textcolor{red}{a₁₂}) \( \tilde{h}(x_0, t, y) \) has for \( t \in (0, T) \) and \( y \in C' \) piecewise continuous first derivatives.

(\textcolor{red}{a₁₃}) \( \|h(x_0, t, y) - \tilde{h}(x_0, t, y')\|_{E_n} \leq H \|y - y'\|_{E_n} \), where \( H \) is a positive constant.

(\textcolor{red}{a₁₄}) \( \tilde{\psi}(1) - \tilde{\psi}(x_0) = \tilde{h}(x_0, 0, \tilde{\psi}(x_0)) \).

To solve this problem we recall some properties of the fundamental matrix function \( M \) introduced in [7]. The function \( M \) is of the form

\[
M(x, t) = 1 + 2 \sum_{k=1}^{\infty} \exp \left[-k^2 \pi^2 D t \right] \cos k \pi x
\]

and belongs to the class \( C^\infty \) in the domain

\[ P = \{(x, t) : x \in (-\infty, +\infty), t \in (0, +\infty) \}. \]

The corresponding partial derivatives can be obtained by the term-by-term differentiation of the series (1.5) and

\[
\lim_{t \to 0} \frac{\partial^s M(x, t)}{\partial x^s} = 0, \quad \text{for} \quad s = 0, 1, 2, \ldots, x = 0, +2, +4, + \ldots
\]

Each column of the matrix function \( M \) is a solution of the homogeneous system (1.1).

\textbf{Theorem 1:} If \( \tilde{u} \) is a solution of Problem I, then \( \tilde{u} \) is a solution of the system of Volterra integral equations

\[
\tilde{u}(x, t) = \frac{1}{2} \int_{0}^{t} \int_{0}^{t} \left[ M(x - s, t - \eta) - M(x + s, t - \eta) \right] \tilde{f}(s, \eta, \tilde{u}(s, \eta)) \, ds \, d\eta
\]

\[
+ \frac{1}{2} \int_{0}^{t} \left[ M(x - s, t) - M(x + s, t) \right] \tilde{\psi}(s) \, ds
\]

\[
- \int_{0}^{t} M_x(x, t - s) D\tilde{\psi}(s) \, ds + \int_{0}^{t} M_x(x - 1, t - s) D\bar{\psi}(s) \, ds
\]

where

\[
\bar{\psi}(t) = \tilde{u}(1, t).
\]
Proof: Any solution of Problem I can be represented in the form (cf. [7])

\[ \ddot{u}(x, t) = \sum_{i=1}^{4} \ddot{u}_i(x, t), \quad (x, t) \in \Omega, \]

where

\[ \ddot{u}_1(x, t) = \frac{1}{2} \int_{0}^{1} \int_{0}^{1} \left[ M(x - s, t - \eta) - M(x + s, t - \eta) \right] \ddot{f}(s, \eta, \ddot{u}(s, \eta)) \, ds \, d\eta, \]

\[ \ddot{u}_2(x, t) = - \int_{0}^{1} M_x(x, t - s) D\ddot{\psi}(s) \, ds, \]

\[ \ddot{u}_3(x, t) = \frac{1}{2} \int_{0}^{1} \left[ M(x - s, t) - M(x + s, t) \right] \ddot{\psi}(s) \, ds, \]

\[ \ddot{u}_4(x, t) = \int_{0}^{1} M_x(x - 1, t - s) \ddot{u}(1, s) \, ds. \]

From the nonlocal condition (1.4) it follows that the function \( \ddot{g}(t) \) given by formula (1.7) satisfies the system of Volterra integral equations of the second kind

\[ \ddot{g}(t) = \ddot{F}(x_0, t) + D \int_{0}^{1} M_x(x_0 - 1, t - s) \ddot{g}(s) \, ds, \quad (1.8) \]

where

\[ \ddot{F}(x_0, t) = \ddot{h}(x_0, t, \ddot{u}(x_0, t)) - \int_{0}^{1} M_x(x_0, t - s) D\ddot{\psi}(s) \, ds \]

\[ + \frac{1}{2} \int_{0}^{1} \left[ M(x_0 - s, t) - M(x_0 + s, t) \right] \ddot{\psi}(s) \, ds \]

\[ + \frac{1}{2} \int_{0}^{1} \int_{0}^{1} \left[ M(x_0 - s, t - \eta) - M(x_0 + s, t - \eta) \right] \ddot{f}(s, \eta, \ddot{u}(s, \eta)) \, ds \, d\eta. \]

The solution of the system (1.8) can be written in the form

\[ \ddot{g}(t) = \ddot{F}(x_0, t) + \sum_{k=1}^{\infty} A^k \ddot{F}(x_0, t), \quad (1.9) \]

where the operators \( A^k \) are defined by the formula

\[ A^k \ddot{v}(t) = D \int_{0}^{1} M_x(x_0 - 1, t - s) \ddot{v}(s) \, ds, \quad A^k \ddot{v} = A(A^{k-1} \ddot{v}) \quad (k = 2, 3, \ldots). \]

Thus we have

\[ \ddot{u}_4(x, t) = \int_{0}^{1} M_x(x - 1, t - s) D \left[ \ddot{F}(x_0, s) + \sum_{k=1}^{\infty} A^k \ddot{F}(x_0, s) \right] \, ds. \quad (1.10) \]
Since $x_0$ is an internal point of the interval $(0, 1)$, the kernel function $M(x_0 - 1, t - s)$ is continuous. Therefore, applying Bielecki's theorem [9: p. 31], we can easily prove that the series $\sum_{k=1}^{\infty} A_k(\cdot)$ is convergent (in the norm topology) and that the resolvent of the operator $A$ is of the form (1.10) what completes the proof.

Now we set

$$L\bar{u}(x, t) = \frac{1}{2} \int_0^t \int_0^1 \left[ M(x - s, t - \eta) - M(x + s, t - \eta) \right] f(s, \eta, \bar{u}(s, \eta)) \, ds \, d\eta$$

$$- \int_0^t M(x + s, t - \eta) D\bar{\varphi}(s) \, ds + \frac{1}{2} \int_0^1 \left[ M(x - s, t) - M(x + s, t) \right] \bar{\varphi}(s) \, ds$$

$$+ \int_0^t M(x - 1, t - s) D\bar{\varphi}(s) \, ds,$$

$$\|u\|_1 = \sup_{x, t \in \Omega} \|u(x, t)\| e^{-\lambda t}, \quad \theta_1(\bar{u}^1, \bar{u}^2) = \|\bar{u}^1 - \bar{u}^2\|_1, \lambda > 0.$$

The matrix norm is defined by $\|D\| = \sup_{\|\bar{\varphi}\| \leq 1} \|D\bar{\varphi}\|_E$.

Theorem 2: If the vector functions $\bar{\varphi}, \bar{\psi}, f, \bar{h}$ and the matrix $D$ satisfy the assumptions $a_1$ to $a_{14}$ and $T$ is small enough, then the operator $L: C(\Omega) \rightarrow C(\Omega)$ defined by (1.11) has a unique fixed point.

We have to prove that

$$\theta_2(L\bar{u}^1, L\bar{u}^2) \leq C\theta_2(\bar{u}^1, \bar{u}^2), \quad \text{and} \quad C < 1.$$

To prove inequality (2.1) we shall use the following lemmas.

Lemma 1: If the vector function $f$ satisfies the assumptions $a_7$ to $a_9$, then

$$\left\| \frac{1}{2} \int_0^t \int_0^1 \left[ M(x - s, t - \eta) - M(x + s, t - \eta) \right] f(s, \eta, \bar{u}^1(s, \eta)) \, ds \, d\eta \right\| e^{-\lambda t}$$

$$\leq C_1 \theta_2(\bar{u}^1, \bar{u}^2),$$

where $C_1 = C_1(K, \|D\|, \lambda)$, $K$ is the Lipschitz constant from the assumption $a_3$. Besides

$$\lim_{\lambda \to \infty} C_1(K, \|D\|, \lambda) = 0.$$ 

Lemma 2: If the matrix $D$ satisfies the assumption $a_1$, then

$$\int_0^t \left\|M(x, s)\right\| \, ds \leq C_2$$
for $T < \frac{(2n - x)^2}{4x}$ ($n = 1, 2, \ldots; x \in (0, 1)$), where $C_2$ is constant and $x$ is not greater than the dimensional of the matrix $D$.

**Lemma 3:** If the vector functions $\vec{h}, \vec{f}, \vec{q}, \vec{p}$ satisfy the assumptions $a_2 - a_{14}$, then the vector function $\vec{g}$ defined by (1.8) satisfies the inequality

$$
\sigma(i, j) \leq C_2 \sigma(i, j)
$$

where $\sigma(i, j) = \sigma(x, t, \vec{v}^2)$, $i = 1, 2$. The constant $C_3$ depends on $C_1$ and $T(H - \text{the Lipschitz constant from assumption } a_{13})$ and can be written in the form

$$
C_3 = (1 + cT \sqrt{T} e^{cT}) (H + C_1),
$$

where $c$ is a positive constant depending on the norm $\|D\|$.

**Lemma 4:** If the vector functions $\vec{h}, \vec{f}, \vec{q}, \vec{p}$ and the matrix $D$ satisfy the assumptions $a_1 - a_{14}$, then

$$
\lim_{t \to 0} \left\{ \left\| \int_0^t M(z, t - s) D(\vec{g}(s) - \vec{g}(s)) ds \right\| e^{-\lambda t} \right\} \leq C_4 \sigma(\vec{v}, \vec{w}),
$$

where $C_4 = \|D\| \cdot C_2 \cdot C_3$.

The proofs of the Lemmas 1–4 result from simple calculations. The Lemmas 1–4 imply a following one.

**Lemma 5:** If the assumptions $a_1 - a_{14}$ are satisfied and

$$
H < \frac{1}{\|D\| C_1 (1 + T \sqrt{T} e^{cT})},
$$

then

$$
\sigma(\vec{w}, \vec{w}) \leq C_4 \sigma(\vec{v}, \vec{w}),
$$

where $C = C_1 + C_4$ and for $\lambda$ sufficiently large $C < 1$.

From Lemma 5 there follows inequality (2.1) and Theorem 2.

**Theorem 3:** The unique fixed point of the operator $L$ is the required solution of Problem I.

**Proof:** From the following equalities (cf. [7]) $\lim_{x \to 0^+} \vec{u}_2(x, t) = \vec{q}(t), \lim_{x \to 0^+} \vec{u}_2(x, t) = 0, \lim_{x \to 0^+} \vec{u}_3(x, t) = \lim_{x \to 0^+} \vec{u}_3(x, t) = 0, \lim_{l \to 0^+} \vec{u}_4(x, t) = \vec{q}(x), \lim_{l \to 0^+} \vec{u}_4(x, t) = \lim_{l \to 0^+} \vec{u}_4(x, t) = \lim_{l \to 0^+} \vec{u}_4(x, t) = \lim_{l \to 0^+} \vec{u}_4(x, t) = 0$ and from the properties of the matrix function $M$ it follows that $\vec{u}(x, t)$ is a regular solution of Problem I.

3. Formulation of Problem II

We shall consider the following Problem II: to find solutions of the system

$$
\vec{v}_t = D\vec{v}_{xx} + \vec{F}(x, t, \vec{v}(x, t)), \quad (x, t) \in \Omega,
$$

subject to the conditions

$$
\vec{v}(0, t) = \vec{f}_1(t), \quad t \in (0, T),
$$
\[ \begin{align*}
\bar{v}(x, 0) & = \bar{f}_2(x), \quad x \in (0, 1), \\
\int_0^1 \bar{v}(x, t) \, dx & = \bar{f}_3(t), \quad t \in (0, T),
\end{align*} \]

and

\[ \int_0^1 \bar{v}(0, t) \, dx = \bar{f}_3(0), \quad \int_0^1 \bar{f}_2(x) \, dx. \]

The nonlocal boundary condition is given in the integral form (3.4). According to the physical situation mentioned above the condition (3.4) is concerned with the increase of the gradients of concentrations of fluids at the end points of the interval (0, 1).

Indeed, taking into account a diffusion equation

\[ \bar{v}_t = D \bar{v}_{xx} + \bar{F}(x, t, \bar{v}(x, t)) \]

and integrating with respect to t we get

\[ \bar{v}(x, t) = \bar{v}(x, 0) + \int_0^t \bar{v}_t(x, \tau) \, d\tau = \bar{f}_2(x) + \int_0^t D \bar{v}_{xx}(x, \tau) \, d\tau + \int_0^t \bar{F}(x, \tau, \bar{v}(x, \tau)) \, d\tau. \]

Hence

\[ \int_0^1 \bar{v}(x, t) \, dx = \int_0^1 \bar{f}_2(x) \, dx + D \int_0^t [\bar{v}_x(1, \tau) - \bar{v}_x(0, \tau)] \, d\tau \]

\[ + \int_0^t \int_0^1 \bar{F}(x, \tau, \bar{v}(x, \tau)) \, d\tau \, dx = \int_0^t \bar{f}_3(t) \]

which is equivalent to the following differentiated condition because of compatibility condition (3.4):

\[ D[\bar{v}_x(1, t) - \bar{v}_x(0, t)] + \int_0^t \bar{F}(x, t, \bar{v}(x, t)) \, dx = f_3'(t) \]

or

\[ \bar{v}_x(1, t) - \bar{v}_x(0, t) = D^{-1}f_3'(t) - D^{-1} \int_0^t \bar{F}(x, t, \bar{v}(x, t)) \, dx. \quad (3.4') \]

We are looking for solutions of Problem II in the form.

\[ \bar{v}(x, t) = \bar{u}(x, t) + \bar{V}(x, t), \]

where \( \bar{V}(x, t) = (1 - 2x) \bar{f}_1(t) + 2x\bar{f}_3(t) \). This permits to transform Problem II into the form

\[ \begin{align*}
\bar{u}_t & = D\bar{u}_{xx} + \bar{f}(x, t, \bar{u}), \quad (x, t) \in \Omega, \\
\bar{u}(0, t) & = 0, \quad t \in (0, T), \\
\bar{u}(x, 0) & = \bar{v}(x), \quad x \in (0, 1), \\
\bar{u}_x(1, t) - \bar{u}_x(0, t) & = G(t), \quad t \in (0, T),
\end{align*} \]
where
\[ \tilde{f}(x, t, \tilde{u}) = \tilde{F}(x, t, \tilde{u} + \tilde{V}) - (1 - 2x) \tilde{f}_1'(t) - 2x\tilde{f}_2'(t), \]
\[ \tilde{g}(x) = \tilde{f}_2(x) - (1 - 2x) \tilde{f}_1(0) - 2x\tilde{f}_3(0), \]
\[ \tilde{G}(t) = D^{-1}\tilde{g}_1'(t) - D^{-1} \int_0^1 \tilde{F}(x, t, \tilde{u}(x, t) + \tilde{V}(x, t)) \, dx, \]
\[ \tilde{g}(0) = 0. \]

The problem (3.5)–(3.8) is the nonlocal problem for the derivative \( u_x \) and can be solved similar methods like Problem I.
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