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Introduction

In this paper we prove some results which could be interpreted as generalizations of the two fundamental theorems in von Neumann algebra theory, the von Neumann bicommutant theorem and the Kaplansky density theorem, to certain vector spaces of continuous sesquilinear forms which are associated with unbounded operator algebras. Precise definitions of these spaces will be given later.

The attempts to generalize the bicommutant theorem, for instance, to unbounded operator algebras meets serious difficulties in general. We shall illustrate this by a very simple example: Let \( \mathcal{A} \) be the \( \ast \)-algebra of all polynomials in the multiplication operator by the independent variable \( t \) on the dense domain \( D := \{ \varphi \in L^2(\mathbb{R}); \ t^n \varphi(t) \in L^2(\mathbb{R}) \text{ for all } n \in \mathbb{N} \} \) of the Hilbert space \( L^2(\mathbb{R}) \). Then the strong-operator topology on \( \mathcal{A} \) is equal to the finest locally convex topology on the vector space \( L^2(\mathbb{R}) \) relative to the graph topology of \( \mathcal{A} \). We generalize some basic results of the von Neumann algebra theory (von Neumann bicommutant theorem, Kaplansky density theorem) to certain linear subspaces of \( \mathcal{L}(D, D') \).
we could take all vectors $\varphi \in \mathcal{D}$ for which the $O^*$-algebra $\mathcal{A} \uparrow \mathcal{A}\varphi$ is essentially self-adjoint on its domain $\mathcal{A}\varphi$. But for general $O^*$-algebras $\mathcal{A}$ on $\mathcal{D}$ it is not known if there exist such vectors $\varphi \in \mathcal{D}$ except, of course, zero. The second way is to enlarge the $*$-algebra $\mathcal{A}$. For instance, in the above example, a bicommutant theorem holds if we replace the $*$-algebra $\mathcal{A}$ by the $*$-algebra on $\mathcal{D}$ which is generated by the multiplication operators determined by the functions $t$ and $(t + i)^{-1}$.

One natural candidate for a generalization of the theory of von Neumann algebras to the unbounded case is the class of EW*-algebras which were invented by Dixmier [4] and studied also by Inoue [6]. EW*-algebras strongly resemble W*-algebras, in a number of ways. But, in the author’s opinion, this class is too restrictive for most of the interesting unbounded operator algebras. For instance, it is easy to see that there is no $O^*$-algebra $\mathcal{A}$ on $\mathcal{D} := \mathcal{H}(\mathbb{R})$ which is an EW*-algebra and which contains the restrictions to $\mathcal{D}$ of the position operator $t$ and the momentum operator $-id/dt$. A general result which supports the above conviction is contained in [9]. Roughly speaking and somewhat simplified, it says that if $\mathcal{A}$ is an EW*-algebra which is “realized” as an *-algebra of operators on a Hilbert space and which contains at least one unbounded operator, then the bounded part of $\mathcal{A}$ is necessarily a finite W*-algebra.

In the present paper we go the second way by incorporating more general objects than operators: continuous sesquilinear forms. To describe a typical object, suppose $\mathcal{A}_1$ and $\mathcal{A}_2$ are $O^*$-algebras on domains $\mathcal{D}_1$ and $\mathcal{D}_2$, respectively, of a Hilbert space $\mathcal{H}$. If $a_1 \in \mathcal{A}_1$, $a_2 \in \mathcal{A}_2$, and $x \in B(\mathcal{H})$, then $c(\varphi, \psi) := \langle xa_1\varphi, a_2\psi \rangle$, $\varphi \in \mathcal{D}_1$, and $\psi \in \mathcal{D}_2$, defines a continuous sesquilinear form on $\mathcal{D}_1[t_{\mathcal{H}}] \times \mathcal{D}_2[t_{\mathcal{H}}]$. We shall denote this form by $c_{a_1a_2o}$. The form $c = c_{a_1a_2o}$, is generated by an operator on $\mathcal{D}_1$ (in the sense that there is a linear operator $T$ defined on $\mathcal{D}_1$ such that $c(\varphi, \psi) = \langle T\varphi, \psi \rangle$ for all $\varphi \in \mathcal{D}_1$ and $\psi \in \mathcal{D}_2$), if and only if $xa_1\mathcal{D}_1 \subseteq \mathcal{D}(a_2^*)$. The latter condition is, in general, not fulfilled and difficult to check. The basic objects investigated in this paper are vector spaces $\mathcal{L}$ of sesquilinear forms which are generated by the forms $c_{b_{1j}o}b_{1j}$, $x \in \mathcal{B}$ and $j \in \mathfrak{Z}$. Here $\mathcal{B}$ is a (fixed) *-subalgebra of $B(\mathcal{H})$ and $\{b_{1j}; j \in \mathfrak{Z}\}$ and $\{b_{2j}; j \in \mathfrak{Z}\}$ are indexed subsets of $\mathcal{A}_1$ and $\mathcal{A}_2$, respectively, which satisfy some additional assumptions. One crucial assumption requires that for all $j \in \mathfrak{Z}$ and $k = 1, 2$ $b_{kj}^*\mathcal{D}_1$ is dense in $\mathcal{H}$ and that $b_{kj}$ has a bounded inverse which belongs to $\mathcal{B}$.

The paper is organized as follows. In Section 1 we collect the basic definitions and some general facts needed in the sequel. In Section 2 we obtain two versions of the von Neumann bicommutant theorem for spaces of sesquilinear forms. In Section 3 we show that the vector space of all $c_{ofo(\cdot, \cdot)}(\varphi, \psi), x \in \mathcal{B}$, is dense in $L[t_{\mathcal{H}}]$. This result is essentially used in Section 4 to prove a generalization of the Kaplansky density theorem to spaces of sesquilinear forms.

Vector spaces of continuous sesquilinear forms which are associated with unbounded operator algebras have been already considered in several papers such as [1, 7, 10, 11, 13]. Condition (1) (in a slightly stronger form) first appeared in [1].

1. Preliminaries

Let $\mathcal{H}$ be a complex Hilbert space. The scalar product of $\mathcal{H}$ is always denoted by $\langle \cdot, \cdot \rangle$ and it is assumed to be linear in the first variable. Let $\mathcal{D}$ be a dense linear subspace of $\mathcal{H}$ and let $L^+(\mathcal{D}) := \{a \in \text{End } \mathcal{D}; \mathcal{D} \subseteq D(a^*) \text{ and } a^*\mathcal{D} \subseteq \mathcal{D}\}$. Then $L^+(\mathcal{D})$ becomes an *-algebra if we take the composition of the operators as the multiplication and the involution $a \mapsto a^+ := a^* \uparrow \mathcal{D}$. An $O^*$-algebra $\mathcal{A}$ on the domain $\mathcal{D}$ is an *-subalgebra of $L^+(\mathcal{D})$ which contains the identity map $I$ of $\mathcal{D}$. Suppose that $\mathcal{A}$ is an
O*-algebra on $\mathcal{D}$. The graph topology $t_A$ is the locally convex topology on $\mathcal{D}$ which is defined by the family of seminorms $\varphi \to \|a\varphi\|$, $a \in A$. We let $L_A(\mathcal{D})$ be the set of all $a \in \mathcal{L}(\mathcal{D})$ for which $a$ and $a^*$ map the locally convex space $\mathcal{D}[t_A]$ continuously into itself. Clearly, $L_A(\mathcal{D})$ is an O*-algebra on $\mathcal{D}$. The O*-algebra $A$ is said to be closed on $\mathcal{D}$ if $\mathcal{D} = \bigcap \{ D(a); a \in A \}$. Further, let $A_I := \{ a \in A; \|a\| \leq \|a\| \}$ for $a \in D$. 

Now we introduce some spaces of sesquilinear forms associated with unbounded operator algebras. In what follows suppose that $A_1$ and $A_2$ are O*-algebras on domains $\mathcal{D}_1$ and $\mathcal{D}_2$, respectively, of the same Hilbert space $\mathcal{H}$. Let $\mathcal{D}_2'$ denote the complex-conjugate vector space of the vector space $\mathcal{D}_2':= \mathcal{D}_2[t_{A_1}]$. That is, $\mathcal{D}_2'$ equals $\mathcal{D}_2$ as a set, the addition in $\mathcal{D}_2'$ is the same as in $\mathcal{D}_2$, but the multiplication by scalars in $\mathcal{D}_2'$ is replaced in $\mathcal{D}_2'$ by the mapping $(\lambda, \varphi) \to \overline{\lambda} \cdot \varphi$, $\lambda \in \mathbb{C}$ and $\varphi \in \mathcal{D}_2'$. The mapping $\varphi \to (\cdot, \varphi)$ is a linear injection of the Hilbert space $\mathcal{H}$ into the vector space $\mathcal{D}_2'$. Having this in mind, we use the notation $(\varphi, \psi)$ also to denote the value of an arbitrary linear functional $\varphi$ from $\mathcal{D}_2'$ at $\psi \in \mathcal{D}_2$ and we write $(\cdot, \cdot)$ for $\mathcal{D}_2'$. Let $L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$ be the vector space of all linear mappings of $\mathcal{D}_1'$ into $\mathcal{D}_2'$ for which the associated sesquilinear form $c_\varphi$ defined by $c_\varphi(\cdot, \psi):= (\cdot, \psi)$, $\psi \in \mathcal{D}_1$ and $\psi \in \mathcal{D}_2$, is continuous on $\mathcal{D}_1[t_{A_1}] \times \mathcal{D}_2[t_{A_1}]$, that is, there are $a_1 \in A_1$ and $a_2 \in A_2$ such that

$$|c_\varphi(\cdot, \psi)| = |(\varphi, \psi)| \leq \|a_1\varphi\| \|a_2\psi\|$$

for all $\varphi \in \mathcal{D}_1$, $\psi \in \mathcal{D}_2$. 

(By a sesquilinear form on $\mathcal{D}_1 \times \mathcal{D}_2$ we mean a complex-valued function on $\mathcal{D}_1 \times \mathcal{D}_2$ which is linear in the first and conjugate-linear in the second variable.) The mapping $x \to c_\varphi$ is a linear bijection of $L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$ onto the vector space $\mathcal{D}_2'$. To prove this, it suffices to check that this map is surjective. For let $c$ be a continuous sesquilinear form on $\mathcal{D}_1[t_{A_1}] \times \mathcal{D}_2[t_{A_1}]$, that is, there are $a_1 \in A_1$ and $a_2 \in A_2$ such that

$$c(\cdot, \psi) = (\cdot, \psi) = \overline{c}(\varphi, \cdot)$$

for $\varphi \in \mathcal{D}_1$, $c(\varphi, \cdot)$ is in $\mathcal{D}_2'$, so that $\overline{c}(\varphi, \cdot) = (\varphi, \overline{\cdot})$ for some $\overline{\psi} \in \mathcal{D}_2'$. It is obvious that $\overline{\psi}$ is uniquely determined by $\varphi$. Putting $\varphi = \overline{\psi} \varphi \in \mathcal{D}_1$, $x$ is in $L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$ and $c_\varphi = c$.)

We need some more notation concerning the spaces $L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$. Let $\mathcal{A}$ be an O*-algebra on $\mathcal{D}$. We write $L_A(\mathcal{D}, \mathcal{D}')$ for $L_{A_1, A_2}(\mathcal{D}, \mathcal{D}')$ and $L_{A_1, A_2}(\mathcal{D}, \mathcal{H})$ for $L_{A_1, A_2}(\mathcal{D}, \mathcal{H})$. (This notation is not ambiguous, since if $\mathcal{D}' = \mathcal{H}$, then all operators in $\mathcal{A}$ are bounded, so that $L_{A_1, A_2}(\mathcal{D}, \mathcal{D}') = L_{A_1, A_2}(\mathcal{D}, \mathcal{H})$ in this case.) For $a_1 \in A_1$ and $a_2 \in A_2$, let

$$U_{a_1, a_2} := \{ x \in L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2'); |(x, \psi)| \leq \|a_1\varphi\| \|a_2\psi\| \text{ for all } \varphi \in \mathcal{D}_1, \psi \in \mathcal{D}_2 \}.$$ 

We abbreviate $U_a := U_{a, a}$, $a \in \mathcal{A}$.

Next we define some locally convex topologies which are needed in the sequel. 

The weak-operator topology on $L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$ is the locally convex topology which is generated by the family of seminorms

$$x \to |(x, \psi)|, \quad \varphi \in \mathcal{D}_1 \text{ and } \psi \in \mathcal{D}_2.$$ 

For an O*-algebra $A$ on $\mathcal{D}$, let $l_2(A)$ denote the set of all sequences $(\varphi_n; n \in \mathbb{N})$ from $\mathcal{D}$ for which $(\|\varphi_n\|; n \in \mathbb{N})$ is in $l_2(\mathbb{N})$ for all $a \in A$. The ultraweak topology on $L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$ is the locally convex topology which is defined by the seminorms

$$x \to \left| \sum_{n=1}^{\infty} (x \varphi_n, \psi_n) \right|, \quad (\varphi_n) \in l_2(A_1) \text{ and } (\psi_n) \in l_2(A_2).$$

Since, by definition, each $x \in L_{A_1, A_2}(\mathcal{D}_1, \mathcal{D}_2')$ satisfies (1.1) for some $a_1 \in A_1$ and $a_2 \in A_2$, it follows from the Cauchy-Schwarz inequality that the infinite sum in (1.2) converges. If ambiguities can occur, we speak about the weak-operator topology or the ultraweak topology with respect to $\mathcal{D}_1 \times \mathcal{D}_2$. If $\mathcal{S}_1 \subseteq \mathcal{H}$ and $\mathcal{S}_2 \subseteq \mathcal{H}$, then the
weak-operator topology on $\mathcal{B}(\mathcal{H})$ with respect to $\mathcal{S}_1 \times \mathcal{S}_2$ is defined by the seminorms $x \to ||x\varphi||$, $\varphi \in \mathcal{S}_1$ and $\psi \in \mathcal{S}_2$. Let $\mathcal{A}$ be an $O^*$-algebra on $\mathcal{D}$. The strong-operator topology and the ultrastrong topology on $\mathcal{L}_2(\mathcal{D}, \mathcal{H})$ are defined by the families of seminorms.

$$x \to ||x\varphi||$$

and

$$x \to \left( \sum_{n=1}^{\infty} ||x\varphi_n||^2 \right)^{1/2}, \quad (\varphi_n) \in l_2(\mathcal{A})$$

respectively.

Suppose $\mathcal{L}$ is a linear subspace of $\mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2')$. For $a_1 \in \mathcal{A}_1$ and $a_2 \in \mathcal{A}_2$, let $\mathcal{L}_{a_1,a_2}$ be the set of all $x \in \mathcal{L}$ for which there exists a positive number $\lambda$ such that

$$||x\varphi|| \leq \lambda ||a_1\varphi|| ||a_2\psi||$$

for all $\varphi \in \mathcal{D}_1$ and $\psi \in \mathcal{D}_2$. If $x \in \mathcal{L}_{a_1,a_2}$, let $l_{a_1,a_2}(x)$ be the infimum of all $\lambda > 0$ for which (1.3) is satisfied.

As in [1] and in [10], we define a partial multiplication in $\mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2')$. Suppose that $y \in \mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2')$, $a_1 \in \mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2)$ and $a_2 \in \mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2)$. Obviously, $c(\varphi, \psi) := \langle xa_1\varphi, a_2\psi \rangle$ defines a continuous sesquilinear form on $\mathcal{D}_1(l_{a_1}) \times \mathcal{D}_2(l_{a_2})$. Hence there is an $x \in \mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2')$ such that $c = c_x$. Define $a_2^* \circ y \circ a_1 := x$. That is, by definition, we have

$$\langle (a_2^* \circ y \circ a_1) \varphi, \psi \rangle = \langle ya_1\varphi, a_2\psi \rangle$$

for $\varphi \in \mathcal{D}_1$ and $\psi \in \mathcal{D}_2$.

Let $a_1$ and $a_2$ be as above and let $y \in \mathcal{B}(\mathcal{H})$. Since, in particular, $y \uparrow \mathcal{D} \in \mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2')$, $a_2^* \circ (y \uparrow \mathcal{D}) \circ a_1$ is well-defined by the preceding. For notational simplicity we write $a_2^* \circ y \circ a_1$ instead of $a_2^* \circ (y \uparrow \mathcal{D}) \circ a_1$. If $\mathcal{B} \subseteq \mathcal{B}(\mathcal{H})$, then $a_2^* \circ \mathcal{B} \circ a_1$ denotes the set of all $a_2^* \circ y \circ a_1$, where $y \in \mathcal{B}$.

The following simple lemma will be needed several times. In the special case $a_1 = a_2$, it is stated as Proposition 5.1 in [10]. The proof in the general case can be given by a slight modification of the proof of Proposition 5.1 in [10], so it will be omitted.

Lemma 1: Suppose $x \in \mathcal{L}_{\mathcal{A},\mathcal{A}}(\mathcal{D}_1, \mathcal{D}_2')$, $a_1 \in (\mathcal{A}_1)_f$ and $a_2 \in (\mathcal{A}_2)_f$. Assume that there is a constant $\lambda$ such that (1.3) is satisfied. Then there exists an operator $y \in \mathcal{B}(\mathcal{H})$ such that $x = a_2^* \circ y \circ a_1$.

2. The von Neumann bicommutant theorem for spaces of sesquilinear forms

Let $\mathcal{A}$ be an $O^*$-algebra on a domain $\mathcal{D}$. For subsets $\mathcal{M} \subseteq \mathcal{L}_2(\mathcal{D}, \mathcal{D}')$ and $\mathcal{N} \subseteq \mathcal{L}_2(\mathcal{D})$, we define "commutants" $\mathcal{M}^\prime$ and $\mathcal{N}^\circ$ by

$$\mathcal{M}^\prime := \{ a \in \mathcal{L}_2(\mathcal{D}) ; x \circ a = a \circ x \text{ for all } x \in \mathcal{M} \}$$

and

$$\mathcal{N}^\circ := \{ x \in \mathcal{L}_2(\mathcal{D}, \mathcal{D}') ; x \circ a = a \circ x \text{ for all } a \in \mathcal{N} \}.$$
Theorem 1: Suppose $\mathcal{A}$ is a closed $O^*$-algebra on $D$. Suppose that there exists a subset $\{b_j; j \in J\}$ of operators from $\mathcal{A}$ such that $b_jD$ is dense in $\mathcal{H}$ for each $j \in J$ and such that $\|b_j\|, j \in J$, is a directed family of seminorms which generates the graph topology $t_{\mathcal{A}}$ on $D$. Suppose $\mathcal{B}$ is an $*$-subalgebra of $\mathcal{B}(\mathcal{H})$ which contains all operators $(b_j)^{-1}, j \in J$. Let $\mathcal{L}$ be the linear hull of $b_j^* \circ \mathcal{B} \circ b_j, j \in J$, in $\mathcal{L}_{\mathcal{A}}(D, D')$.

Then $(\mathcal{L}^o)' \cap \mathcal{B}' \circ \mathcal{B}'' \circ b_1$ coincides with the ultraweak closure of $\mathcal{L}$ within $\mathcal{L}_{\mathcal{A}}(D, D')$. Moreover, $(\mathcal{L}^o)' = (\mathcal{L}'^o) = \bigcup_{j \in J} b_j^* \circ \mathcal{B}'' \circ b_j$.

We first prove the following simple lemma:

Lemma 2: Let $\mathcal{A}$ be an $O^*$-algebra on $D$ and let $a$ and $b$ be operators from $\mathcal{A}$ such that $aD$ and $bD$ are dense in $\mathcal{H}$. Let $c \in \mathcal{B}(\mathcal{H})$. Suppose that $c \uparrow D \subseteq \mathcal{L}'^o(D)$ and $a^c \circ b^c = b^c \circ a^c$.

Then $c \circ a = c \circ b$ if and only if $cx = cx$.

Proof: For $\varphi, \psi \in D$, we have by definition,

$$
\langle c \circ a \varphi, \psi \rangle = \langle a \varphi, b \psi \rangle = \langle a \varphi, c b \psi \rangle = \langle a \varphi, c^* b^c \psi \rangle \quad (2.1)
$$

and

$$
\langle z \circ a \varphi, \psi \rangle = \langle a \varphi, b^c \psi \rangle = \langle a \varphi, c^* b^c \psi \rangle. \quad (2.2)
$$

Here we used essentially the commutativity assumptions concerning $a, c$ and $b, c^*$. Since $aD$ and $bD$ are assumed to be dense in $\mathcal{H}$, we conclude from (2.1) and (2.2) that $c \circ a = c \circ b$ if and only if $cx = cx$.

Proof of Theorem 1: First we check that $\mathcal{B}' \uparrow D \subseteq \mathcal{L}_{\mathcal{A}}(D)$. Fix $x \in \mathcal{B}'$. Since $(b_j)^{-1} \in \mathcal{B}, x(b_j)^{-1} = (b_j)^{-1} x$ and hence $x^j \subseteq b_j x$ for $j \in J$. In particular, $x\mathcal{D} \subseteq xD(b_j) \subseteq D(b_j)$ for $j \in J$. Since $\mathcal{A}$ is closed on $\mathcal{D}$ and the family of seminorms $\|\|b_j\|$, $j \in J$, is directed and generates $t_{\mathcal{A}}$, we have $D = \bigcap \{D(b_j); j \in J\}$. Therefore, $x\mathcal{D} \subseteq D$. Because $\mathcal{B}$ is an $*$-algebra, $x^* \mathcal{D} \subseteq D$ and so $x^* \uparrow D \subseteq \mathcal{L}'^o(D)$. Since $x$ and $x^*$ commute with $b_j, j \in J$, on $D$ and since $\mathcal{A}$ is generated by $\|\|b_j\|$, $j \in J$, it follows that $x \in \mathcal{L}_{\mathcal{A}}(D)$.

Next we prove that $\mathcal{B}' \uparrow D = \mathcal{L}^o$. Let $j \in J$. It is straightforward to verify that $b_j^* \circ (b_j)^{-1} \circ b_j = b_j^+$ and $b_j^+ \circ (b_j^{-1})^* \circ b_j = b_j$. Therefore, because $\mathcal{B}$ is an $*$-algebra and $(b_j)^{-1} \circ \mathcal{B}$, the operators $b_j^+$ and $b_j^*$ are in $\mathcal{L} \cap \mathcal{L}_{\mathcal{A}}(D)$. Suppose $x \in \mathcal{L}^o$. Then $x$ commutes with $b_j$ and $b_j^+$ on $D$. Since $x \in \mathcal{L}_{\mathcal{A}}(D)$, this implies that $x^* = (x)^* \uparrow D$ commutes with $b_j$ as well. Therefore, applying Lemma 2 in case $a = b = b_j$, we get $x \in \mathcal{B}'$. This shows that $\mathcal{L}^o \subseteq \mathcal{B}' \uparrow D$. Conversely, suppose $x \in \mathcal{B}'$. As shown above, $x \uparrow D \in \mathcal{L}_{\mathcal{A}}(D)$ and $x \uparrow D$ commutes with $b_j$ and $b_j^+$ on $D$ for each $j \in J$. The same is true for $x^* \uparrow D$. Thus, again by Lemma 2, $x \uparrow D \in \mathcal{L}^o$. Hence $\mathcal{B}' \uparrow D = \mathcal{L}^o$.

Suppose that $z \in (\mathcal{L}^o)'$. From Lemma 1.1 and the assumptions, there are an index $j \in J$ and a bounded operator $x$ on $\mathcal{H}$ such that $z = b_j^+ \circ x \circ b_j$. Applying Lemma 2 once more, we conclude that $x$ commutes with the closures of the operators from $\mathcal{L}^o = \mathcal{B}' \uparrow D$. Hence $x \in \mathcal{B}'$. Since $(b_j)^{-1} \in \mathcal{B}$ for $j \in J$, $\mathcal{B}$ is a non-degenerate $*$-subalgebra of $\mathcal{B}(\mathcal{H})$, so that the von Neumann density theorem applies (see e.g. [17, p. 74]). There exists a net $(x_i)$ of operators from $\mathcal{B}$ which converges to $x$ in the ultraweak topology on $\mathcal{H}$. This implies that the net $(b_j^+ \circ x_i \circ b_j)$ converges to $b_j^+ \circ x \circ b_j = z$ in the ultraweak topology on $D$. Since $b_j^+ \circ x \circ b_j \in \mathcal{L}$ for all $i, z$ belongs to the ultraweak closure $\mathcal{F}^u$ of $\mathcal{L}$ within $\mathcal{L}_{\mathcal{A}}(D, D')$. Thus we have shown that
Since obviously $L \subseteq (L^0)^c$ is ultraweakly closed in $L\lambda(D, D')$, the preceding gives $(L^0)^c = (L^0)^c = \bigcup_{i \in I} b_i^+ \circ B' \circ b_i = \overline{F}_{uw}$.

The next theorem contains a similar result for the ultrastrong-operator topology. For a subset $N$ of $L\lambda(D)$, let

$$N^\circ = \{x \in L\lambda(D, \mathcal{H}): (xap, \psi) = (xp; a^*\psi) \text{ for all } x, \psi \in D, a \in N\}.$$ 

Theorem 3: Let $\mathcal{A}$, $\{b_j; j \in \mathcal{J}\}$ and $B$ satisfy the assumptions of Theorem 1. Assume in addition that $I \in \mathcal{B}$. Let $L$ be the linear span of $xb_j$, where $x \in B$ and $j \in \mathcal{J}$.

Then $(L^0)^c_w$ is the ultrastrong closure of $L$ in $L\lambda(D, \mathcal{H})$ and $(L^0)^c_w = (L^0)^c_w = \bigcup_{i \in I} B''b_i$.

Proof: As in the proof of Theorem 1, we have $B' \uparrow D \subseteq L\lambda(D)$ and $xb_j = b_j x$, $\psi \in D$, for $x \in B'$ and $j \in \mathcal{J}$. Since $I \in \mathcal{B}$, $b_i \in L$ for each $j \in \mathcal{J}$. Therefore, applying Lemma 2 in case $a = b_i$, $b = I$, we get $B' \uparrow D = L$, similarly as in the proof of Theorem 1.

Suppose $z \in (L^0)^c_w$. Since $z \in L\lambda(D, \mathcal{H})$, there are $j \in \mathcal{J}$ and $x \in B(\mathcal{H})$ such that $z = xb_j$. Employing again Lemma 2, we get $x \in B''$. By the von Neumann density theorem, there is a net $(x_i)$ from $B$ converging to $x$ in the ultrastrong topology on $D$. Then the net $(xb_j)$ from $L$ converges to $xb_j = z$ in the ultrastrong topology on $D$. This shows that $(L^0)^c_w \subseteq \bigcup_{i \in I} B'' \cdot b_i \subseteq F_{us}$, where $F_{us}$ is the closure of $L$ in $L\lambda(D, \mathcal{H})$ with respect to the ultrastrong topology. Since $L \subseteq (L^2)^c_w \subseteq (L^0)^c_w$ and since $(L^2)^c_w$ is obviously ultrastrongly closed in $L\lambda(D, \mathcal{H})$, the assertion follows.

3. Density of the bounded part

Let $\mathcal{A}_1$ and $\mathcal{A}_2$ be $O^*$-algebras on domains $D_1$ and $D_2$, respectively, of the same Hilbert space $\mathcal{H}$ and let $B$ be an $*$-subalgebra of $B(\mathcal{H})$. Let $\mathcal{J}$ be an index set. In order to formulate Theorem 1 below and the results in Section 4, we need the following condition:

(I) For $k \in \{1, 2\}$ there exist a set $\{a_{ki}; i \in \mathcal{I}\}$ of symmetric operators from $\mathcal{A}_k$ and a set $\{\alpha_{ki}; i \in \mathcal{I}\}$ of complex numbers such that $b_{ki} := a_{ki} + \alpha_{ki}I$ belongs to $(\mathcal{A}_k)_i$, $b_{ki}D$ is dense in $\mathcal{H}$ and $B_{ki} := (b_{ki})^{-1} \in B$ for each $i \in \mathcal{I}$.

Note that (I) implies that the operators $\overline{a_{ki}}$, $i \in \mathcal{I}$ and $k \in \{1, 2\}$, are maximal symmetric, i.e., at least one of the deficiency indices of $\overline{a_{ki}}$ vanishes.

Theorem 1: Let $\mathcal{A}_1$, $\mathcal{A}_2$, and $B$ as above. Assume that (I) is fulfilled. Let $L$ denote the linear span of $b_{ki}^+ \circ B \circ b_{ki}$, $j \in \mathcal{J}$, in $L\lambda_\mathcal{A}_\mathcal{A}_1(D_1, D_2')$. Then $B' \uparrow D$ is dense in $L[r_{in}]$.

The proof of Theorem 1 is based on two auxiliary lemmas.

Lemma 2: Let $a$ be a symmetric operator and let $\alpha$ be a complex number such that $\overline{a} + \alpha I$ has a bounded inverse on the underlying Hilbert space $\mathcal{H}$. Then, for each $\epsilon > 0$ and $\phi \in \mathcal{H}$,

$$\|(\overline{a} + \alpha I)^{-2} \phi\|^2 \leq \epsilon^2 \|\phi\|^2 + \epsilon^{-1} \|(\overline{a} + \alpha I)^{-3} \phi\|^2.$$

(3.1)
Proof: Upon extending \( a \) to a self-adjoint operator in a possibly larger Hilbert space, we can assume without loss of generality that \( a \) is self-adjoint. Fix \( \epsilon > 0 \) and let \( e \) be the spectral projection of \( a \) associated with the set \( \{ \lambda \in \mathbb{R} : |\lambda + \alpha|^2 \geq \epsilon^{-1} \} \). By the spectral theorem,

\[
\epsilon^2 \| \varphi \|^2 \geq \epsilon^2 \| \epsilon \varphi \|^2 \geq \| (a + \alpha I)^{-2} \epsilon \varphi \|^2
\]

and

\[
\epsilon^{-1} \| (a + \alpha I)^{-3} \varphi \|^2 \geq \epsilon^{-1} \| (a + \alpha I)^{-3} (I - e) \varphi \|^2 \\
\geq \| (a + \alpha I)^{-2} (I - e) \varphi \|^2
\]

for \( \varphi \in \mathcal{H} \) which implies (3.1)

The next lemma is a generalization of Lemma 6.1 in [1].

**Lemma 3:** Let \( c_1 \) and \( c_2 \) be positive operators from an \(*\)-subalgebra \( \mathcal{B} \) of \( \mathcal{B}(\mathcal{H}) \). Suppose \( \alpha_1, \alpha_2 \in \mathbb{R}, 0 < \alpha_1 \leq 1, 0 < \alpha_2 \leq 1 \). Let \( z \) be an operator from \( \mathcal{B} \) satisfying

\[
\langle (z \varphi, \psi) \rangle^2 \leq \langle (c_1 + \alpha_1 I) \varphi, \varphi \rangle \langle (c_2 + \alpha_2 I) \psi, \psi \rangle \quad \text{for} \quad \varphi, \psi \in \mathcal{H}. \tag{3.2}
\]

Then there are operators \( z_1, z_2 \in \mathcal{B} \) such that \( z = z_1 + z_2 \),

\[
\langle z_1 \varphi, \varphi \rangle^2 \leq \langle c_1 \varphi, \varphi \rangle \langle c_2 \psi, \psi \rangle \tag{3.3}
\]

and

\[
\langle z_2 \varphi, \varphi \rangle \leq 2 (\langle (\alpha_1 \alpha_2)^{1/2} + (\alpha_1 |c_1|)^{1/2} + (\alpha_2 |c_2|)^{1/2} \rangle \| \varphi \| \| \psi \|) \tag{3.4}
\]

for \( \varphi, \psi \in \mathcal{H} \). Moreover, there is an operator \( y_1 \in \mathcal{B} \) such that \( z_1 = c_2 y_1 c_1 \).

**Proof:** The proof is nothing but an adaptation of the proof of Lemma 6.1 in [1] to the present situation. Let \( \lambda := 1/\max (1, |c_1|, |c_2|) \). Upon replacing \( z, c_1, c_2, \alpha_1, \alpha_2 \) by \( \lambda z, \lambda c_1, \lambda c_2, \lambda \alpha_1, \lambda \alpha_2 \), respectively, we can assume that \( |c_1| \leq 1 \) and \( |c_2| \leq 1 \). Fix \( \alpha \in \mathbb{R}, 0 < \alpha \leq 1 \). Let \( f \) denote the function on \([0, 1]\) which is defined by \( f(t) = (t(t + \alpha))^{-1/2} \) if \( t \in [\epsilon, 1] \) and \( f(t) = (\epsilon(t + \alpha))^{-1/2} \) if \( t \in [0, \epsilon] \), where \( \epsilon \) is a positive number satisfying \( 4 \epsilon \leq \alpha^{1/2} \) and \( \epsilon \leq \alpha \). We approximate the real continuous function \( f - \epsilon \) on \([0, 1]\) by a real polynomial \( p \) such that \( |p(t) - f(t) - \epsilon| \leq \epsilon \) for \( t \in [0, 1] \). Put \( g(t) := p(t) \). It is easy to check that for \( t \in [0, 1] \)

\[
0 \leq q(t) \leq t^{1/2}(t + \alpha)^{-1/2} \tag{3.5}
\]

and

\[
0 \leq (t + \alpha)^{1/2} (1 - q(t)) \leq 2 \alpha^{1/2}. \tag{3.6}
\]

Suppose \( k \in \{1, 2\} \). Let \( q_k \) be the polynomial \( q \) defined above in case \( \alpha = \alpha_k \) and let \( b_k := q_k(c_k) \). Define \( z_1 := b_2 z b_1 \) and \( z_2 := z - z_1 \). Since \( q_1 \) and \( q_2 \) are polynomials with vanishing constant coefficients, \( b_1 = q_1(c_1) \in \mathcal{B}, b_2 = q_2(c_2) \in \mathcal{B} \) and \( z_1 = c_2 y_1 c_1 \) for some \( y_1 \in \mathcal{B} \). In particular, \( z_1 \in \mathcal{B} \) and \( z_2 \in \mathcal{B} \). If \( \varphi, \psi \in \mathcal{H} \), applying (3.2) and (3.5),

\[
\langle (z_1 \varphi, \varphi) \rangle^2 = \langle b_2 \varphi, b_2 \varphi \rangle \leq \langle (c_1 + \alpha_1 I) b_1 \varphi, b_1 \varphi \rangle \langle (c_2 + \alpha_2 I) b_2 \psi, b_2 \psi \rangle \\
\leq \langle c_1 \varphi, \varphi \rangle \langle c_2 \psi, \psi \rangle.
\]

From (3.2), (3.5) and (3.6),

\[
\langle z_2 \varphi, \varphi \rangle \leq \langle b_2 \varphi, (I - b_2) \varphi \rangle + \langle z (I - b_1) \varphi, \varphi \rangle \\
\lesssim \langle (c_1 + \alpha_1 I) b_1 \varphi, b_1 \varphi \rangle^{1/2} \langle (c_2 + \alpha_2 I) (I - b_2) \varphi, (I - b_2) \varphi \rangle^{1/2} \\
+ \langle (c_1 + \alpha_1 I) (I - b_1) \varphi, (I - b_1) \varphi \rangle^{1/2} \langle (c_2 + \alpha_2 I) \varphi, \varphi \rangle^{1/2} \\
\lesssim \langle c_2 \varphi, \varphi \rangle^{1/2} 2 \alpha_2^{1/2} \| \varphi \| + 2 \alpha_1^{1/2} \| \varphi \| (|c_2|^{1/2} + \alpha_2^{1/2}) \| \varphi \|
\]

for all \( \varphi, \psi \in \mathcal{H} \). This implies (3.4) \( \blacksquare \)
Proof of Theorem 1: First note that \( B \uparrow D \subseteq \mathcal{L} \). Indeed, if \( b \in B \), then \( B_{ij}^* b_{ij} \in \mathcal{B} \) and so \( b \uparrow D = b_{ij}^* (B_{ij}^* b_{ij}) \in \mathcal{L} \) for any \( i,j \in \mathcal{I} \). Fix an index \( i \in \mathcal{I} \) and an operator \( y \in \mathcal{B} \) and let \( x = b_{ij}^* y \). It suffices to show that \( x \) belongs to the closure of \( B \uparrow D \) in \( \mathcal{L}[\mathfrak{r}] \). For notational simplicity we omit the index \( i \) throughout the following proof. Take a positive number \( \varepsilon \) satisfying \( \varepsilon (1 + \|y\|) \leq 1 \). Applying Lemma 2 in case \( a = a_k \), \( k = 1, 2 \), we get

\[
|\langle (B_{ij}^* y B_{ij}^2 \varphi, \psi \rangle | \leq \|y\|^2 \|B_{ij}^2 \varphi\| \|B_{ij}^2 \psi\| \leq \|y\|^2 (\varepsilon^2 \|\psi\|^2 + \varepsilon^{-1} \|B_{ij} \varphi\|^2) (\varepsilon^2 \|\psi\|^2 + \varepsilon^{-1} \|B_{ij} \psi\|^2).
\]

That is, the assumptions of Lemma 3 are satisfied in case \( z = (B_{ij}^* y B_{ij}^2, \alpha_k = \varepsilon^2 \|y\| \) and \( c_k = \|y\| \varepsilon^{-1} (B_{ij}^* B_{ij}^3) \) for \( k = 1, 2 \). By Lemma 3, there exist operators \( z_1, z_2 \) and \( y_1 \) in \( \mathcal{B} \) such that \( z = (B_{ij}^* y B_{ij}^2 = z_1 + z_2, z_1 = B_{ij} y B_{ij}^2 \) and

\[
|\langle z_2 \varphi, \psi \rangle | \leq \lambda \varepsilon^{1/2} \|\varphi\| \|\psi\| \quad \text{for} \quad \varphi, \psi \in \mathcal{H},
\]

where \( \lambda \) is a certain constant depending only on the norms of \( y, B_1 \) and \( B_2 \). (We do not need the inequality (3.3) from Lemma 3.) Since \( B_1 \) and \( B_2^* \) are in \( \mathcal{B} \), there is an \( x_1 \in \mathcal{B} \) such that \( z_1 = (B_{ij}^* x_1 B_{ij}^3 \). Define \( x_2 := (b_{ij}^*)^3 \circ z_2 \circ b_{ij}^3 \). Then

\[
x = (b_{ij}^*)^3 \circ ((B_{ij}^* y B_{ij}^2) \circ b_{ij}^3 = (b_{ij}^*)^3 \circ z_1 \circ b_{ij}^3 + (b_{ij}^*)^3 \circ z_2 \circ b_{ij}^3
\]

\[
= (b_{ij}^*)^3 \circ ((B_{ij}^2 x_1 B_{ij}^3) \circ b_{ij}^3 + x_2 = x_1 \uparrow D + x_2.
\]

Therefore, from (3.7),

\[
|\langle [x \uparrow D), \varphi, \psi \rangle | = |\langle x \varphi, \psi \rangle | = |\langle z_2 b_{ij}^2 \varphi, b_{ij}^2 \psi \rangle |
\]

\[
\leq \lambda \varepsilon^{1/2} \|b_{ij}^2 \varphi\| \|b_{ij}^2 \psi\| \quad \text{for all} \quad \varphi, \psi \in \mathcal{H}.
\]

Since \( x_1 \in \mathcal{B} \) and \( \lambda \) depends only on \( y, B_1 \) and \( B_2 \), this implies that \( x \) is in the closure of \( B \uparrow D \) in \( \mathcal{L}[\mathfrak{r}] \).

4. A generalization of Kaplansky's density theorem to spaces of sesquilinear forms

We keep the assumptions and the notation from the beginning of Section 3. Besides condition (I) from Section 3, we need the following condition:

(II) The family of seminorms \( \|b_{ij}^k \| \) \( i \in \mathcal{I} \), is directed and generates the graph topology \( t_{\mathcal{A}_k} \) on \( \mathcal{D}_k \) for \( k = 1, 2 \).

In case \( \mathcal{A}_1 = \mathcal{A}_2 = \mathcal{B}(\mathcal{K}) \) we have \( \mathcal{L}_{\mathcal{A}_1, \mathcal{A}_2}(\mathcal{D}_1, \mathcal{D}_2') = \mathcal{B}(\mathcal{K}) \) and \( \mathcal{U}_{1,1} \) is the unit ball of \( \mathcal{B}(\mathcal{K}) \). Therefore, the following theorem can be considered as a generalization of the Kaplansky density theorem to some spaces of sesquilinear forms.

Theorem 1: Let \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) be closed \( \mathcal{O}^* \)-algebras on domains \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \), respectively, of a Hilbert space \( \mathcal{K} \) and let \( \mathcal{B} \) be an \( \mathcal{O}^* \)-subalgebra of \( \mathcal{B}(\mathcal{K}) \). Assume that conditions (I) and (II) are satisfied. Let \( \mathcal{L} \) be the linear span of \( b_{ij}^k \circ \mathcal{B} \circ b_{ij}^k, i \in \mathcal{I} \) and let \( \mathcal{L}_1 \) be another linear subspace of \( \mathcal{L}_{\mathcal{A}_1, \mathcal{A}_2}(\mathcal{D}_1, \mathcal{D}_2') \) which contains \( \mathcal{L} \).

If \( \mathcal{L}_1 \) is in the weak-operator closure of \( \mathcal{L} \) in \( \mathcal{L}_{\mathcal{A}_1, \mathcal{A}_2}(\mathcal{D}_1, \mathcal{D}_2') \), then \( \mathcal{L}_1 \cap \mathcal{U}_{b_{ij}^k b_{ij}^k} \) is ultraweakly dense in \( \mathcal{L}_1 \cap \mathcal{U}_{b_{ij}^k b_{ij}^k} \) for each \( i \in \mathcal{I} \).

Proof: Fix an index \( j \in \mathcal{I} \). Let \( \mathcal{C}_j \) denote the closure of \( \mathcal{B} \) in \( \mathcal{B}(\mathcal{K}) \) in the weak-operator topology with respect to \( b_{ij}^k \). Clearly, \( \mathcal{B}'' \subseteq \mathcal{C}_j \). We show that \( \mathcal{C}_j = \mathcal{B}'' \). For let \( x \in \mathcal{C}_j \). Then there is a net \( \{x_i \} \) from \( \mathcal{B} \) converging to \( x \) in the weak-
operator topology with respect to $b_{ij}D \times b_{ij}D$. Suppose $y \in \mathcal{B}'$ and $k \in \{1, 2\}$. Since $B_{kl} \in \mathcal{B}$ by assumption, $y$ commutes with $B_{kl}$ and hence with $\overline{b_{kl}}$ for each $j \in \mathcal{J}$. Therefore, $yD_k \subseteq (D(b_{kl})); j \in \mathcal{J})$. Since $A_j$ is assumed to be closed on $D_k$, condition (II) implies that, the latter equals $D_k$, so that $yD_k \subseteq D_k$. Because $\mathcal{B}'$ is an $*$-algebra, $y^*D_k \subseteq D_k$. Therefore, if $\varphi \in D_1$ and $\psi \in D_2$, then $yb_{11}\varphi = b_{11}y\varphi \in b_{11}D_1$ and $yb_{21}\psi = b_{21}y^*\psi \in b_{21}D_2$ and hence

$$\langle xyb_{11}\varphi, b_{21}\psi \rangle = \lim \langle xb_{11}\varphi, b_{21}\psi \rangle = \lim \langle xb_{11}\varphi, y^*b_{21}\psi \rangle = \langle xyb_{11}\varphi, b_{21}\psi \rangle.$$  

Since $b_{11}D_1$ and $b_{21}D_2$ are dense in $\mathcal{H}$ by (I), this yields $xy = yx$. Thus $x \in \mathcal{B}''$ and $\mathcal{C}_1 = \mathcal{B}''$.

By Lemma 1.1, for each $x \in (L_1)b_{21}b_{11}$ there is an operator $y \in B(\mathcal{H})$ such that $x = b_{11}^*y \circ b_{11}$. Let $\mathcal{R}_1$ denote the set of all such operators $y$ if $x$ runs through $(L_1)b_{21}b_{11}$. Since $b_{11}D_k$ is dense in $\mathcal{H}$ for $k = 1, 2$, $b_{11}^*y \circ b_{11} = b_{11}^*y \circ b_{11} = y \circ b_{11}$ for $y \in \mathcal{B}(\mathcal{H})$ implies that $y = y_{21}$. From $b_{21}^* \circ \mathcal{B} \circ b_{11} \subseteq L_{b_{21}b_{11}} \subseteq (L_1)b_{21}b_{11} = b_{21} \circ \mathcal{R}_1 \circ b_{11}$ we therefore conclude that $\mathcal{R} \subseteq \mathcal{R}_1$.

We prove that $\mathcal{B}_1 \subseteq \mathcal{B}''$. By Theorem 1 in Section 3, $\mathcal{B} \uparrow D$ is in $L_{[1]}$ and hence, of course, dense in $\mathcal{F}$ in the weak-operator topology. Since $\mathcal{F}$ is weak-operator dense in $\mathcal{F}$, by assumption, $\mathcal{B} \uparrow D$ is weak-operator dense in $\mathcal{F}_1$. Suppose $y \in \mathcal{B}_1$. Then $b_{21} \circ y \circ b_{11} \in \mathcal{F}_1$, so that there exists a net $(x_1 \uparrow D)$ from $\mathcal{B} \uparrow D$ which converges to $b_{21} \circ y \circ b_{11}$ in the weak-operator topology with respect to $D_1 \times D_2$. Let $\varphi \in b_{11}D_1$ and $\psi \in b_{21}D_2$. Then $B_1\varphi \in D_1$ and $B_2\psi \in D_2$ and hence

$$\lim \langle x_1b_{11}\varphi, b_{21}\psi \rangle = \lim \langle B_{21}x_1b_{11}\varphi, \psi \rangle = \langle (b_{21}^* \circ y \circ b_{11})b_{11}\varphi, \psi \rangle = \langle y\varphi, \psi \rangle.$$  

Since $b_{21}^*b_{11}B_{11} \in \mathcal{B}$ for all $l$, this shows that $y \in \mathcal{C}_1$. Because $\mathcal{C}_1 = \mathcal{B}''$ as shown above, we have $y \in \mathcal{B}''$. Thus $\mathcal{B}_1 \subseteq \mathcal{B}''$.

Let $\mathcal{R}_1$ denote the $*$-subalgebra of $B(\mathcal{H})$ which is generated by $\mathcal{B}_1$. Since $\mathcal{B}_1 \subseteq \mathcal{B}''$, $\mathcal{B} \subseteq \mathcal{R}_1 \subseteq \mathcal{B}''$. That is, the $*$-algebra $\mathcal{R}$ is dense in the $*$-algebra $\mathcal{R}_1$ in the weak-operator topology of $B(\mathcal{H})$. Let $\mathcal{U}$ be the unit ball of $B(\mathcal{H})$. Kaplansky's density theorem (see e.g. [8, p. 329]) states that $\mathcal{B} \cap \mathcal{U}$ is ultraweakly dense in $\mathcal{B}_1 \cap \mathcal{U}_1$ and so in $\mathcal{R}_1 \cap \mathcal{U}_1$. This implies that the subset $b_{11}^* \circ (\mathcal{B} \cap \mathcal{U}_1) \circ b_{11}$ of $\mathcal{L}_1 \cap \mathcal{U}_{b_{21}b_{11}}$ is ultraweakly dense in $\mathcal{B}_1 \cap \mathcal{U}_1 \circ b_{11}$. Since $b_{21} \circ (\mathcal{B}_1 \cap \mathcal{U}_1) \circ b_{11} = \mathcal{L}_1 \cap \mathcal{U}_{b_{21}b_{11}}$ by the density of $b_{11}D_1$ and $b_{21}D_2$ in $\mathcal{H}$, this proves the assertion.

A by-product of the preceding proof is

**Corollary 2:** Let $A_1, A_2, B, \mathcal{L}$ and $\{b_{kl}; j \in \mathcal{J}, k = 1, 2\}$ be as in Theorem 1. Then the closures of $\mathcal{L}$ in the weak-operator topology and in the ultraweak topology within $\mathcal{L}_{A_1A_2}(D_1, D_2')$ coincide and they are equal to $\bigcup_{i \in \mathcal{J}} b_{21}^* \circ \mathcal{B}'' \circ b_{11}$.

**Proof:** Let $\mathcal{L}_1$ denote the weak-operator closure of $\mathcal{L}_0 := \bigcup_{i \in \mathcal{J}} b_{21}^* \circ \mathcal{B}'' \circ b_{11}$ within $\mathcal{L}_{A_1A_2}(D_1, D_2')$ and let $(\mathcal{B}'')_j, j \in \mathcal{J}$, be the corresponding subsets for $\mathcal{L}_1$ as defined in the proof of Theorem 1. The proof of Theorem 1 (with $\mathcal{L}$ and $\mathcal{B}$ replaced by $\mathcal{L}_0$ and $\mathcal{B}''$, respectively) showed that $\mathcal{B}'' \subseteq (\mathcal{B}'')_j \subseteq (\mathcal{B}'')_j$. That is, $\mathcal{B}'' = (\mathcal{B}'')_j$ for $j \in \mathcal{J}$. Thus $\mathcal{L}_0 = \mathcal{L}_1$, so that $\mathcal{L}_0$ is weak-operator and hence ultraweakly closed in.
On the other hand, by the von Neumann density theorem, $\mathcal{B}$ is ultra-weakly dense in $\mathcal{B}''$. This implies that $\mathcal{L}$ is ultra-weakly and hence weak-operator dense in $\mathcal{L}_{0}$. Combined with the preceding, the assertion follows.

An immediate consequence of Corollary 2 is

**Corollary 3:** Under the assumptions and notations of Theorem 1, the following three conditions are equivalent:

(i) $\mathcal{L}$ is weak-operator closed in $\mathcal{L}_{\mathcal{A}_{1}, \mathcal{A}_{1}}(D_{1}, D_{2})$.

(ii) $\mathcal{L}$ is ultraweakly closed in $\mathcal{L}_{\mathcal{A}_{1}, \mathcal{A}_{1}}(D_{1}, D_{2})$.

(iii) $\mathcal{B}$ is a von Neumann algebra.

In case where $\mathcal{A}_{2} = \mathcal{B}(\mathcal{H})$ and $D_{2} = \mathcal{H}$ we have similar assertions for the ultra-strong topology.

**Theorem 4:** Suppose $\mathcal{A}_{k}$ is a closed $O^{*}$-algebra on $D_{1}$ such that (I) and (II) are fulfilled in case $k = 1$. Let $\mathcal{L}$ be the vector space of operators on $D_{1}$ generated by $x_{b_{ij}}$, where $x \in \mathcal{B}$ and $j \in \mathfrak{J}$. (Here the set $\{b_{ij} : j \in \mathfrak{J}\}$ and the $*$-subalgebra $\mathcal{B}$ are as in (I) and (II) for $k = 1$.) Let $L_{1}$ be a linear subspace of $\mathcal{L}_{\mathcal{A}_{k}}(D_{1}, \mathcal{H})$ such that $L_{1} \subseteq \mathcal{L}$.

If $\mathcal{L}$ is dense in $L_{1}$ in the weak-operator topology with respect to $D_{1} \times \mathcal{H}$, then, for each $j \in \mathfrak{J}$, $L_{1} \cap U_{b_{ij}}$ is dense in $L_{1} \cap U_{b_{ij}}$ in the ultrastrong topology.

**Proof:** The proof is very similar to the proof of Theorem 1 in case $\mathcal{A}_{2} = \mathcal{B}(\mathcal{H})$, $D_{2} = \mathcal{H}$. At the end of this proof it suffices to replace the ultraweak density of $\mathcal{B} \cap U_{1}$ in $\mathcal{B}_{1} \cap U_{1}$ by the ultrastrong density which follows also from the Kaplansky density theorem for von Neumann algebras.

Assume that $\mathcal{B}_{1}$, $\mathcal{B}$, $L$ and $\{b_{ij} : j \in \mathfrak{J}\}$ are as in Theorem 1. Then the following two corollaries can be derived in a similar way as Corollaries 2 and 3 above.

**Corollary 5:** The closures of $\mathcal{L}$ with respect to the weak-operator topology, the ultra-weak topology (both with respect to $D_{1} \times \mathcal{H}$), the strong-operator topology and the ultra-strong topology in $\mathcal{L}_{\mathcal{A}_{k}}(D_{1}, \mathcal{H})$ coincide. They are equal to $\bigcup_{j \in \mathfrak{J}} \mathcal{B}'' \cdot b_{ij}$.

**Corollary 6:** The following three conditions are equivalent:

(i) $\mathcal{L}$ is weak-operator closed (with respect to $D_{1} \times \mathcal{H}$) in $\mathcal{L}_{\mathcal{A}_{k}}(D_{1}, \mathcal{H})$.

(ii) $\mathcal{L}$ is ultrastrongly closed in $\mathcal{L}_{\mathcal{A}_{k}}(D_{1}, \mathcal{H})$.

(iii) $\mathcal{B}$ is a von Neumann algebra.
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