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Abstract. We study a class of integro-differential equations containing multiplication operators, partial integral operators, and ordinary integral operators. Building on the usual identification of real functions of several variables and abstract functions, such integro-differential equations may be reformulated as ordinary differential equations in suitable Banach spaces. We give a representation theorem for the corresponding Cauchy operator and study the (unique) solvability of a general boundary value problem.
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1. Generalized equations of Barbashin type

Let $J \subseteq \mathbb{R}$ be some compact interval and let

$$
c : [a, b] \times J \times [a, b] \to \mathbb{R}
$$

$$
l : [a, b] \times J \times [a, b] \times [a, b] \to \mathbb{R}
$$

$$
m : [a, b] \times J \times [a, b] \times [a, b] \to \mathbb{R}
$$

$$
n : [a, b] \times J \times [a, b] \times [a, b] \times [a, b] \to \mathbb{R}
$$

$$
f : [a, b] \times J \times [a, b] \to \mathbb{R}
$$

be measurable functions. In what follows, we consider the integro-differential equation

$$
\frac{\partial u(t, \tau, s)}{\partial \tau} = c(t, \tau, s) u(t, \tau, s) + \int_a^b l(t, \tau, s, \sigma) u(t, \tau, \sigma) d\sigma + \int_a^b m(t, \tau, s, r) u(r, \tau, s) dr
$$

(1)
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Equations of this type are usually called generalized integro-differential equations of Barbashin type. They arise in the mathematical modelling of certain transport and radiation phenomena [7, 9] as well as in acoustic scattering theory [3].

In order to study equation (1) in a general functional-analytic setting, it is a useful device to write (1) as an operator differential equation in some Banach space. To this end, let $X$ be some ideal space over $[a, b] \times [a, b]$, i.e. a Banach space of measurable real functions on $[a, b] \times [a, b]$ with monotone norm, i.e. if $y \in X$ and $x$ is measurable with $|x| \leq |y|$ a.e., then also $x \in X$ and $||x|| \leq ||y||$ (see, e.g., [11]). We denote by $C(J, X)$ and $C^1(J, X)$ the spaces of all continuous and all continuously differentiable abstract functions $u : J \to X$, respectively. Moreover, we write $C_r(X)$ for the space of all measurable functions $u : [a, b] \times J \times [a, b] \to \mathbb{R}$ such that the map $\tau \mapsto u(\cdot, \tau, \cdot)$ belongs to $C(J, X)$, and $C_{r,1}(X)$ for the space of all functions $u : [a, b] \times J \times [a, b] \to \mathbb{R}$ such that the map $u(t, \cdot, \cdot)$ is absolutely continuous on $J$ and $\frac{\partial u}{\partial \tau} \in C_r(X)$.

We usually identify functions of $C(J, X)$ and $C_r(X)$ by putting

$$u(\tau)(t, s) = u(t, \tau, s).$$  

In this sense we can prove (see also [2, 5]) the following

**Lemma 1.** With the natural identification (2), we have $C(J, X) \cong C_r(X)$ and $C^1(J, X) \cong C_{r,1}(X)$. Furthermore, for $u \in C_{r,1}(X)$ we have

$$\frac{du(\tau)}{d\tau}(t, s) = \frac{\partial u(t, \tau, s)}{\partial \tau}$$

and each $u \in C_r(X)$ satisfies

$$\left( \int_J u(\tau) d\tau \right)(t, s) = \int_J u(t, \tau, s) d\tau$$

for almost all $(t, s) \in [a, b] \times [a, b]$.

Using the identification (2), we may write equation (1) more concisely as operator differential equation

$$\frac{du(\tau)}{d\tau} = A(\tau)u(\tau) + f(\tau) \quad (\tau \in J)$$

(3)

where

$$A(\tau) = C(\tau) + K(\tau), \quad K(\tau) = L(\tau) + M(\tau) + N(\tau)$$

(4)

with

$$C(\tau)u(t, s) = c(t, \tau, s)u(t, s)$$

(5)

$$L(\tau)u(t, s) = \int_a^b l(t, \tau, s, \sigma)u(t, \sigma)d\sigma$$

(6)
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\[ M(\tau)u(t, s) = \int_a^b m(t, \tau, s, r) u(r, s) \, dr \]  
(7)

\[ N(\tau)u(t, s) = \int_a^b \int_a^b n(t, \tau, s, r, \sigma, r) u(r, \sigma) \, d\sigma \, dr. \]  
(8)

Any solution \( u \in C^1(I, X) \) of equation (3) will then be called a solution of the integrodifferential equation (1) in the ideal space \( X \). In applications, the usual choice for \( X \) is either the Lebesgue space \( L_p = L_p([a, b] \times [a, b]) \) or, more generally, the Orlicz space \( L_M = L_M([a, b] \times [a, b]) \) generated by some Young function \( M \) (see, e.g., [8]).

2. A representation theorem for the Cauchy operator

The Cauchy operator (or resolvent operator) plays a crucial role in the classical theory of differential equations in Banach spaces (see, e.g., [4]). However, there is a problem when applying the classical theory to equation (3): the operators (6) and (7) (which may be called partial integral operators, since integration is carried out only with respect to some of the variables involved) are usually not compact. Nevertheless, the central representation theorem for the Cauchy operator carries over from integral to partial integral operators, as we shall show now.

We define \( \mathcal{L}'(X) \) as the space of all regular partial integral operators (see [10]) in \( X \). This is a Banach space with the norm

\[ ||A||_{\mathcal{L}'(X)} = |||A||_{\mathcal{L}(X)}, \]

where \( |A| \) denotes the module of \( A \) (see again [10]). It turns out that, if (4) is locally (Bochner) integrable as a function from some interval into \( \mathcal{L}'(X) \), the Cauchy operator for equation (3) is itself a regular partial integral operator:

**Theorem 1.** Suppose that the operator function (4) is locally integrable in \( \mathcal{L}'(X) \). Then the Cauchy operator \( U(\tau, \tau_0) \) for the differential equation (3) admits a representation

\[ U(\tau, \tau_0)u(t, s) = e(t, \tau, \tau_0, s) u(t, s) + H(\tau, \tau_0) u(t, s) \]

where

\[ e(t, \tau, \tau_0, s) = \exp \left\{ \int_{\tau_0}^\tau c(t, \xi, s) \, d\xi \right\} \]

and \( H \) is a partial integral operator defined by

\[ H(\tau, \tau_0)u(t, s) = \int_a^b \hat{h}(t, \tau, \tau_0, s, \sigma) u(t, \sigma) \, d\sigma + \int_a^b \hat{h}(t, \tau, \tau_0, s, r) u(r, s) \, dr \]

\[ + \int_a^b \int_a^b \hat{h}(t, \tau, \tau_0, s, \sigma, r) u(r, \sigma) \, d\sigma \, dr \]
with measurable functions

\[ \hat{l} : [a, b] \times J \times J \times [a, b] \times [a, b] \to \mathbb{R} \]
\[ \hat{m} : [a, b] \times J \times J \times [a, b] \times [a, b] \to \mathbb{R} \]
\[ \hat{n} : [a, b] \times J \times J \times [a, b] \times [a, b] \to \mathbb{R} \].

Moreover, we have the inclusion \( U(\tau, \tau_0) \in \mathcal{L}^r(X) \) and the implications

\[ l = 0 \implies \hat{l} = 0 \quad \quad m = 0 \implies \hat{m} = 0 \]
\[ n = l = 0 \implies \hat{n} = \hat{l} = 0 \quad \quad n = m = 0 \implies \hat{n} = \hat{m} = 0. \]

Finally, if \( A \) is of Volterra type, i.e.

\[ l(t, \tau, s, \sigma) = 0 \quad (\sigma > s), \quad m(t, \tau, s, r) = 0 \quad (r > t) \]
\[ n(t, \tau, s, \sigma, r) = 0 \quad (\sigma > s \text{ or } r > t), \]

then \( H \) is also of Volterra type.

**Proof.** The Cauchy operator \( U(\tau, \tau_0) \) is given by the series

\[ U(\tau, \tau_0) = I + \sum_{n=1}^{\infty} \int_{\tau_0}^{\tau} \int_{\tau_0}^{\tau_n} \cdots \int_{\tau_0}^{\tau_2} \int_{\tau_0}^{\tau_1} A(\tau_1)A(\tau_2) \cdots A(\tau_n) d\tau_n \cdots d\tau_1 \]

which converges in the norm of the space \( \mathcal{L}^r(X) \). By [6: Theorems 7 and 8], every operator \( A(\tau_1)A(\tau_2) \cdots A(\tau_n) \) \((n = 1, 2, \ldots)\) belongs to the space \( \mathcal{R}_c(X) + \mathcal{R}_t(X) + \mathcal{R}_m(X) + \mathcal{R}_n(X) \), i.e. admits a representation

\[ A(\tau_1) \cdots A(\tau_n) u(t, s) = c(t, \tau_1, s) \cdots c(t, \tau_n, s) u(t, s) \]
\[ + \int_a^b l_n(t, \tau_1, \ldots, \tau_n, s, \sigma) u(t, \sigma) d\sigma \]
\[ + \int_a^b m_n(t, \tau_1, \ldots, \tau_n, s, r) u(r, s) dr \]
\[ + \int_a^b \int_a^b n_n(t, \tau_1, \ldots, \tau_n, s, \sigma, r) u(r, \sigma) d\sigma dr \] (9)

where the kernel functions are all measurable. Moreover,

\[ \|l_n(\cdot, \tau_1, \ldots, \tau_n, \cdot)\|_{\mathcal{R}_i(X)} \leq \|A(\tau_1)\|_{\mathcal{L}^r(X)} \cdots \|A(\tau_n)\|_{\mathcal{L}^r(X)} \]
\[ \|m_n(\cdot, \tau_1, \ldots, \tau_n, \cdot)\|_{\mathcal{R}_m(X)} \leq \|A(\tau_1)\|_{\mathcal{L}^r(X)} \cdots \|A(\tau_n)\|_{\mathcal{L}^r(X)}, \]
\[ \|n_n(\cdot, \tau_1, \ldots, \tau_n, \cdot)\|_{\mathcal{R}_n(X)} \leq \|A(\tau_1)\|_{\mathcal{L}^r(X)} \cdots \|A(\tau_n)\|_{\mathcal{L}^r(X)}. \]
In fact, it is obvious by [6: Theorem 2] and (9) that the left-hand sides of the previous inequalities are all bounded by

\[ \| A(\tau_1) \cdots A(\tau_n) \|_{L(X)} \leq \| A(\tau_1) \|_{L(X)} \cdots \| A(\tau_n) \|_{L(X)} \]
\[ \leq \| A(\tau_1) \|_{L'(X)} \cdots \| A(\tau_n) \|_{L'(X)}. \]

Integrating (9) over \( \tau_1, \ldots, \tau_n \) yields

\[
\left( \int_{\tau_0}^{\tau_1} \cdots \int_{\tau_0}^{\tau_{n-1}} A(\tau_1) \cdots A(\tau_n) d\tau_n \cdots d\tau_1 \right) u(t, s)
\]
\[ = \frac{1}{n!} (\log e(t, \tau, \tau_0, s))^n u(t, s) 
\]
\[ + \int_{a}^{b} \left( \int_{\tau_0}^{\tau} \cdots \int_{\tau_0}^{\tau_{n-1}} l_n(t, \tau_1, \ldots, \tau_n, s, \sigma) d\tau_n \cdots d\tau_1 \right) u(t, \sigma) d\sigma 
\]
\[ + \int_{a}^{b} \left( \int_{\tau_0}^{\tau} \cdots \int_{\tau_0}^{\tau_{n-1}} m_n(t, \tau_1, \ldots, \tau_n, r, \sigma) d\tau_n \cdots d\tau_1 \right) u(r, \sigma) dr 
\]
\[ + \int_{a}^{b} \int_{a}^{b} \left( \int_{\tau_0}^{\tau} \cdots \int_{\tau_0}^{\tau_{n-1}} n_n(t, \tau_1, \ldots, \tau_n, \sigma, r) d\tau_n \cdots d\tau_1 \right) u(r, \sigma) d\sigma dr 
\]

where we made use of Fubini's theorem and Lemma 1. Since the spaces \( R_l(X), R_m(X), \) and \( R_n(X) \) are closed, we may interchange summation and integration. Thus the assertion follows with

\[
\hat{I}(t, \tau, \tau_0, s, \sigma) = \sum_{n=1}^{\infty} \int_{\tau_0}^{\tau} \cdots \int_{\tau_0}^{\tau_{n-1}} l_n(t, \tau_1, \ldots, \tau_n, s, \sigma) d\tau_n \cdots d\tau_1 
\]
\[
\hat{m}(t, \tau, \tau_0, s, r) = \sum_{n=1}^{\infty} \int_{\tau_0}^{\tau} \cdots \int_{\tau_0}^{\tau_{n-1}} m_n(t, \tau_1, \ldots, \tau_n, s, r) d\tau_n \cdots d\tau_1 
\]
\[
\hat{n}(t, \tau, \tau_0, s, \sigma, r) = \sum_{n=1}^{\infty} \int_{\tau_0}^{\tau} \cdots \int_{\tau_0}^{\tau_{n-1}} n_n(t, \tau_1, \ldots, \tau_n, s, \sigma, r) d\tau_n \cdots d\tau_1. 
\]

More precisely, we have by [6] (eliminating some typing errors) that \( l_1 = l, m_1 = m, \)
\( n_1 = n, \)

\[
\begin{align*}
\ell_{n+1}(t, \tau_1, \ldots, \tau_{n+1}, s, \sigma) & = c(t, \tau_1, s) \cdots c(t, \tau_n, s) l(t, \tau_{n+1}, s, \sigma) \\
& + \ell_n(t, \tau_1, \ldots, \tau_n, s, \sigma) c(t, \tau_{n+1}, \sigma) \\
& + \int_a^b \ell_n(t, \tau_1, \ldots, \tau_n, s, \xi) l(t, \tau_{n+1}, \xi, \sigma) d\xi \\
m_{n+1}(t, \tau_1, \ldots, \tau_{n+1}, s, r) & = c(t, \tau_1, s) \cdots c(t, \tau_n, s) m(t, \tau_{n+1}, s, r) \\
& + m_n(t, \tau_1, \ldots, \tau_n, s, r) c(r, \tau_{n+1}, s) \\
& + \int_a^b m_n(t, \tau_1, \ldots, \tau_n, s, \eta) m(\eta, \tau_{n+1}, s, r) d\eta \\
n_{n+1}(t, \tau_1, \ldots, \tau_{n+1}, s, \sigma, r) & = c(t, \tau_1, s) \cdots c(t, \tau_n, s) n(t, \tau_{n+1}, \sigma, r) \\
& + n_n(t, \tau_1, \ldots, \tau_n, s, \sigma, r) c(r, \tau_{n+1}, \sigma) \\
& + \ell_n(t, \tau_1, \ldots, \tau_n, s, \sigma) m(t, \tau_{n+1}, \sigma, r) \\
& + m_n(t, \tau_1, \ldots, \tau_n, s, r) l(r, \tau_{n+1}, s, \sigma) \\
& + \int_a^b \ell_n(t, \tau_1, \ldots, \tau_n, s, \xi) n(t, \tau_{n+1}, \xi, \sigma, r) d\xi \\
& + \int_a^b m_n(t, \tau_1, \ldots, \tau_n, s, \eta) n(\eta, \tau_{n+1}, \sigma, r) d\eta \\
& + \int_a^b n_n(t, \tau_1, \ldots, \tau_n, s, \xi, r) l(r, \tau_{n+1}, \xi, \sigma) d\xi \\
& + \int_a^b n_n(t, \tau_1, \ldots, \tau_n, s, \eta, r) m(\eta, \tau_{n+1}, \sigma, r) d\eta \\
& + \int_a^a \int_a^n n_n(t, \tau_1, \ldots, \tau_n, s, \xi, \eta) n(\eta, \tau_{n+1}, \xi, \sigma, r) d\eta d\xi.
\end{align*}
\]

By these formulas, the additional statements are obvious.

As can be seen by the formula for \( n_{n+1} \), the implication \( n = 0 \implies \dot{n} = 0 \) is in
general not true, if \( I \) and \( m \) do not vanish.

Of course, the formulas arising in the proof of Theorem 1 are very clumsy, and they may hardly be used for calculating the Cauchy operator \( U(\tau, \tau_0) \). Under additional assumptions, however, the calculations simplify. For example, in case \( m = n = 0 \) (or, analogously, in case \( l = n = 0 \)) equation (3) becomes a usual Barbashin equation with respect to \((\tau, s)\) involving a parameter \( t \). In this case we consider the parameter dependent operator function

\[
A_t(\tau)v(s) = c(t, \tau, s)v(s) + \int_a^b l(t, \tau, s, \sigma)v(\sigma)d\sigma
\]

and assume that we are able to calculate the Cauchy operator for the Barbashin equation

\[
\frac{du(\tau)}{d\tau} = A_t(\tau)v(\tau) \quad (\tau \in J)
\]

in some Banach space \( Y \) over \([a, b]\) which is obtained from \( X \) by “freezing” the argument \( t \). In order to make this more precise, let us say that an ideal space \( X \) over \([a, b] \times [a, b]\) is projectable to an ideal space \( Y \) over \([a, b]\), if for any \( u \in X \) we have \( u(t, \cdot) \in Y \) for almost all \( t \in [a, b]\).

For example, \( X = L_\mu([a, b] \times [a, b]) \) is always projectable to \( Y = L_\mu([a, b]) \). More generally, for ideal spaces \( X \) with mixed norm (see, e.g., [6]), it is trivial to determine a space \( Y \) to which \( X \) is projectable.

**Theorem 2.** Let \( m = n = 0 \). Suppose that \( X \) is projectable to \( Y \), and the operator function (4) is locally integrable in \( \mathcal{L}(X) \). Assume that, for almost all \( t \in [a, b] \), the operator function (10) is locally integrable in \( \mathcal{L}(Y) \) with Cauchy operator \( U_t(\tau, \tau_0) \). Then the Cauchy operator of equation (3) is given by

\[
U(\tau, \tau_0)u(t, s) = U_t(\tau, \tau_0)u(t, \cdot)(s)
\]

where equality holds for almost all \( t \in [a, b] \), provided one chooses a proper representation of the right-hand side.

**Proof.** Again, the Cauchy operators \( U(\tau, \tau_0) \) and \( U_t(\tau, \tau_0) \) can be calculated by

\[
U(\tau, \tau_0)u = u + \sum_{n=1}^{\infty} \int_{\tau_0}^\tau \int_{\tau_0}^{\tau_1} \cdots \int_{\tau_0}^{\tau_{n-1}} A(\tau_1)A(\tau_2) \cdots A(\tau_n)u \, d\tau_n \cdots d\tau_1 \quad (12)
\]

\[
U_t(\tau, \tau_0)v = v + \sum_{n=1}^{\infty} \int_{\tau_0}^\tau \int_{\tau_0}^{\tau_1} \cdots \int_{\tau_0}^{\tau_{n-1}} A_t(\tau_1)A_t(\tau_2) \cdots A_t(\tau_n)v \, d\tau_n \cdots d\tau_1 \quad (13)
\]

Now observe that for any \( u \in X \) we have \( A(\tau)u(t, s) = A_t(\tau)u(t, \cdot)(s) \) for almost all \((t, s) \in [a, b] \times [a, b]\). Consequently, by induction the equality

\[
A(\tau_1)A(\tau_2) \cdots A(\tau_n)u(t, s) = A_t(\tau_1)A_t(\tau_2) \cdots A_t(\tau_n)u(t, \cdot)(s)
\]

holds for almost all \((t, s) \in [a, b] \times [a, b]\). By Lemma 1 (and an analogous result for \( Y \)), the partial sums of (12) and (13) for \( U(\tau, \tau_0)u(t, \cdot) \) and \( U_t(\tau, \tau_0)u(t, \cdot) \) coincide, for almost all \( t \), a.e. on \([a, b]\). It remains to observe that, by the following lemma, the same is true for their limits.
Lemma 2. Let $\Omega$ be a finite measure space and $X$ an ideal space over $\Omega \times \Omega$ which is projectable to some ideal space $Y$ over $\Omega$. If $\|u_n - u\|_X \to 0$, and $\|u_n(t, \cdot) - v(t, \cdot)\|_Y \to 0$ for almost all $t \in \Omega$, then for almost all $t$ we have $u(t, \cdot) = v(t, \cdot)$ a.e. on $\Omega$.

Proof. By the assumption on $\Omega$, we have $u_n \to u$ in measure, hence for a properly chosen subsequence $u_{n_k} \to u$ a.e. on $\Omega$. In other words, for almost all $t$ we have $u_{n_k}(t, \cdot) \to u(t, \cdot)$ a.e. on $\Omega$, and hence also in measure. On the other hand, we have $u_n(t, \cdot) \to v(t, \cdot)$ in measure for almost all $t \in \Omega$.

We illustrate the results of this section by means of an elementary example.

Example 1. Let $[a, b] = [0, 1]$, $X = L_2$, $c(t, r, s) = m(t, r, r) = n(t, r, s, r) = f(t, r, s) \equiv 0$, and $l(t, r, s, \sigma) = r$, i.e. we consider the differential equation (3) with $f(r) \equiv 0$ and

$$A(t)u(t, \sigma) = \int_0^1 \tau u(t, \sigma) d\sigma.$$ 

It is obviously that $A(t)$ is locally integrable in $L^r(X)$. According to the proof of Theorem 1, we get

$$m_n(t, \tau_1, \ldots, \tau_n, s, r) = n_n(t, \tau_1, \ldots, \tau_n, s, \sigma, r) \equiv 0$$

This implies that

$$\tilde{m}(t, \tau, \tau_0, s, r) = \tilde{n}(t, \tau, \tau_0, s, \sigma, r) \equiv 0$$

$$\tilde{l}(t, \tau, \tau_0, s, \sigma) = e^{r - r_0} - 1.$$

The Cauchy operator $U(t, \tau_0)$ is therefore given in this case by

$$U(t, \tau_0)u(t, s) = u(t, s) + H(t, \tau_0)u(t, s) = u(t, s) + \int_0^1 (e^{r - \tau_0} - 1) u(t, \sigma) d\sigma.$$ 

On the other hand, the corresponding parameter dependent operator function (10) is here

$$A(t)\nu(s) = \int_0^1 \nu(s) d\sigma.$$ 

By Theorem 2, the Cauchy operator for the differential equation

$$\frac{dv(t)}{dt} = A(t)v(t) \quad (t \in J)$$

has the form

$$U(t, \tau_0)v(s) = v(s) + \int_0^1 (e^{r - \tau_0} - 1) v(\sigma) d\sigma$$

and the equality $U(t, \tau_0)u(t, s) = U(t, \tau_0)u(t, \cdot)(s)$ for almost all $t \in [0, 1]$ is obvious.
3. Generalized boundary value problems

We consider now the equation (1) for \((t, \tau, s) \in [-1, 1] \times [\tau_1, \tau_2] \times [-1, 1]\), subject to the boundary conditions

\[
\begin{align*}
  u(t, \tau_1, s) &= \varphi(t, s) \quad ((t, s) \in Q) \\
  u(t, \tau_2, s) &= \psi(t, s) \quad ((t, s) \in Q^c = ([-1, 1] \times [-1, 1]) \setminus Q)
\end{align*}
\]

where \(Q\) is some measurable subset of \([-1, 1] \times [-1, 1]\). As before, let \(X\) be an ideal space over \([-1, 1] \times [-1, 1]\). A solution of this boundary value problem is, by definition, a function \(u \in C^1(X)\) which satisfies (1), (14) and (15) almost everywhere. In the special case

\[
c(t, \tau, s) = c(s), \quad l(t, \tau, s, \sigma) = m(t, \tau, s, r) = 0, \quad n(t, \tau, s, r) = n(s, r)
\]

this boundary value problem was studied in [1].

We first consider the case \(Q = (0, 1] \times [-1, 1]\). Suppose that \(A(\tau)\) is locally integrable in the space \(L^r(X)\). As we have shown in Theorem 1, the Cauchy operator \(U(\tau, \tau_0)\) for the differential equation (3) may always be written in the form

\[
U(\tau, \tau_0)u(t, s) = e(t, \tau, \tau_0, s) u(t, s) + \int_{-1}^1 \hat{l}(t, \tau, \tau_0, s, \sigma) u(t, \sigma) d\sigma
\]

\[
+ \int_{-1}^1 \hat{m}(t, \tau, \tau_0, s, r) u(r, s) dr
\]

\[
+ \int_{-1}^1 \hat{n}(t, \tau, \tau_0, s, \sigma, r) u(r, \sigma) d\sigma dr
\]

where \(\hat{l}, \hat{m}\) and \(\hat{n}\) are measurable. For \(f \in C^r(X)\), the (unique) solution of equation (3) with initial condition \(u(\tau_0) = u_{\tau_0} \in X\) is then given by

\[
u(\tau) = U(\tau, \tau_0) u_{\tau_0} + \int_{\tau_0}^\tau U(\tau, \theta) f(\theta) d\theta.
\]

Let

\[
\begin{align*}
u_{\tau_1} &= \begin{cases}
\varphi & \text{on } (0, 1] \times [-1, 1] \\
y & \text{on } [-1, 0) \times [-1, 1]
\end{cases} & \quad \text{and} \quad u_{\tau_2} &= \begin{cases}
z & \text{on } (0, 1] \times [-1, 1] \\
\psi & \text{on } [-1, 0) \times [-1, 1]
\end{cases}
\end{align*}
\]
where $y$ and $z$ will be specified later. For $\tau_0 = \tau_1$ we get then

\[
\begin{align*}
\mathbf{u}(t, \tau, s) &= \\
&= \begin{cases}
    m_1(t, \tau, s) + \int_{-1}^{0} \hat{m}(t, \tau, \tau_1, s, r) y(r, s) \, dr \quad &\text{if } (t, s) \in (0, 1) \times [-1, 1] \\
    + \int_{-1}^{0} \int_{-1}^{1} \hat{n}(t, \tau, \tau_1, s, \sigma, r) y(r, \sigma) \, d\sigma \, dr \\
    e(t, \tau, \tau_1, s) y(t, s) + \int_{-1}^{1} \hat{l}(t, \tau, \tau_1, s, \sigma) y(t, \sigma) \, d\sigma \\
    + m_2(t, \tau, s) + \int_{-1}^{0} \hat{m}(t, \tau, \tau_1, s, r) y(r, s) \, dr \quad &\text{if } (t, s) \in [-1, 0) \times [-1, 1] \\
    + \int_{-1}^{0} \int_{-1}^{1} \hat{n}(t, \tau, \tau_1, s, \sigma, r) y(r, \sigma) \, d\sigma \, dr
\end{cases}
\end{align*}
\]

where

\[
\begin{align*}
m_1(t, \tau, s) &= e(t, \tau, \tau_1, s) \varphi(t, s) \\
&\quad + \int_{-1}^{1} \hat{l}(t, \tau, \tau_1, s, \sigma) \varphi(t, \sigma) \, d\sigma + \int_{-1}^{0} \hat{m}(t, \tau, \tau_1, s, r) \varphi(r, s) \, dr \\
&\quad + \int_{0}^{1} \hat{n}(t, \tau, \tau_1, s, \sigma, r) \varphi(r, \sigma) \, d\sigma \, dr + \int_{\tau_1}^{r} U(\tau, \theta) f(\theta)(t, s) \, d\theta \\
m_2(t, \tau, s) &= \int_{0}^{1} \hat{m}(t, \tau, \tau_1, s, r) \varphi(r, s) \, dr \\
&\quad + \int_{0}^{1} \hat{n}(t, \tau, \tau_1, s, \sigma, r) \varphi(r, \sigma) \varphi(r, s) \, d\sigma \, dr + \int_{\tau_1}^{r} U(\tau, \theta) f(\theta)(t, s) \, d\theta.
\end{align*}
\]

Using now also the boundary condition (15) for $\tau = \tau_2$, we arrive at the following system:

\[
\begin{align*}
z(t, s) &= m_1(t, \tau_2, s) \\
&\quad + \int_{-1}^{0} \hat{m}(t, \tau_2, \tau_1, s, r) y(r, s) \, dr + \int_{-1}^{0} \hat{n}(t, \tau_2, \tau_1, s, \sigma, r) y(r, \sigma) \, d\sigma \, dr
\end{align*}
\]
if \((t,s) \in (0,1] \times [-1,1]\) and
\[
\psi(t,s) = e(t,\tau_2,\tau_1,s)y(t,s) + m_2(t,\tau_2,s)
+ \int_{-1}^{1} \hat{l}(t,\tau_2,\tau_1,s,\sigma)y(t,\sigma)d\sigma
+ \int_{-1}^{0} \hat{m}(t,\tau_2,\tau_1,s,r)y(r,s)dr
+ \int_{-1}^{0} \tilde{n}(t,\tau_2,\tau_1,s,\sigma,r)y(r,\sigma)d\sigma dr
\]
if \((t,s) \in [-1,0) \times [-1,1]\). To simplify this we put, for \((t,s) \in [-1,0) \times [-1,1],\)
\[
\hat{l}(t,s,\sigma) = \frac{-\hat{l}(t,\tau_2,\tau_1,s,\sigma)}{e(t,\tau_2,\tau_1,s)}
\quad \text{and} \quad
\hat{m}(t,s,r) = \frac{-\hat{m}(t,\tau_2,\tau_1,s,r)}{e(t,\tau_2,\tau_1,s)}
\]
\[
\tilde{n}(t,s,\sigma,r) = \frac{-\tilde{n}(t,\tau_2,\tau_1,s,\sigma,r)}{e(t,\tau_2,\tau_1,s)}
\quad \text{and} \quad
\tilde{f}(t,s) = \frac{\psi(t,s) - m_2(t,\tau_2,s)}{e(t,\tau_2,\tau_1,s)}
\]
The above system may then in turn be written as a single equation
\[
y(t,s) = \int_{-1}^{1} \hat{l}(t,\tau_2,\tau_1,s,\sigma)y(t,\sigma)d\sigma
+ \int_{-1}^{0} \hat{m}(t,\tau_2,\tau_1,s,r)y(r,s)dr
+ \int_{-1}^{0} \tilde{n}(t,\tau_2,\tau_1,s,\sigma,r)y(r,\sigma)d\sigma + \tilde{f}(t,s)
\]
for \((t,s) \in [-1,0) \times [-1,1]\). This is a partial integral equation of the second kind. If \(A\) is of Volterra type this equation is also of Volterra type, by Theorem 1 above, and has been studied in [6]. It turns out that in this case the equation (17) is usually uniquely solvable.

Now we consider a general measurable set \(Q \subseteq [-1,1] \times [-1,1]\). We denote by \(X_Q\) the subspace of \(X\) consisting of functions with support in \(Q\), and by \(X_Q^c\) its complemented subspace.

The proof of the following lemma follows from a straightforward calculation. Recall that an operator function \(A = A(t)\) is strongly continuous if \(t \mapsto A(t)x\) is continuous for any \(x\).

**Lemma 3.** Let \(l = m = n = 0, \varphi \in X_Q\), and \(\psi \in X_Q^c\). Suppose that the operator function (5) is strongly continuous and measurable in \(L(X)\). Then the boundary value problem (1), (14), (15) has for each \(f \in C_r(X)\) a unique solution in \(C^1(X)\). This solution is given by
\[
g(t,\tau,s) = \begin{cases} 
  e(t,\tau,\tau_1,s)\varphi(t,s) + Pf(t,\tau,s) & \text{if } (t,s) \in Q \\
  e(t,\tau,\tau_2,s)\psi(t,s) + Pf(t,\tau,s) & \text{if } (t,s) \in Q^c 
\end{cases}
\]
where we have put

$$Pf(t, \tau, s) = \begin{cases} \int_{\tau_1}^{\tau} e(t, \tau, \theta, s) f(t, \theta, s) d\theta & \text{if } (t, s) \in Q \\ \int_{\tau_2}^{\tau} e(t, \tau, \theta, s) f(t, \theta, s) d\theta & \text{if } (t, s) \in Q^c. \end{cases}$$

**Lemma 4.** Let $K(\tau) = L(\tau) + M(\tau) + N(\tau)$ be defined as in (6) - (8) and $\hat{K}$ on $C_r(X)$ be defined by $\hat{K}u(t, \tau, s) = K(\tau)u(\tau)(t, s)$. Suppose that the operator function $K(\tau)$ is strongly continuous in $L(X)$. Then $\hat{K}$ maps the space $C_r(X)$ into itself.

**Proof.** For any $u \in C_r(X)$ we have

$$\|\hat{K}u(\cdot, \tau, \cdot) - \hat{K}u(\cdot, \tau_0, \cdot)\| \leq \|K(\tau)(u(\tau) - u(\tau_0))\| + \|(K(\tau) - K(\tau_0))u(\tau_0)\|.$$  

The right-hand side of this inequality tends to zero, as $\tau \to \tau_0$, by the uniform boundedness principle and the strong continuity of the operator function $K(\tau)$.

**Theorem 3.** Assume that the operator functions $C(\tau)$ and $K(\tau)$ are strongly continuous and measurable in $L(X)$, and let $f \in C_r(X)$. Then each solution of the boundary value problem (1), (14), (15) is a solution of the fixed point equation

$$u(t, \tau, s) = P\hat{K}u(t, \tau, s) + g(t, \tau, s). \quad (18)$$

Conversely, every solution $u \in C_r(X)$ of equation (18) actually belongs to $C^r_r(X)$ and solves the boundary value problem (1), (14), (15).

**Proof.** Suppose that $u \in C_r(X)$ solves problem (1), (14), (15). Replace $f$ in Lemma 3 by $\tilde{f} = \hat{K}u + f$. Since, by Lemma 4, $\tilde{f} \in C_r(X)$, the $C^r_r(X)$-solution of equation

$$\frac{\partial u}{\partial \tau}(t, \tau, s) = c(t, \tau, s) u(t, \tau, s) + \tilde{f}(t, \tau, s)$$

with boundary conditions (14) and (15) is given by

$$\tilde{g}(t, \tau, s) = P\hat{K}u(t, \tau, s) + g(t, \tau, s) = u(t, \tau, s). \quad (19)$$

For the conversion, let $u \in C_r(X)$ solve equation (19). Since again $\tilde{f} \in C_r(X)$, by Lemma 3, the initial value problem has the $C^r_r(X)$-solution (19).

**Lemma 5.** Under the assumptions of Theorem 3, the operators $P$ and $P\hat{K}$ map $C_r(X)$ into $C^r_r(X)$. Furthermore,

$$\frac{dPu}{d\tau}(\cdot, \tau, \cdot) = u(\cdot, \tau, \cdot) + C(\tau)Pu(\cdot, \tau, \cdot)$$

$$\frac{dP\hat{K}u}{d\tau}(\cdot, \tau, \cdot) = \hat{K}u(\cdot, \tau, \cdot) + C(\tau)P\hat{K}u(\cdot, \tau, \cdot).$$

**Proof.** By Lemma 4 it suffices to consider $P$. Let $f = u \in C_r(X)$ and $\varphi = \psi = 0$. By Lemma 3 there exists a solution $g \in C^r_r(X)$ of the equation

$$\frac{\partial g}{\partial \tau}(t, \tau, s) = c(t, \tau, s) g(t, \tau, s) + u(t, \tau, s),$$

namely $g = Pu$. This shows that $Pu \in C^r_r(X)$ as claimed.
From Lemma 5 we conclude that the operator \( B = P \hat{K} \) maps \( C(J, X) \) into itself. Thus we may estimate the spectral radius of \( B \):

**Theorem 4.** Suppose that the conditions of Theorem 3 are satisfied, and \( K = K(\tau) \) is locally integrable in \( L^r(X) \). Assume, in addition, that for almost all \((t, \tau, s)\) we have

\[
c(t, \tau, s) \leq 0 \quad ((t, s) \in Q) \quad \text{and} \quad c(t, \tau, s) \geq 0 \quad ((t, s) \in Q^c)
\]

and

\[
\int_{\tau_1}^{\tau_2} \cdots \int_{\tau_1}^{\tau_2} \| |K(\theta_1)| \cdots |K(\theta_n)|\| d\theta_n \cdots d\theta_1 < 1
\]

for some \( n \). Then the boundary value problem (1), (14), (15) has a unique solution \( u \in C^1_r(X) \) for any \( \varphi \in X_Q, \psi \in X_Q^c, \text{ and } f \in C_r(X) \).

**Proof.** It suffices to prove that the spectral radius \( r(B) \) of the operator \( B = P \hat{K} \) in the space \( C(J, X) = C_r(X) \) is strictly less than 1. For any \( u \in C_r(X) \) we have

\[
|Bu(t, \tau, s)| \leq \int_{\tau_1}^{\tau_2} |K(\theta)| |u(\cdot, \theta, \cdot)|(t, s) d\theta.
\]

By induction, we get

\[
|B^n u(t, \tau, s)| \leq \int_{\tau_1}^{\tau_2} \cdots \int_{\tau_1}^{\tau_2} |K(\theta_1)| \cdots |K(\theta_n)| |u(\cdot, \theta_n, \cdot)|(t, s) d\theta_n \cdots d\theta_1.
\]

This implies that, for almost all \( \tau \),

\[
\| B^n u(\cdot, \tau, \cdot) \| \leq \left( \int_{\tau_1}^{\tau_2} \cdots \int_{\tau_1}^{\tau_2} \| |K(\theta_1)| \cdots |K(\theta_n)|\| d\theta_n \cdots d\theta_1 \right)^{1/n} \| u \|_{C(J, X)}.
\]

We conclude that \( r(B) \leq \| B^n \|^{1/n} < 1 \) in \( C(J, X) \).

We close with an example which shows that in general the boundary value problem (1), (14), (15) need not have a unique solution.

**Example 2.** Let \( J = [0, \frac{\pi}{2}] \) and

\[
l(s, \sigma) = \begin{cases} 
0 & \text{if } s, \sigma > 0 \text{ or } s, \sigma < 0 \\
1 & \text{if } s > 0 \text{ and } \sigma < 0 \\
-1 & \text{if } s < 0 \text{ and } \sigma > 0.
\end{cases}
\]
Consider the boundary value problem

\[
\frac{\partial u(t, \tau, s)}{\partial \tau} = \int_{-1}^{1} l(s, \sigma) u(t, \tau, \sigma) \, d\sigma \quad ((t, \tau, s) \in [-1, 1] \times [0, \frac{\pi}{2}] \times [-1, 1])
\]

\[u(t, 0, s) = 0 \quad (s > 0) \quad \text{and} \quad u(t, \frac{\pi}{2}, s) = 0 \quad (s < 0).
\]

Apart from the trivial solution \(u(t, \tau, s) \equiv 0\), a non-trivial solution is then given by

\[
u(t, \tau, s) = \begin{cases} \sin \tau & \text{if } s > 0 \\ \cos \tau & \text{if } s < 0. \end{cases}
\]
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