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Conditions are given that guarantee that a sequence (of sets) of measurable selections converges almost surely, in probability and in mean. These conditions are related to the convergence of the underlying sequence of measurable multifunctions. The results are applied to approximations for the so-called "distribution problem" of stochastic optimization.

1. Introduction and preliminaries

The study of measurable multifunctions and measurable selections as well as of their convergence is motivated by several applications. These include probability theory [9], stochastic geometry [16], stochastic analysis (e.g. [81]), stochastic optimization [7, 20, 22, 23, 25], control theory, and mathematical economics, among other fields. Particularly, results about the convergence of measurable multifunctions and their measurable selections play an essential role for the design and study of approximation schemes in stochastic analysis and stochastic optimization (see e.g. [8] and [22]). The first results on the convergence of measurable selections seem to be given by Sallanetti and Wets in [21] (for finite-dimensional spaces). Probably, [21] initiated the recent research in this field (see [1, 8: Sect. 4, 17, 22]).

In this paper we establish conditions under which sequences (of sets) of measurable selections (of multifunctions with measurable graph and values in Polish spaces) converge almost surely, in probability and in mean. (Convergence in distribution is not considered; this is done in [22] and [1]). These conditions are related to the respective modes of convergence of the underlying sequence of measurable multifunctions. Finally, we outline the use of the results about measurable selection convergence in the study of approximation schemes for the "distribution problem" of stochastic optimization.

Throughout this paper, let $(\Omega, \mathcal{A}, P)$ be a complete probability space (cf. Remark 1.2) and $X$ be a Polish space (i.e., complete separable metrizable) with metric $d$. Let $\mathcal{P}(X)$ be the set of all non-empty subsets of $X$ and $\mathcal{B}(X)$ be the $\sigma$-algebra of Borel sets of $X$. For any $F \subseteq X$ and $x \in X$ let $d(x, F) := \inf \{d(x, y) \mid y \in F\}$, $d(x, F) := +\infty$ if
$F = \emptyset$. The smallest $\sigma$-algebra on $\Omega \times X$ containing $\{ A \times B \mid A \in \mathcal{A}, B \in \mathcal{B}(X) \}$ will be denoted by $\mathcal{A} \times \mathcal{B}(X)$. As usual, we say that a property depending on $\omega \in \Omega$ holds almost surely (a.s.) or for $P$-almost all $\omega \in \Omega$ if there is a set $A \in \mathcal{A}$ with $P(A) = 0$ such that the property holds for all $\omega \in \Omega \setminus A$.

A set-valued map from $\Omega$ into $X$ is a mapping from $\Omega$ into the set of all subsets of $X$. For a set-valued map $C$ let

$$\text{dom } C := \{ \omega \in \Omega \mid C(\omega) \neq \emptyset \}$$

be its domain,

$$\text{Gr } C := \{(\omega, x) \in \Omega \times X \mid x \in C(\omega)\}$$

be its graph and for $B \subseteq X$ let

$$C^{-1}(B) := \{ \omega \in \Omega \mid C(\omega) \cap B \neq \emptyset \}.$$

A set-valued map $C$ is called measurable (weakly measurable) if $C^{-1}(B) \in \mathcal{A}$ for each closed (resp. open) subset $B$ of $X$. $C$ is called $\text{Gr}$-measurable if $\text{Gr } C \in \mathcal{A} \times \mathcal{B}(X)$. If $\text{dom } C = \Omega$, then $C$ is called a multifunction. For a multifunction $C$ from $\Omega$ into $X$ we denote by $S(C)$ the set of all measurable $x : \Omega \to X$ (X-valued random variable defined on $(\Omega, \mathcal{A}, P)$) that are a.s.-selections of $C$, i.e.,

$$S(C) := \{ x : \Omega \to X \mid x \text{-measurable and } x(\omega) \in C(\omega) \text{ a.s.} \}.$$  

Consistently, $S(X)$ is the set of all $X$-valued random variables (defined on $(\Omega, \mathcal{A}, P)$).

Excellent sources for properties of measurable set-valued maps and measurable selection theorems (i.e., results stating when $S(C) \neq \emptyset$) are [5, 10, 15], [18] (for $X = \mathbb{R}^n$) and [24]. There the following facts can be found.

**Proposition 1.1:** Let $C$ be a set-valued map from $\Omega$ into $X$.

a) $C$ is $\text{Gr}$-measurable implies that $C$ is measurable, and this implies that $C$ is weakly measurable. If $C$ is closed-valued, then $C$ is $\text{Gr}$-measurable iff $C$ is weakly measurable.

b) $C$ is weakly measurable iff for all $x \in X$ the map $d(x, C(\cdot))$ from $\Omega$ into the extended reals is measurable. If $C$ is weakly measurable, then $\text{dom } C \in \mathcal{A}$.

c) If $C$ is $\text{Gr}$-measurable, then there exists a measurable map $x : \text{dom } C \to X$ such that $x(\omega) \in C(\omega)$ a.s. If $C$ is a $\text{Gr}$-measurable multifunction, then $S(C) \neq \emptyset$ (where "a.s." can be replaced by "for all $\omega \in \Omega$").

Let $x \in S(X)$ and $x_n \in S(X)$ $(n \in \mathbb{N})$. The following modes of convergence of the sequence $(x_n)_{n \in \mathbb{N}}$ will be considered:

- **(i)** almost surely ("a.s.-convergence") if there is an $A \in \mathcal{A}$ with $P(A) = 0$ such that for all $\omega \in \Omega \setminus A$,

$$\lim_{n \to \infty} d(x_n(\omega), x(\omega)) = 0;$$

- **(ii)** in probability ("$P$-convergence") if for every $\epsilon > 0$

$$\lim_{n \to \infty} P(|\omega \in \Omega \mid d(x_n(\omega), x(\omega)) \geq \epsilon|) = 0;$$

- **(iii)** in mean ("$m$-convergence") if

$$\lim_{n \to \infty} \int d(x_n(\omega), x(\omega)) dP = 0.$$
For the following, let \( \varrho \) denote any of these modes of convergence in \( S(X) \). If \( (x_n)_{n \in \mathbb{N}} \) converges to \( x \) in the sense of \( \varrho \), we shortly write \( x = \varrho \lim x_n \).

Now, let \( C \) and \( C_n (n \in \mathbb{N}) \) be multifunctions from \( \Omega \) into \( X \). Let us consider the following limits of the sequence \( \{S(C_n)\}_{n \in \mathbb{N}} \) of sets of measurable selections (see also [8: Def. 2.1]):

\[
\begin{align*}
\varrho - \text{Liminf} S(C_n) &:= \{ x \in S(X) \mid x = \varrho \lim x_n, \ x_n \in S(C_n), \text{ for all } n \in \mathbb{N} \}, \\
\varrho - \text{Limsup} S(C_n) &:= \{ x \in S(X) \mid x = \varrho \lim x_k, \ x_k \in S(C_{n_k}), \text{ for all } k \in \mathbb{N} \text{ and for some infinite ordered subset } (n_k)_{k \in \mathbb{N}} \text{ of } \mathbb{N} \}, \\
\varrho - \text{Lim} S(C_n) &:= \varrho - \text{Liminf} S(C_n) = \varrho - \text{Limsup} S(C_n).
\end{align*}
\]

Now, we are in the position to state the aim of this paper as follows: Find conditions that guarantee that

\[
\begin{align*}
S(C) &\subseteq \varrho - \text{Liminf} S(C_n) \quad (1.1) \\
\text{and} \\
S(C) &\subseteq \varrho - \text{Lim} S(C_n), \quad (1.2)
\end{align*}
\]

respectively. (We will write a.s. - Liminf, P - Limsup and m - Lim etc. in the case of a.s. - convergence, P-convergence and m-convergence, respectively.)

Remark 1.2: We need that the underlying probability space is complete for establishing Prop. 1.1 and Prop. 4.1 in the general setting of this paper. The reader is referred to [18: p. 164/165] for a discussion of "completeness". But, note that Theorem 2.4 (Theorem 3.4) is also valid for complete measure spaces with \( \sigma \)-finite (finite) measure.

2. Almost sure convergence of measurable selections

The study of convergence of sequences of measurable selections has been initiated by SALINETTI and WETS in [21]. There, the case of \( X = \mathbb{R}^m \) and of closed-valued measurable set-valued maps is studied. In the following let \( C \) and \( C_n (n \in \mathbb{N}) \) be \( \text{Gr} \)-measurable multifunctions from \( \Omega \) into a Polish space \( X \).

Definition 2.1: \( (C_n)_{n \in \mathbb{N}} \) is said to converge almost surely to \( C \) if there is an \( A \in \mathcal{A} \) with \( P(A) = 0 \) such that for all \( \omega \in \Omega \setminus A \),

\[
C(\omega) := \text{Liminf} C_n(\omega) = \text{Limsup} C_n(\omega), \quad (2.1)
\]

where

\[
\begin{align*}
\text{Liminf} C_n(\omega) &:= \{ x \in X \mid x = \text{lim} x_n, \ x_n \in C_n(\omega), \text{ for all } n \in \mathbb{N} \}, \quad (2.2) \\
\text{Limsup} C_n(\omega) &:= \{ x \in X \mid x = \text{lim} x_k, \ x_k \in C_n(\omega), \text{ for all } k \in \mathbb{N} \}, \quad (2.3)
\end{align*}
\]

and for some infinite ordered subset \( (n_k)_{k \in \mathbb{N}} \) of \( \mathbb{N} \).

Remark 2.2: Almost sure convergence of (measurable) multifunctions was introduced in [21] (see also [25]). Note that the sets Liminf \( C_n(\omega) \) and Limsup \( C_n(\omega) \) (\( \omega \in \Omega \))...
are clearly closed. If \( X \) is locally compact and \( C \) is closed-valued, then it follows from [16: p. 10] (see also [21]) that \((C_n)_{n \in \mathbb{N}}\) converges almost surely to \( C \) if and only if there exists an \( A \in \mathcal{A} \) with \( P(A) = 0 \) such that for all \( x \in X \) and \( \omega \in \Omega \setminus A \),
\[
\lim_{n \to \infty} d(x, C_n(\omega)) = d(x, C(\omega)). \tag{2.4}
\]

Now, we are interested in conditions that guarantee (1.1) and (1.2), respectively, for the case of almost sure convergence, and their relations to the notion in Def. 2.1. The next result turns out to be useful for the proof of convergence results for measurable selections.

**Lemma 2.3:** Let \( C_n (n \in \mathbb{N}) \) be \( \mathcal{G}\)-measurable multifunctions from \( \Omega \) into \( X \). For all \( x \in \mathcal{S}(X) \) there is a sequence \( x_n \in \mathcal{S}(C_n), n \in \mathbb{N}, \) such that for all \( n \in \mathbb{N} \) and \( \omega \in \Omega \), we have
\[
d(x(\omega), x_n(\omega)) \leq d(x(\omega), C_n(\omega)) + n^{-1}.
\]

**Proof:** Let \( x \in \mathcal{S}(X) \) and \( n \in \mathbb{N} \) be arbitrary, but fixed. We define
\[
B(x_0, r) := \{ z \in X \mid d(z, x_0) \leq r \}, \quad \text{for} \quad x_0 \in X, r > 0;
\]
\[
D_n : \Omega \to \mathcal{P}(X),
\]
\[
D_n(\omega) := \{ z \in C_n(\omega) \mid d(z, x(\omega)) \leq d(x(\omega), C_n(\omega)) + n^{-1} \}
\]
\[
= C_n(\omega) \cap B(x(\omega), r_n(\omega)) \quad \text{for} \quad \omega \in \Omega,
\]
where
\[
r_n(\omega) := d(x(\omega), C_n(\omega)) + n^{-1}, \quad \omega \in \Omega.
\]
Since the map \((\omega, z) \mapsto d(z, C_n(\omega))\) is a Caratheodory function from \( \Omega \times X \) into \( \mathbb{R} \), \( d(x(\cdot), C_n(\cdot))\) is a real random variable. Because of [5: p. 88] and Prop. 1.1, \( B(x(\cdot), r_n(\cdot)); \Omega \to \mathcal{P}(X) \) is a \( \mathcal{G}\)-measurable closed-valued multifunction. This implies
\[
\text{Gr } D_n = \text{Gr } C_n \cap \text{Gr } B(x(\cdot), r_n(\cdot)) \in \mathcal{A} \times \mathcal{B}(X),
\]
i.e., \( D_n \) is \( \mathcal{G}\)-measurable. Again using Prop. 1.1 we obtain a measurable map \( x_n : \Omega \to X \) such that \( x_n(\omega) \in D_n(\omega) \), for all \( \omega \in \Omega \).

**Theorem 2.4:** Let \( C \) and \( C_n(n \in \mathbb{N}) \) be \( \mathcal{G}\)-measurable multifunctions from \( \Omega \) into \( X \).

a) \( S(C) \subseteq \text{a.s. } - \liminf_{n \to \infty} S(C_n) \) if and only if there is an \( A \in \mathcal{A} \) with \( P(A) = 0 \) such that for all \( \omega \in \Omega \setminus A \), \( C(\omega) \subseteq \text{Liminf}_{n \to \infty} C_n(\omega) \) (equivalently: \( \lim_{n \to \infty} d(x, C_n(\omega)) = 0 \), for all \( x \in C(\omega) \)).

b) Let \((C_n)_{n \in \mathbb{N}}\) be almost surely convergent to \( C \). Then
\[
S(C) = \text{a.s. } - \lim_{n \to \infty} S(C_n).
\]

**Proof:** a) Let \( x \in S(C) \) be arbitrary, but fixed. Because of Lemma 2.3 there is a sequence \( x_n \in S(C_n), n \in \mathbb{N}, \) such that for all \( n \in \mathbb{N} \) and \( \omega \in \Omega \),
\[
d(x(\omega), x_n(\omega)) \leq d(x(\omega), C_n(\omega)) + n^{-1}.
\]
This implies
\[
\lim_{n \to \infty} d(x(\omega), x_n(\omega)) = 0 \quad \text{a.s., i.e. } \quad x \in \text{a.s. } - \liminf_{n \to \infty} S(C_n).
\]
Thus, the if-part of assertion a) is proved. For the converse the reader is referred to [8: pp. 271–273].
b) Because of part a), it remains to show that a.s. \( \limsup_{n \to \infty} S(C_n) \subseteq S(C) \).

Let \( x \in \text{a.s.} - \limsup_{n \to \infty} S(C_n) \), i.e., \( \lim_{k \to \infty} d(x(\omega), x_k(\omega)) = 0 \) a.s.,

where \( x_k \in S(C_n) \) for all \( k \in \mathbb{N} \) and \( \{n_k\}_{k \in \mathbb{N}} \) is a subsequence of \( \mathbb{N} \). Thus, we have \( x(\omega) \in \limsup_{n \to \infty} C_n(\omega) \) a.s., i.e., \( x \in S(C) \).

Remark 2.5: Theorem 2.4a) is also stated and proved as part a) of Theorem 4.1 in [8]. But, note that the "if-part" is proved using Lemma 2.3. In [8], the selections \( x_n \ (n \in \mathbb{N}) \) are constructed in a direct way from Castaing representations of \( C_n \ (n \in \mathbb{N}) \). Theorem 2.4b) generalizes Theorem 4.1c) in [8], since almost sure convergence of \( \{C_n\}_{n \in \mathbb{N}} \) to \( C \) does not imply (2.4) in arbitrary Polish spaces. It is not clear whether the converse holds in this part of the Theorem! For a discussion of this subject and of other aspects, the reader is referred to [8: Remark 4.3]. Theorem 2.4 can be viewed as a generalization of [21: Theorem 4.3] from \( \mathbb{R}^{\mathbb{N}} \) to a Polish space \( X \). Another such generalization is stated as Theorem 1.1 in [17]. There the author assumes the following: \( (\Omega, \mathcal{A}) \) is a measurable space, \( X \) a separable metric space and \( C, C_n \ (n \in \mathbb{N}) \) are complete-valued weakly measurable multifunctions. Then he proves a result similar to Theorem 2.4a), but does not permit exceptional sets of measure zero for the selections. Note that in our concept of \( S(C) \) the exceptional sets may depend on the selections.

Example 2.6: Let \( Y \) be a metric space, \( f : \Omega \times X \to Y \) be \( \mathcal{A} \times \mathcal{B}(X) \)-measurable [8: Def. 1.2] and \( B \in \mathcal{B}(Y) \). Let us consider the following set-valued map \( C \) from \( \Omega \) into \( X \)

\[ \omega \mapsto C(\omega) := \{ x \in X \mid f(\omega, x) \in B \} \]

Clearly we have

\[ \text{Gr } C := \{ (\omega, x) \in \Omega \times X \mid f(\omega, x) \in B \} = f^{-1}(B) \in \mathcal{A} \times \mathcal{B}(X), \]

i.e., \( C \) is \( \text{Gr}- \)measurable.

Additionally, let \( f_n : \Omega \times X \to Y \ (n \in \mathbb{N}) \) be \( \mathcal{A} \times \mathcal{B}(X) \)-measurable mappings and \( C_n \ (n \in \mathbb{N}) \) be defined by

\[ C_n(\omega) := \{ x \in X \mid f_n(\omega, x) \in B \}, \quad \text{for } \omega \in \Omega. \]

Assume that \( C \) and \( C_n \ (n \in \mathbb{N}) \) are multifunctions. The following proposition gives sufficient conditions for the a.s. — convergence of \( \{C_n\}_{n \in \mathbb{N}} \) to \( C \).

Proposition 2.7: Let \( C \) and \( C_n \ (n \in \mathbb{N}) \) be as in Example 2.6 and assume that there is an \( A \in \mathcal{A} \) with \( P(A) = 0 \) such that for all \( \omega \in \Omega \setminus A \),

(i) if \( x, x_n \in X \ (n \in \mathbb{N}) \) are such that \( x = \lim_{n \to \infty} x_n \), then we have

\[ \lim_{n \to \infty} f_n(\omega, x_n) = f(\omega, x), \]

(ii) \( C(\omega) = \text{cl} \{ x \in X \mid f(\omega, x) \in \text{int } B \} \), where "\( \text{cl} \)" denotes the closure and "\( \text{int} \)" the interior of a set,

(iii) \( B \) is closed.

Then \( \{C_n\}_{n \in \mathbb{N}} \) converges to \( C \) almost surely.

The proof is a consequence of [14: Sätze 4.1 and 4.2] applied to \( C(\omega) \) and \( C_n(\omega) \ (n \in \mathbb{N}) \) for each \( \omega \in \Omega \setminus A \). Especially, (i) and (ii) imply

\[ C(\omega) \subseteq \liminf_{n \to \infty} C_n(\omega), \quad \text{for } \omega \in \Omega \setminus A, \]
and (i) and (iii) imply
\[ C(\omega) \subseteq \limsup_{n \to \infty} C_n(\omega), \quad \text{for } \omega \in \Omega \setminus A \]

Remark 2.8: Note that (2.1) is closely related to the notions "open" ("lower semicontinuous according to Berge") and "closed" in [11, 14, 2] in the context of parametric optimization. Example 2.6 and Prop. 2.7 only serve as an illustration of the general result. Of course, more general Gr-measurable multifunctions (as in [7, 18: p. 171/172]) could be considered. It is well-known that the "constraint qualification" (ii) is rather restrictive. This fact is discussed in [2: Sect. 3.1] and in [13] and it is shown how to overcome this obstacle (in particular, by imposing certain convexity or regularity conditions).

3. Convergence of measurable selections in probability and in mean

As in Section 2, let \( C \) and \( C_n(n \in \mathbb{N}) \) be Gr-measurable multifunctions from \( \Omega \) into a Polish space \( X \). For later use we define the following set-valued maps from \( \Omega \) into \( X \) for all \( n \in \mathbb{N} \) and all \( \epsilon > 0 \),

\[
\Delta_{\epsilon,n}(\omega) := C(\omega) \setminus \epsilon C_n(\omega) \\
\Delta_{\epsilon,n}(\omega) := \Delta_{\epsilon,n}(\omega) \cup (C_n(\omega) \setminus \epsilon C(\omega))
\]

for all \( \omega \in \Omega \),

where \( \epsilon F := \{ x \in X \mid d(x, F) < \epsilon \} \) for any subset \( F \subseteq X \). Note that the set-valued maps \( \Delta_{\epsilon,n} \) and \( \Delta_{\epsilon,n}(n \in \mathbb{N}, \epsilon > 0) \) are clearly Gr-measurable.

Definition 3.1: \( (C_n)_{n \in \mathbb{N}} \) is said to converge in probability to \( C \) if for all \( \epsilon > 0 \) and any compact subset \( K \subseteq X \),

\[ \lim_{n \to \infty} P(\Delta_{\epsilon,n}(K)) = 0. \]

Convergence in probability of measurable multifunctions was introduced in [21: Sect. 5] and [22: Sect. 1]. In [21] and [22] the usual relations between convergence in probability and almost sure convergence (and convergence in distribution, respectively) are proved for the case \( X = \mathbb{R}^n \). The following result establishes one of these relations in a more general situation.

Proposition 3.2: Let \( X \) be a non-compact Polish space. \( (C_n)_{n \in \mathbb{N}} \) converges in probability to \( C \) if it converges almost surely to \( C \).

Proof: Let \( (C_n)_{n \in \mathbb{N}} \) converge almost surely to \( C \) and let \( \epsilon > 0 \) and \( K \subseteq X \) compact be arbitrary. Because of Prop. 1.1, there exist measurable mappings \( \bar{x}_n : \Omega \to X \) such that

\[ \bar{x}_n(\omega) \in \Delta_{\epsilon,n}(\omega) \cap K \quad \text{for all} \quad \omega \in \text{dom} \left( \Delta_{\epsilon,n}(\cdot) \cap K \right) \setminus N_n, \]

where \( N_n \in \mathcal{A} \) with \( P(N_n) = 0 \). We define

\[ N := \bigcup_{n \in \mathbb{N}} N_n, \quad A_n := \text{dom} \left( \Delta_{\epsilon,n}(\cdot) \cup K \right) \setminus N, \quad \text{for all } n, \]

and we note that \( P(N) = 0 \). For a fixed \( y \in X \setminus K \) we define for each \( n \in \mathbb{N} \) measurable mappings \( x_n : \Omega \to X \),

\[ x_n(\omega) := \begin{cases} \bar{x}_n(\omega), & \omega \in A_n \\ y, & \omega \in \Omega \setminus A_n \end{cases} \]
For all \( n \in \mathbb{N} \) we have
\[
P(\Delta_{n, n}(K)) = P(A_n) = P(\{\omega \in \Omega \mid d(x_n(\omega), y) > 0\})
\]
\[
= P(\{\omega \in \Omega \mid d(x_n(\omega), y) \geq d(y, K)\}).
\]
Because of the almost sure convergence of \((C_n)_{n \in \mathbb{N}}\) to \( C \), the sequence \((\Delta_{n, n})_{n \in \mathbb{N}}\) converges almost surely to 0. This implies
\[
\lim_{n \to \infty} d(x_n(\omega), y) = 0 \text{ a.s., and thus,} \lim_{n \to \infty} P(\{\omega \in \Omega \mid d(x_n(\omega), y) \geq d(y, K)\}) = 0.
\]

**Remark 3.3:** The following result can be proved analogously to Prop. 3.2: For all \( \varepsilon > 0 \) and any compact subset \( K \subseteq X \),
\[
\lim_{n \to \infty} P(\Delta_{n, n}^{-1}(K)) = 0
\]
if there is an \( A \in \mathcal{A} \) with \( P(A) = 0 \) such that for all \( \omega \in \Omega \setminus A \),
\[
C(\omega) \subseteq \operatorname{Liminf} C_n(\omega).
\]

**Theorem 3.4:** Let \( C \) and \( C_n(n \in \mathbb{N}) \) be \( \mathfrak{S} \)-measurable multifunctions from \( \Omega \) into \( X \).

a) \( S(C) \subseteq P - \operatorname{Liminf} S(C_n) \) if for all \( \varepsilon > 0 \) and any compact subset \( K \subseteq X \),
\[
\lim_{n \to \infty} P(\Delta_{n, n}^{+}(K)) = 0.
\]

b) Let \( C \) be closed-valued and \((C_n)_{n \in \mathbb{N}}\) converge in probability to \( C \). Then
\[
S(C) = P - \operatorname{Lim} S(C_n).
\]

**Proof:** a) Let \( x \in S(C) \) and let \( \varepsilon > 0 \) and \( \delta > 0 \) be arbitrary, but fixed. Because of [4: Theorem 1.4], there is a compact \( K \subseteq X \) such that
\[
P(x^{-1}(X \setminus K)) \leq \frac{\delta}{2}.
\]
By assumption, there is an \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \),
\[
P(\{\omega \in \Omega \mid \Delta_{n, n}(\omega) \cap K = \emptyset\}) \leq \frac{\delta}{2}.
\]
Because of Lemma 2.3, there is a sequence \( x_n \in S(C_n), n \in \mathbb{N} \), such that for all \( n \in \mathbb{N} \) and \( \omega \in \Omega \),
\[
d(x(\omega), x_n(\omega)) \leq d(x(\omega), C_n(\omega)) + n^{-1}.
\]
Then, there is an \( n_1 \in \mathbb{N}, n_1 \geq n_0, \) such that for all \( n \geq n_1 \),
\[
P(\{\omega \in \Omega \mid \delta(\omega, x_n(\omega)) \geq \varepsilon\}) \leq P(\{\omega \in \Omega \mid d(x(\omega), C_n(\omega)) \geq \frac{\varepsilon}{2}\}) = P(\{\omega \in \Omega \mid d(x(\omega), \Delta_{n, n}^{+}(\omega)) \geq \frac{\varepsilon}{2}\}) \leq \frac{\delta}{2} \leq \delta.
\]
Thus, \( x \in P - \operatorname{Liminf} S(C_n) \).

b) Because of part a), it remains to show that
\[
S(C) \supseteq P - \operatorname{Limsup} S(C_n).
\]
Let \( x \in \text{Limsup } S(C_n) \), i.e., a sequence \((x_k)_{k \in \mathbb{N}}\) converges to \( x \) in probability, where \( x_k \in S(C_n) \), for all \( k \in \mathbb{N} \), and \((x_k)_{k \in \mathbb{N}}\) is a subsequence of \( \mathbb{N} \).

Let \( \varepsilon > 0 \) and \( \delta > 0 \) be arbitrary, but fixed. Because of Prohorov’s Theorem [4: Theorem 6.2], there is a compact subset \( K_\delta \subseteq X \) such that

\[
\sup_{k \in \mathbb{N}} P\left( \{ \omega \in \Omega \mid x_k(\omega) \in X \setminus K_\delta \} \right) \leq \frac{\delta}{2}.
\]

By assumption, there is a \( k_0 \in \mathbb{N} \) such that for all \( k \geq k_0 \),

\[
P(\bigtriangleup_{n \geq k_0}(K_\delta)) \leq \frac{\delta}{2}.
\]

Then we have for all \( k \geq k_0 \),

\[
P(\{ \omega \in \Omega \mid d(x_k(\omega), C(\omega)) \geq \varepsilon \})
\leq P\left( \{ \omega \in \Omega \mid x_k(\omega) \in K_\delta, d(x_k(\omega), C(\omega)) \geq \varepsilon \} \right) + \frac{\delta}{2}
\leq P\left( \{ \omega \in \Omega \mid (C_n(\omega) \setminus \varepsilon C(\omega)) \cap K_\delta = \emptyset \} \right) + \frac{\delta}{2}
\leq P(\bigtriangleup_{n \geq k_0}(K_\delta)) + \frac{\delta}{2} \leq \delta.
\]

This means that the sequence \( \{d(x_k(\cdot), C(\cdot))\}_{k \in \mathbb{N}} \) converges in probability to zero. There exists a subsequence \((x_{k_j})_{j \in \mathbb{N}}\) such that

\[
\lim_{j \to \infty} d(x_{k_j}(\omega), x(\omega)) = 0 \text{ a.s. and } \lim_{j \to \infty} d(x_{k_j}(\omega), C(\omega)) = 0 \text{ a.s.}
\]

This implies \( d(x(\omega), C(\omega)) = 0 \text{ a.s.} \) Since \( C \) is closed-valued by assumption, we obtain \( x \in S(C) \).

Let us introduce the following notations:

\[
D^+(E, F) := \sup_{x \in E} d(x, F),
\]

\[
D(E, F) := \max \left\{ \sup_{x \in E} d(x, F), \sup_{x \in F} d(x, E) \right\}.
\]

("Hausdorff-distance")

**Corollary 3.5:** Let \( C \) and \( C_n (n \in \mathbb{N}) \) be as in Theorem 3.4.

a) \( S(C) \subseteq P - \text{Liminf } S(C_n) \) if for all \( \varepsilon > 0 \)

\[
\lim_{n \to \infty} P\left( \{ \omega \in \Omega \mid D^+(C(\omega), C_n(\omega)) \geq \varepsilon \} \right) = 0.
\]

b) Let \( C \) be closed-valued and assume that for all \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} P\left( \{ \omega \in \Omega \mid D(C(\omega), C_n(\omega)) \geq \varepsilon \} \right) = 0.
\]

Then \( S(C) = P - \text{Lim } S(C_n) \).

**Proof:** Let \( n \in \mathbb{N} \), \( \varepsilon > 0 \) and \( K \subseteq X \) compact be arbitrary. By definition follows

\[
(\bigtriangleup_{n \geq k}(K))^{-1} = \{ \omega \in \Omega \mid \{ x \in C(\omega) \cap K \mid d(x, C_n(\omega)) \geq \varepsilon \} = \emptyset \}
\]

\[
\subseteq \{ \omega \in \Omega \mid D^+(C(\omega), C_n(\omega)) \geq \varepsilon \}.
\]
Thus, a) follows from part a) of Theorem 3.4. Analogously,
\[ \Delta_n^{-1}(K) \subseteq \{ \omega \in \Omega \mid D(C(\omega), C_n(\omega)) \geq \varepsilon \}, \]
and assertion b) also follows from Theorem 1.

Remark 3.6: It can be seen from the corollary that Theorem 3.4 generalizes [8: Theorem 4.2]. It follows from Prop. 3.2 and Remark 3.3 that the conditions of Theorem 2.4 are stronger than those of Theorem 3.4. Because of [8: Remark 2.2] it is clear that
\[ S(C) = \text{a.s.} - \lim_{n \to \infty} S(C_n) \text{ implies } S(C) = P - \lim_{n \to \infty} S(C_n). \]

Definition 3.7: \((C_n)_{n \in \mathbb{N}}\) is said to converge in mean to \(C\) if
\[ \lim_{n \to \infty} \int D(C_n(\omega), C(\omega)) \, dP = 0. \]

This mode of convergence of measurable multifunctions was considered in [23, 9]. Clearly, convergence in mean implies convergence in probability.

Corollary 3.8: Let \(C\) and \(C_n(n \in \mathbb{N})\) be as in Theorem 3.4.

a) \(S(C) \subseteq m = \liminf_{n \to \infty} S(C_n)\) if \(\lim_{n \to \infty} \int D(C_n(\omega), C(\omega)) \, dP = 0.\)

b) Let \(C\) be closed-valued and assume that \((C_n)_{n \in \mathbb{N}}\) converges in mean to \(C\). Then
\[ S(C) = m - \lim_{n \to \infty} S(C_n). \]

Proof: It is an immediate consequence of a Chebyshev-type inequality and Corollary 3.5.

Theorem 3.4 and its corollaries represent the main results of this paper. Applications to concrete measurable multifunctions seem to be possible if e.g. the results of [2] are used. A simple example can be found in [8: p. 278/279].

4. An application to approximations in stochastic optimization

In this section, we outline the use of measurable selection convergence for the study of approximations for the so-called "distribution problem" of stochastic optimization. This application of our results is only meant to be illustrative.

Let \(f : \Omega \times X \to \mathbb{R\,X\,B}(X)\) be measurable and \(C : \Omega \to \mathcal{P}(X)\) be a \(\mathcal{G}\)-measurable multifunction from \(\Omega\) into \(X\). We introduce the following notations:
\[ \mathbb{R} := \mathbb{R} \cup \{ \pm \infty \}, \]
\[ \varphi : \Omega \to \mathbb{R}, \varphi(\omega) := \inf \{ f(\omega, x) \mid x \in C(\omega) \} \text{ for } \omega \in \Omega, \]
\[ \psi : \Omega \to X, \quad \psi(\omega) := \{ x \in C(\omega) \mid f(\omega, x) = \varphi(\omega) \} \text{ for } \omega \in \Omega. \]

Proposition 4.1: Let \(f\) and \(C\) be as above. Then, \(\varphi\) is measurable and \(\psi\) is \(\mathcal{G}\)-measurable.

Proof: The measurability of \(\varphi\) follows from [5: Lemma III.39]. The \(\mathcal{G}\)-measurability of \(\psi\) follows from
\[ \text{Gr}\varphi = \text{Gr}\,C \cap \{ (\omega, x) \in \Omega \times X \mid f(\omega, x) = \varphi(\omega) \} \in \mathcal{A\,X\,B}(X) \]
by standard arguments and by assumption.
The question for the distribution or some of its characteristic values of the "optimal value" \( \varphi \) and (or) of an "optimal solution" (i.e., a selection of \( \psi \)) is usually called the distribution problem of stochastic optimization (see [6, 12]). Note that this problem makes sense by Prop. 4.1. The reader is referred to numerous results about this subject (e.g. [3, 6, 7, 20, 22, 23]).

Following the approach of [23, 20, 22] we now study approximations for the problem

\[
 f(\omega, x) \rightarrow \text{Min} \quad \text{s.t.} \quad x \in C(\omega) (\omega \in \Omega). \tag{4.1}
\]

Let, additionally, \( f_n : \Omega \times X \rightarrow \mathbb{R} \) \( (n \in \mathbb{N}) \) be \( \mathcal{A} \times \mathcal{B}(X) \) measurable and \( C_n : \Omega \rightarrow \mathcal{P}(X) \) \( (n \in \mathbb{N}) \) be \( \mathcal{G} \)-measurable multifunctions. We consider a sequence of stochastic optimization problems

\[
 f_n(\omega, x) \rightarrow \text{Min} \quad \text{s.t.} \quad x \in C_n(\omega) (\omega \in \Omega, n \in \mathbb{N}), \tag{4.2}
\]

and we define for all \( n \in \mathbb{N} \) and \( \omega \in \Omega \),

\[
 \varphi_n(\omega) := \inf \{ f_n(\omega, x) \mid x \in C_n(\omega) \},
\]

\[
 \psi_n(\omega) := \{ x \in C_n(\omega) \mid f_n(\omega, x) = \varphi_n(\omega) \}.
\]

[3] and [23] contain results on the convergence of \( (\varphi_n)_{n \in \mathbb{N}} \) and \( (\psi_n)_{n \in \mathbb{N}} \) in the case of stochastic linear programming. In [20] and [22: Sect. 8] the convergence of "stochastic infima" (i.e., of \( (\varphi_n)_{n \in \mathbb{N}} \)) is studied (for the case \( X = \mathbb{R}^m \)) using the theory of convergence of measurable multifunctions. In the following we will present a result on convergence of the sequence of "optimal solution sets" \( \{\psi_n\}_{n \in \mathbb{N}} \).

**Theorem 4.2:** Let \( f, f_n \) \( (n \in \mathbb{N}) \) be \( \mathcal{A} \times \mathcal{B}(X) \) measurable mappings from \( \Omega \times X \) into \( \mathbb{R} \) and \( C, C_n \) \( (n \in \mathbb{N}) \) be \( \mathcal{G} \)-measurable multifunctions from \( \Omega \) into \( X \). Assume that

(i) \( C \) is closed-valued and \( (C_n)_{n \in \mathbb{N}} \) converges in probability to \( C \),

(ii) for all \( x \in \mathcal{S}(C) \) and \( x_n \in \mathcal{S}(C_n), n \in \mathbb{N} \), such that \( x = P - \lim x_n \), we have

\[
 f(\cdot, x(\cdot)) = P - \lim f_n(\cdot, x_n(\cdot)),
\]

(iii) \( \psi_n \) is defined as in (4.2) and is a multifunction from \( \Omega \) into \( X \), for all \( n \in \mathbb{N} \); \( \psi \) is as above.

Then \( P - \lim_{n \to \infty} S(\psi_n) \subseteq S(\psi) \).

**Proof:** Because of Theorem 3.4, (i) implies

\[
 S(C) = P - \text{Lim} S(C_n). \tag{4.3}
\]

Let \( x \in P - \lim_{n \to \infty} S(\psi_n) \), i.e., \( x = P - \lim x_k, x_k \in \mathcal{S}(\psi_n), \) for all \( k \in \mathbb{N} \). Especially, we have \( x_k \in \mathcal{S}(C_n), k \in \mathbb{N} \), and it follows from (4.3) that \( x \in \mathcal{S}(C) \). By (4.3) there exists a sequence \( \bar{x}_n \in \mathcal{S}(C_n), n \in \mathbb{N} \), such that \( x = P - \lim \bar{x}_n \). For all \( n \in \mathbb{N} \), let

\[
 \bar{x}_n := \begin{cases} x_k & \text{if } n = n_k, \; k \in \mathbb{N} \\ \bar{x}_n & \text{otherwise}. \end{cases}
\]

Then \( x = P - \lim \bar{x}_n \). (ii) implies

\[
 P - \lim f_n(\cdot, \bar{x}_n(\cdot)) = P - \lim f_n(\cdot, x_k(\cdot)) = P - \lim \varphi_n(\cdot) = f(\cdot, x(\cdot)).
\]

It remains to show that \( f(\omega, x(\omega)) \leq \varphi(\omega) \) a.s. Let \( \varepsilon > 0 \) be arbitrary, but fixed. We consider the following set-valued map \( D : \Omega \rightarrow X \),

\[
 D(\omega) := \{ x \in C(\omega) \mid f(\omega, x) \leq \varphi(\omega) \}, \quad \text{for all } \omega \in \Omega.
\]
On the Convergence of Measurable Selections

where

$$r_*(\omega) := \begin{cases} p(\omega) + \varepsilon & \text{if } p(\omega) > -\infty \\ -e^{-1} & \text{otherwise.} \end{cases}$$

It is clear that $D$ is a $\mathcal{G}$-measurable multifunction (see also Example 2.6). Let $\xi \in S(D) \subseteq S(C)$ (see Prop. 1.1). By (4.3) there exists a sequence $\xi_n \in S(C), n \in \mathbb{N}$, with

$$P - \lim_{n \to \infty} f_n(\cdot, \xi_n(\cdot)) = f(\cdot, \xi(\cdot)).$$

Consequently, there is a further subsequence of $(n_k)_{k \in \mathbb{N}},$ say $(n_{k_j})_{j \in \mathbb{N}},$ such that $(\varphi_{n_k})_{k \in \mathbb{N}}$ and $(f_{n_{k_j}}(\cdot, \xi_{n_{k_j}}(\cdot)))_{j \in \mathbb{N}}$ converge almost surely. Thus, we obtain

$$f(\omega, x(\omega)) = \lim_{j \to \infty} \varphi_{n_{k_j}}(\omega) \leq f(\omega, \xi(\omega)) \leq r_*(\omega) \quad \text{a.s.}$$

Since $\varepsilon > 0$ was arbitrary, this means $f(\omega, x(\omega)) \leq \varphi(\omega)$ a.s. and thus, $x \in S(\varphi) \blacksquare$

Remark 4.3: Note that it seems not to be easy to check whether $P - \limsup_{n \to \infty} S(\varphi_n) \neq 0.$ One possibility for doing this is to show that $(S(\varphi_n))_{n \in \mathbb{N}}$ is contained in a set of $X$-valued random variables which is compact with respect to convergence in probability. Note that [8: Theorem 4.9] states a criterion for compactness with respect to this mode of convergence.

The study of approximation schemes (4.2) for the original stochastic optimization problem (4.1) is motivated by an approach to solve (4.1) via "discretizing" the random variables involved in (4.1) (see [20], and [19] in a somewhat different context; see also [26] for a recent survey on approximations in stochastic programming).
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