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Метод штрафных поправок J. Pasciak сводит решение неоднородной краевой задачи Дирихле к последовательности задач конечных элементов с естественными краевыми условиями. В работе показывается, что метод штрафных поправок есть частный случай итерированной поправки дефекта. При этом оценки погрешности получены при более слабых предположениях.

The penalty correction method of J. Pasciak reduces the solution of an inhomogeneous Dirichlet boundary value problem to a sequence of finite element problems with natural boundary conditions. We show that the penalty correction method is a special case of the iterated defect correction. Error estimates are proved under weaker assumptions.

1. Introduction

We consider an elliptic boundary value problem with an inhomogeneous Dirichlet condition. While inhomogeneous natural boundary conditions can easily be treated by finite element discretizations, the given problem is more difficult. Recently, J. Pasciak [6] proposed a penalty correction method (PCM) that solves the Dirichlet problem by a small sequence of equations with natural boundary conditions. Error estimates can be proved under very weak assumptions.

The first purpose of this paper is to show that the penalty correction method is a special case of the more general iterated defect correction (IDC) as described by the author (cf. [2]). The error estimates of the PCM follow from those of the IDC.

Secondly we weaken the assumptions. Pasciak required the differential operator to be symmetric and uniformly positive definite. Here we prove the same results without these assumptions.

In Section 2 the iterated defect correction (IDC) is described. Section 3 contains the penalty correction method (PCM) and the corresponding error estimates. The proof in Section 3.3 shows that PCM can be reformulated as IDC. Section 3.3 contains a device for the numerical solving of the discrete equations by the multi-grid iteration. The last section contains proofs of the foregoing lemmata.

2. Iterated defect correction method

In this section we repeat the iterated defect correction method for a general (abstract) equation. The iterated defect correction method is based on two discretizations. The basic discretization of accuracy \( O(h^n) \) is solved several times with different right-
hand sides. By corrections with respect to the second discretization of a higher accuracy $O(h^r)$, the iteration yields a solution of the same order $O(h^r)$.

Consider the abstract linear equation

$$Fx = y.$$ (2.1)

Assume that there are two different discretizations

$$F_h x_h = y_h := R_h^x y,$$ (2.2)

$$F_h' x_h' = y_h' := R_h'^x y,$$ (2.3)

corresponding to the discretization parameter $h \in H$, where $O \subseteq \bar{H}$. The first discretization (2.2) should easily be solved, while the second one has a higher order of consistency. The second discretization may be instable, even unsolvable.

The iterated defect correction is advantageous if the numerical solution of $F_h' x_h' = y_h'$ is much more difficult than the solution of $F_h x_h = y_h$, or if $F_h'$ is instable or not invertible. There are many situations, in particular in the field of partial differential equations, where discretizations of higher order of consistency lead to very difficult equations or even to instable problems.

The iterated defect correction (2.4) (IDC) is defined by

$$x_h^{i+1} := x_h^i - F_h^{-1}(F_h' x_h'^{i} - y_h').$$ (2.4)

In general the sequence $(x_h^i)$ does not converge, but the order of consistency increases with $i$ till the order of (2.3) is reached.

The characteristic feature of the analysis of the IDC is the use of norms corresponding to varying orders of differentiability. During the iteration the order of differentiability decreases, while the exponent of the discretization parameter $h$ appearing in the right-hand side of the error estimate increases.

Let $X^\alpha$ ($\alpha$ varying) be a scale of Banach spaces containing the solution $u$ of (2.1). Usually, $\alpha$ is related to the order of differentiability. Examples are the Hölder spaces $X^\alpha = C^\alpha(\Omega)$ or the Sobolev spaces $X^\alpha = H^\alpha(\Omega)$. Similarly, the right-hand side of (2.1) is contained in $Y^\alpha$. The discrete functions $u_h$ and $f_h$ belong to some vector spaces. Endowing these vector spaces with analogous norms we obtain the scales of Banach spaces $X_h^\alpha$ and $Y_h^\alpha$. For details compare [2]. We assume $\|x_h^\alpha\| \leq C(\alpha, t) \|x_h^\alpha\|$ for $s \leq t$.

The following stability and consistency assumptions are needed in Theorem 2.1.

The stability condition reads as

$$\|F_h^{-1} y_h\|_{X_h^{\alpha-k}} \leq C \|y_h\|_{Y_h^\alpha} \text{ for all } y_h \in Y_h^\alpha, h \in H, \text{ and some } \sigma \geq 0. \ (2.5)$$

$C$ always denotes a generic constant independent of $h$. Assume that (2.2) and (2.3) are consistent of the orders $x$ and $x' > x$, respectively:

$$\|(R_h^x F - F_h R_h^x) x\|_{Y_h^\alpha} \leq C h^\beta \|x\|_{X_h^{\alpha + \beta}} \quad (2.6a)$$

for $\beta \in [0, x]$ and all $x \in X_h^{\alpha + \beta}$, $h \in H$,

$$\|(R_h'^x F - F_h' R_h'^x) x\|_{Y_h^\alpha} \leq C h^\beta \|x\|_{X_h^{\alpha + \beta}} \quad (2.6b)$$

1) It is not difficult to extend the defect correction method to non-linear problems (cf. STETTER [7]).

2) More references to IDC are given in [2] and [7].
On the penalty correction method

for $\beta \in [0, x']$ and all $x \in X^{s+\beta}$, $h \in H$. $R_h: X^s \to X_h^*$ denotes a restriction to $X_h^*$. $R_h^Y$ and $R_h^Y$ are restrictions from $Y^s$ to $Y_h^*$. An additional condition is

$$|| (F'_h - F_h) x_h ||_{Y_h} \leq C h^\beta || x_h ||_{X^{s+\beta}}$$

(2.7)

for $\beta \in [0, x]$ and for all $x_h \in X^{s+\beta}$, $h \in H$. The following theorem is proved in [2].

**Theorem 2.1:** Set $t = s + i(\sigma + x)$. Assume (2.5) for all $\alpha \in [s + \sigma, t - x]$, (2.6a) for $\alpha = t - x$ and $\beta = x$, (2.6b) for all $\alpha \in [\max (s + \sigma, t - x'), t - x]$ and $\alpha + \beta = t$, (2.7) for all $\alpha \in [s + \sigma, t - x - \sigma]$ and $\beta = x$. Then the $i$-th iterate $x_h^i$ of the defect correction (2.4) satisfies

$$|| x_h^i - x_h^* ||_{X_h^*} \leq C(i) h^{\min(s', i\sigma)} || x^* ||_{X^s'}$$

(2.8)

where $x_h^* = R_h x^*$ and $x^*$ solution of (2.1).

If $s, \sigma, x$, and $x'$ are integers, the values of $\alpha, \beta$ in (2.5)—(2.7) can be restricted to integers in the respective intervals.

Theorem 2.1 will be applied to the special problem described in the next section. In Section 3.4 the definitions of the spaces $X^s$ etc. and of the mappings $F, F_h, F_h'$ are given.

3. Penalty correction method

3.1. Description

Consider the elliptic problem

$$Lu = f \text{ in } \Omega,$$

(3.1a)

$$u = g \text{ on } \Gamma = \partial \Omega,$$

(3.1b)

where without loss of generality $L$ is a differential operator of second order. Assume that Green’s formula

$$a(u, v) = \langle Lu, v \rangle + \langle Bu, v \rangle = \langle u, L^*v \rangle + \langle u, Cv \rangle \quad (u, v \in C^\infty \Omega)$$

(3.2)

holds for a bilinear form $a(\cdot, \cdot)$. $\langle \cdot, \cdot \rangle$ and $\langle \cdot, \cdot \rangle$ are the scalar products in $L^2(\Omega)$ and $L^2(\Gamma)$, respectively. $B$ and $C$ denote boundary operators of first order. For $h \in H := (0, h_o]$ define

$$A_h(u, v) := a(u, v) + h^{-1} \langle u, v \rangle.$$ 

Then the variational problem

$$A_h(u, v) = \langle f, v \rangle + h^{-1} \langle g, v \rangle \quad \text{for all } v \in H^1(\Omega)$$

(3.3)

corresponds to the differential equation (3.1a) with the boundary condition

$$u + h Bu = g \text{ on } \Gamma.$$ 

(3.1\textquoteleft)

Assume that $S^s$ is an approximating subspace of $H^1(\Omega)$ of order $m$:

$$\inf_{\varphi_h \in S^s} \| u - \varphi_h \|_1 \leq C h^{s-1} \| u \|, \quad \text{for all } u \in H^1(\Omega), s \in [1, m].$$

(3.4)

The norms are defined below. For simplicity we assume that $m$ is an integer $\geq 2$. 
Algorithm (cf. Paszynski [16]): The penalty correction method starts with the discrete solution of (3.3) and continues with correction of the boundary condition. The iterates \( u_h^i \in S_h \) are defined by
\[
A_h(u_h^i, v_h) = (f, v_h) + h^{-1}(g, v_h) \quad \text{for all } v_h \in S_h ,
\]
\[
A_h(u_h^{i+1} - u_h^i, v_h) = h^{-1}(g - u_h^i, v_h) \quad \text{for all } v_h \in S_h , \quad i = 1, 2, \ldots
\]
For the numerical solution of (3.5a, b) compare Section 3.3.

3.2. Error estimates

Let \( H^s(\Omega) \) and \( H^s(\Gamma) \) \((s \geq 0)\) be the Sobolev spaces of order \( s \) with norms denoted by \( ||\cdot||_s \) and \( |\cdot|_s \), respectively. \( H^{-s}(\Omega) \) and \( H^{-s}(\Gamma) \) \((s \geq 0)\) are defined as the respective dual spaces with the dual norms \( ||\cdot|_{-s} ||| \cdot ||_{-s} \).

The bilinear form \( a(\cdot, \cdot) \) is assumed to be continuous and \( H^1(\Omega) \)-coercive:
\[
|a(u, v)| \leq C||u||_1||v||_1 \quad \text{for all } u, v \in H^1(\Omega),
\]
\[
a(u, u) \geq \epsilon ||u||_0^2 - C ||u||_0^2 \quad \text{for all } u \in H^1(\Omega) \text{ and some } \epsilon > 0.
\]

If the boundary of \( \Omega \) and the coefficients of \( a(\cdot, \cdot) \) are sufficiently smooth, the following estimates hold for all \( u \in H^s(\Omega) \):
\[
||u||_s \leq C(||Lu||_{s-2} + |u|_{s-1/2}) \quad (2 \leq s \leq m)
\]
\[
||u||_s \leq C(||L^*u||_{s-2} + |u|_{s-1/2}) \quad (2 \leq s \leq m)
\]
\[
||u||_s \leq C(||u||_0 + ||Lu||_{s-2} + |Bu|_{s-3/2}) \quad (2 \leq s \leq m)
\]
\[
||u||_s \leq C(||u||_0 + ||L^*u||_{s-2} + |Cu|_{s-3/2}) \quad (2 \leq s \leq m)
\]
\[
|Bu|_{s-3/2} \leq C ||u||_s , \quad |Cu|_{s-3/2} \leq C ||u||_s \quad (2 \leq s \leq m)
\]
\[
|u|_{s-1/2} \leq C ||u||_s \quad (1 \leq s \leq m)
\]

For \( L, L^*, B, \) and \( C \) compare (3.2). In the following we only require (3.4), (3.6), (3.7). Symmetry and positive definiteness of \( a(\cdot, \cdot) \) is not necessary. Furthermore we need no inverse assumption and no special boundary conditions for \( S_h \). (3.7a) implies that zero is no eigenvalue of \( Lu = \lambda u, u|_{\Gamma} = 0 \). A similar condition for \( Lu = \lambda u, Bu = 0 \) (or \( u + hBu = 0 \)) is not required.

The following lemmata ensure the solvability of the problem (3.1a/1b') and of its discretization. Moreover, Lemma 3.1 shows that the solution \( u \) can be estimated independently of the penalty parameter \( h \). Also, the constant \( C \) of the error estimates in Lemma 3.2 does not depend on \( h \). The lemmata are proved in Section 4.

Lemma 3.1: For sufficiently small \( h \) the boundary value problem (3.1a), (3.1b') has a unique solution \( u = u(h) \) satisfying the estimate
\[
||u||_s \leq C(||||_{s-2} + |g|_{s-1/2}) \quad (2 - m \leq s \leq m)
\]
with \( C \) independent of \( h, s, f, g \).

Lemma 3.2: Let \( h \in (0, h_0) \) with \( h_0 \) small enough. Then a unique solution \( u_h \in S_h \) of
\[
A_h(u_h, v_h) = A_h(u, v_h) \quad \text{for all } v_h \in S_h
\]
exists and satisfies (3.10) if \( u \in H^1(\Omega) \):
\[
||u_h - u||_s \leq Ch'^{-s} ||u||_t \quad \text{for all } 2 - m \leq s \leq 1 \leq t \leq m,
\]
\[
||u_h - u||_{s-1/2} \leq Ch'^{-s} ||u||_t \quad \text{for all } 1 - m \leq s \leq 1 \leq t \leq m.
\]
By virtue of Lemma 3.2 the penalty correction method (3.5a, b) is well-defined, provided \( h \leq h_0 \). The following theorem shows that the optimal order of approximation (\( = 2m - 2 \), cf. (3.10)) is obtained by \( u_h^{2m-2} \).

**Theorem 3.1:** Let \( h \in (0, h_0) \) with \( h_0 > 0 \) small enough. The errors of \( u_h^t \) can be estimated by

\[
||u_h^t - u|| \leq C(i) h^{\min(t-s,i)} [||f||_{t-2} + |g|_{t-1/2}] \quad (2 - m \leq s \leq 1 \leq t \leq m),
\]

\[
||u_h^t - u||_{s-1/2} \leq C(i) h^{\min(t-s,i)} [||f||_{t-2} + |g|_{t-1/2}] \quad (1 - m \leq s \leq 1 \leq t \leq m),
\]

where \( u \) is the solution of (3.1a, b).

The proof will be given in Section 3.4 by verifying the presuppositions of the general Theorem 2.1.

**Corollary 3.1:** Let \( h \in (0, h_0) \). \( h^{-1} \sum_{j=1}^{i} (g - u_h^j) \) approximates \( Bu \):

\[
||Bu - h^{-1} \sum_{j=1}^{i} (g - u_h^j)|| \leq Ch^{\min(t-s+1,i+1)} [||f||_{t-2} + |g|_{t-1/2}] \quad (3.12)
\]

for \( 1 - m \leq s \leq 1 \leq t \leq m \).

Finally we remark that it is possible to obtain an error estimate \( O(h^{t-s}) \) even for the first iterate, if the penalty term is defined by means of the scalar product of \( H^m(\Gamma) \).

**Corollary 3.2:** The solution \( u_h \) of

\[ a(u_h, v_h) + h^{-2s} < u_h - g, v_h >_{H^s(\Gamma)} = < f, v_h > \quad \text{for all} \quad v_h \in S_h \]

satisfies

\[
||u_h - u|| \leq Ch^{\min(t-s+2s)} [||f||_{t-2} + |g|_{t-1/2}] \quad (2 - m \leq s \leq 1 \leq t \leq m).
\]

The use of the scalar product \( < \cdot, \cdot >_{H^s(\Gamma)} \) ist not convenient but possible. For integers \( s = k \) the scalar product can be defined by \( < u, v >_{H^k(\Gamma)} = < A_k u, v > \), where \( A_k \) is the Laplacean operator on \( \Gamma \).

### 3.3. Numerical solution by the multi-grid algorithm

Let \( u_h \in S_h \) have the coefficients \( U_h \) with respect to a suitable basis: \( u_h = P_h U_h \), where \( P_h \) maps the coefficient vector onto \( S_h \subset H^l(\Omega) \). The equations (3.5a, b) are of the form

\[
L_h U_h = Y_h,
\]

where the stiffness matrix \( L_h \) is defined by

\[
(L_h U_h, V_h) = A_h(P_h U_h, P_h V_h) = a(P_h U_h, P_h V_h) + h^{-1}(P_h U_h, P_h V_h).
\]

Here \( (\cdot, \cdot) \) denotes a suitable scalar product on the coefficient vector space.

The multi-grid algorithm described in [3] is a fast iteration solving (3.13). The rate \( \varrho_h \) of convergence is bounded by a constant \( \varrho_0 \), independent of the discretization parameter \( h : \varrho_h \leq \varrho_0 \). Usually, \( \varrho_0 \) is much smaller than 1. For numerical examples compare [4].
As proved in [3] the convergence follows mainly from two inequalities (Eq. (3.1), (3.2) in [3]) involving norms \(\|\cdot\|_{1,h}, \|\cdot\|_{2,h}\) (denoted by \(\|\cdot\|_1, \|\cdot\|_2\) in [3]). These estimates can be shown for the choice \(\|U_h\|_{1,h} := \|P_h U_h\|_0\) and \(\|U_h\|_{2,h} := \|P_h U_h\|_1 + h^{-1/2} |P_h U_h|_0\).

### 3.4. Proof of Theorem 3.1

In order to apply Theorem 2.1 we have to introduce the spaces \(X^s, Y^s, X_h^s, Y_h^s\) and the related mappings. We set

\[ X^s = H^s(\Omega), \quad Y^s = H^{s-2}(\Omega) \times H^{s-1/2}(\Gamma). \]

The components of \(y \in Y^s\) are always denoted by \(y^0\) and \(y^r\) : \(y = (y^0, y^r)\). The norm of \(Y^s\) is \(\|y\|_{Y^s} = \|y^0\|_{s-2} + \|y^r\|_{s-1/2}\). The Dirichlet problem (3.1a, b) becomes \(Fu = y := (f, g)\) if we define

\[ Fu = (Lu, u|_\Gamma) \]

for \(u \in X^s = H^s(\Omega); s \geq 2\).

\(Y_h^s\) is the space of \(y \in Y^s\) endowed with the norm

\[ \|y\|_{Y_h^s} = \begin{cases} \inf \{h^{1-s} \|y_1\|_Y + \|y_2\|_Y : y_1 + y_2 = y\} & \text{for } s > 1, \\ \|y\|_Y + h^{1-s} \|y\|_Y & \text{for } s \leq 1. \end{cases} \]

Each \(y \in Y_h^s\) gives rise to a solution \(u_h \in S_h\) of

\[ A(u_h, v_h) = (y^0, v_h) + h^{-1} \langle y^r, v_h \rangle \quad \text{for all } v_h \in S_h. \tag{3.14} \]

Since different \(y\)'s can yield the same \(u_h\), the space \(X_h^s\) does not consist of \(u_h \in S_h\) but of \(x = (u_h, y) = (u_h, y^0, y^r)\):

\[ X_h^s = \{x = (u_h, y) \in S_h \times Y_h^s \text{ satisfying (3.14)}\} \]

with

\[ \|x\|_{X_h^s} = \|y\|_{Y_h^s}. \]

\(R_h^s u\) is \((u_h, Lu, u + hBu)\) with \(A_h(u_h, v_h) = A_h(u, v_h) = (Lu, v_h) + h^{-1} \langle u + hBu, v_h \rangle\) (cf. ((3.2))):

\[ R_h^s u = F_h^{-1}(Lu, u + hBu), \]

where \(F_h : X_h^s \rightarrow Y_h^s\) is defined by

\[ F_h(u_h, y) = y. \]

By \(F_h^{-1} y, y = (f, g)\), the solution of the finite element problem (3.5a) is described. The second mapping \(F_h' : X_h^s \rightarrow Y_h^s\) is

\[ F_h'(u_h, y) = (y^0, u_h|_\Gamma) \]

according to the definition of \(F\). Note that \(F_h'\) is not invertible, since the range of \(F_h'\) is a proper subspace of \(Y_h^s\). Finally we set

\[ R_h^Y = R_h'^Y = \text{identity}. \]

Now we can formulate that the penalty correction method is a special example of the iterated defect correction method:

**Note 3.1:** The penalty correction method (3.5a, b) and the iterated defect correction (2.4) are equivalent in the following sense: If \(x_h^i = (u_h^i, y_h^i)\) is the result of (2.4), then the sequence \(u_h^i\) satisfies (3.5a, b).
Proof: \( y_{h} = R_{h}^{	au}(f, g) = (f, g) \) yields \( x_{h}^{1} = (u_{h}, f, g) \) satisfying (3.14) with \( y = (f, g) \). Since \( P_{h}(x_{h}^{i+1} - x_{h}^{i}) = R_{h}^{	au}(f, g) - F_{h}x_{h}^{i} = (f, g) - (y_{h}^{i+1}, u_{h}^{i}) \) and \( y_{h}^{i+1} = f \) (to be proved by induction), \( u_{h}^{i+1} - u_{h}^{i} \) fulfills (3.14) with \( y = (0, g - u_{h}^{i}) \), hence (3.5b) is valid.

By the following four notes we verify the four presuppositions (2.5), (2.6a), (2.6b) and (2.7) of Theorem 2.1. The definition of the norm of \( X_{h}^{k} \) implies

Note 3.2: (2.5) is valid with \( \sigma = 0 \) for all \( \alpha \in [2 - m, m] \).

Note 3.3: (2.6a) holds for \( \beta = \alpha = 1 \) and all \( \alpha \in [1, m - 1] \).

Proof: Let \( v \in X^{+ \delta} \). Since \( y = (R_{h}^{	au}F - F_{h}R_{h}^{	au})v = (Lv, v) - (Lv, v + hBu) = 0, -hBv) \), (3.7c) shows \( ||y||_{X_{h}^{+ \delta}} \leq C \|v\|_{X^{+ \delta}} \). Note 3.2: (2.5) is valid with \( \alpha = 1 \) and all \( \alpha \in [1, m - 1] \).

Proof: (i) Consider the case of \( \alpha \in [1, m - 1] \), \( t = \alpha + \beta = \alpha + 1 \leq m \). Let \( x_{h} = (w_{h}, \varphi) \in X_{h}^{t} \) with \( \omega := ||x_{h}||_{X_{h}^{t}} \). We have \( y = (F_{h}' - F_{h})x_{h} = (0, w_{h} - \varphi_{h}) \). By definition there is \( \varphi_{1} + \varphi_{2} = \varphi \) with \( |\varphi_{1}|_{1/2} \leq 2^{0h^{-1}}, |\varphi_{2}|_{1-1/2} \leq 2^{0} \). Define \( w_{h,i} := \varphi_{i} - \varphi_{i} (i = 1, 2) \) and let \( W_{i} \) be the solutions of \( LW_{i} = 0, W_{i} + h BW_{i} = \varphi_{i} \) \((i = 1, 2) \). Lemmata 3.1 and 3.2 yield

\[
\begin{align*}
|W_{2} - \varphi_{2}^{|}_{i-1/2} &= h |BW_{2} - \varphi_{2}^{|}_{i-1/2} \leq Ch \|W_{2}\|_{2} \leq C'h |\varphi_{2}^{|}_{i-1/2} \leq C''h \omega, \\
h^{1-\alpha} |w_{h,1} - W_{2,1/2} + |w_{h,1/2} + |\varphi_{1}^{|}_{1/2} \leq C[h \|W_{2}\|_{2} + h^{1-\alpha}(|W_{1,1/2} + |w_{h,1} - W_{1,1/2} + + \omega] \leq C'\omega.
\end{align*}
\]

Splitting \( y \) into \( y_{1} = (0, w_{h,1} - \varphi_{1}^{|} + w_{h,2} - W_{2} \) and \( y_{2} = (0, W_{2} - \varphi_{2}^{|} \), we obtain (2.7): \( ||y||_{X_{h}^{t}} \leq Ch\omega = C||x_{h}||_{X_{h}^{t}} \) with \( t = \alpha + 1 \).

(ii) Assume \( \alpha \in [2 - m, 0] \), \( t = \alpha + 1 \leq 1 \). \( x_{h} = (w_{h}, \varphi) \in X_{h}^{t} \) satisfies \( |\varphi_{1}^{|}_{i-1/2} \leq 2^{0} \), \( \omega := ||x_{h}||_{X_{h}^{t}} \). The last inequality implies \( |\varphi_{1}^{|}_{i-1/2} \leq C\omega^{i-1-\alpha} \) for \( s \leq t \). Define \( W_{L} = 0, W + h BW = \varphi(\Gamma) \). The estimates

\[
\begin{align*}
h^{1-\alpha} |w_{h} - W_{2,1/2} &\leq Ch^{1-\alpha} |\varphi_{i,1/2} \leq C'h \omega \quad (\alpha \leq s \leq 1), \\
|W - \varphi_{i,1} - W_{2,1/2} &\leq Ch \|BW_{i,1/2} \leq C'h |W_{i,1/2} \leq C''h |\varphi_{i,1/2} \leq C^{*}h \omega, \\
h^{1-\alpha} |W - \varphi_{i,1/2} &\leq h^{1-\alpha}(|W_{i,1/2} + |\varphi_{i,1/2} \leq Ch\omega \\
\end{align*}
\]

(cf. Lemmata 3.1, 3.2, 4.1) prove \( ||y||_{X_{h}^{t}} = ||(0, w_{h} - \varphi)||_{X_{h}^{t}} \leq Ch\omega = C||x_{h}||_{X_{h}^{t}} \) for \( t = \alpha + 1 \leq 1 \), too.

The following lemma connects the norms of \( H^{s}(\Omega), H^{-1/2}(\Gamma) \) and \( X_{h}^{k} \). Its proof is given in Section 4.

Lemma 3.3: For \( x_{h} = (u_{h}, y) \in X_{h}^{k} \) we have

\[
\begin{align*}
||u_{h}||_{s} &\leq C||u_{h}, y||_{X_{h}^{k}} \quad \text{for } 2 - m \leq s \leq 1, \\
||u_{h,1,1/2} &\leq C||u_{h}, y||_{X_{h}^{k}} \quad \text{for } 1 - m \leq s \leq 1.
\end{align*}
\]

Proof of Theorem 3.1: Let \( u_{h} \) the first component of \( R_{h}^{x}u = (u_{h}, Lu, u + hBu) \). By the Notes 3.2—3.5 the estimate (2.8) of Theorem 2.1 holds. Together with Lemma 3.3...
3.3 it shows \( |u^{t}_h - u_{h^s}| \leq C(i) h^t |u|_s \) for \( 2 - m \leq s \leq 1 \leq t = s + i \leq m \) and
the same estimate for \( |u^{t}_h - u_{h^{s-1/2}}| \) also for \( s = 1 - m \). The inequality (3.7a) yields
the final result.

Proof of Corollary 3.1: Summing up the equations of (3.5a, b) one obtains
\[
A_h(u^{t+1}_h, v_h) = (f, v_h) + h^{-1} \left( g + \sum_{j=1}^{i} (g - u^{j}_h), v_h \right)
\]
for all \( v_h \in S_h \). Since
\[
A_h(u^{t+1}_h, v_h) = A_h(u, v_h) = (f, v_h) + h^{-1}(g + hBu, v_h)
\]
for \( x_h = (u_h, Lu, u + hBu) = R_h x \) one obtains
\[
A_h(u^{t+1}_h - u_h, v_h) = h^{-1}(\varphi^t, v_h) \quad \text{with} \quad \varphi^t = \sum_{j=1}^{i} (g - u^{j}_h) - hBu.
\]
In the foregoing part we estimated \( x^{t+1}_h - x_h = (u^{t+1}_h - u_h, 0, \varphi^t) \). (3.12) follows
from \( |\varphi^t|_{s-1/2} \leq |x^{t+1}_h - x_h|_{X,H}^s \) for \( s \in [1 - m, 1] \).

4. Proofs of the lemmata

4.1. Auxiliary lemmata

Lemma 4.1: If \( Lu = 0 \) then \( |Bu|_{s-3/2} \leq C |u|_{s-1/2} \) for all \( s \in [2 - m, m] \).

Proof: The inequality holds for \( s = m \) because of (3.7a), (3.7a). Assume
\( s = 2 - m \) and let \( v \in H^{m-1/2}(\Gamma) \). By (3.7a) \( V \in H^m(\Omega) \) with \( L^* V = 0, V = v \) on \( \Gamma \). (3.2) gives
\[
\langle Bu, v \rangle = a(u, V) = \langle u, CV \rangle \leq |u|_{s-1/2} |CV|_{1/2-s} \leq |u|_{s-1/2} |v|_{3/2-s}
\]
proving the estimate for \( s = 2 - m \). By interpolation Lemma 4.1 follows.

Lemma 4.2: If \( Lu = 0 \) then \( |u|_s \leq C |u|_{s-1/2} \) for all \( s \in [2 - m, m] \).

Proof: (3.7a) implies the estimate for \( s = m \). Let \( s = 2 - m \), \( v \in H^{-e}(\Omega) \) and
define \( w \in H^2(\Omega) \) by \( L^* w = v, w|_r = 0 \). (3.2) and (3.7a) imply
\[
\langle u, v \rangle = a(u, w) - \langle u, Cw \rangle = -\langle u, Cw \rangle \leq |u|_{s-1/2} |Cw|_{1/2-s} \leq C |u|_{s-1/2} |v|_{s-1/2}.
\]
Thus, interpolation yields Lemma 4.2.

Lemma 4.3: There is \( h_0 > 0 \) so that
\[
|u|_t^2 \leq CA_h(u, u) \quad \text{for all} \quad h \in (0, h_0), u \in H^4(\Omega) \quad \text{with} \quad Lu = 0.
\]

If (3.6) holds with \( C \leq 0 \), i.e., if \( a(\cdot, \cdot) \) is positive, then \( h_0 = \infty \) may be
chosen.

Proof: (3.6b) implies
\[
A_h(u, u) = a(u, u) + h^{-1} \langle u, u \rangle \geq \epsilon |u|_t^2 - C |u|_0^2 + h^{-1} |u|_0^2
\]
\[
\geq \epsilon' |u|_t^2 + h^{-1} |u|_0^2 + (1 - \epsilon') h^{-1} |u|_0^2 - C |u|_0^2,
\]
where \( \epsilon' = \min(\epsilon, 1/2) > 0 \). Since \( |u|_0^2 \leq C' |u|_{1/2}^2 \leq C' |u|_0^2 \) by Lemma 4.2, the
assertion follows if \( (1 - \epsilon') h^{-1} - CC' \geq 0 \), i.e., if \( h \leq h_0 := (1 - \epsilon')/|CC'| \) or
\( C \geq 0 \).
Lemma 4.4: Choose $h_0$ as in Lemma 4.3 and define $B$ by

$$B u = h_0^{-1} u + B u.$$  

For all $u \in H^s(\Omega)$ with $Lu = 0$ the following estimate holds:

$$\frac{1}{C} |u|_{s-1/2} \leq |Bu|_{s-3/2} \leq C |u|_{s-1/2} \quad \text{for all } s \in [2 - m, m], u \in H^s(\Omega), Lu = 0. \quad (4.2)$$

Proof: (i) Since $h_0$ is fixed, the second inequality follows from Lemma 4.1. (ii) Consider the case $s = 1$. Apply (3.7d), (4.1), and (3.2):

$$|u|_{1/2}^2 \leq C' ||u||_1^2 \leq CA_h(u, u) = C(B u, u) \leq C |Bu|_{1/2} |u|_{1/2}.$$  

(iii) Let $s \in [1, m]$. Using (3.7d), (3.7b), and Lemma 4.2 we obtain

$$|u|_{s-1/2} \leq C ||u||_0 + |Bu|_{s-3/2} \leq C' ||u|_{s-1/2} + |Bu||_{s-3/2}.$$

Hence, (iii) implies (4.2) for $1 \leq s \leq 2$. This result shows (4.2) for $2 \leq s \leq 3$, etc. (iv) Let $s \in [2 - m, 1], u \in H^{2-s}(\Gamma), v \in H^{1/2}(\Gamma)$. Define $V \in H^{2-s}(\Omega)$ by $L^* V = 0, CV := CV + h_0^{-1}V = v$ on $\Gamma$. Part (iii) (with $L^*, C$ instead of $L, B$) shows $|V|_{2-s} \leq C |CV|_{1/2} = C |V|_{1/2}$. Hence,

$$\langle u, v \rangle = A_h(u, V) = \langle Bu, V \rangle \leq |Bu|_{s-3/2} |V|_{3/2-s} \leq C |Bu|_{s-3/2} |v|_{1/2-s}$$

implies (4.2). \[\square\]

Lemma 4.5: Let $g \in H^{1/2}(\Gamma)$ and $h \in (0, h_0/2]$. Then the boundary value problem $Lu = 0, + hBu = g$ has a solution satisfying

$$|u|_s \leq C |g|_{s-1/2}, \quad ||u||_s \leq C h^{-1} |g|_{s-3/2} \quad (2 - m \leq s \leq m), \quad (4.3a)$$

$$|u|_{s-1/2} \leq C |g|_{s-1/2} \quad (1 - m \leq s \leq m). \quad (4.3b)$$

Proof: (i) The existence follows from (4.1). (ii) Proof of (4.3b). By virtue of (4.2) $B$ can be viewed as a bounded operator from $H^{1/2}(\Gamma)$ onto $H^{1/2}(\Gamma)$. Let $s = m$ be an integer. Note that $a(h) u + hBu = u + hBu + g$ for $a(h) := 1 - h/h_0 \geq 1/2$. Lemma 4.4 and (4.1) show

$$|u|_{m-1/2}^2 \leq C' |B^m u|_{m-1/2}^2 \leq C' ||B^m u||_1^2 \leq CA_h(B^m u, B^m u)$$

$$= C < B^m u, B^m u> \leq C(B^m u, B^m u) + \alpha(h)^{-1} hB^m u) = C a(h)^{-1} (B^m u, B^m u)$$

$$\leq 2C |B^m u|_{m-1/2} |B^m u|_{m-1/2} \leq C^* |u|_{m-1/2} |g|_{m-1/2},$$

where we identify $Bu \in H^s(\Gamma)$ with the solution $V$ of $LV = 0, V = Bv$ on $\Gamma$. Let $v \in H^{1/2}(\Gamma)$ and define $V$ by $L^* V = 0, V + hCV = v$ on $\Gamma$. The just proved estimate (with $L^*, C$ instead of $L, B$) yields

$$\langle u, v \rangle = \langle u, v + hCV \rangle = hA_h(u, V)$$

$$= \langle g, V \rangle \leq |g|_{1/2-m} |V|_{m-1/2} \leq C |g|_{1/2-m} |v|_{m-1/2},$$

hence (4.3b) for $s = 1 - m$. Interpolation proves (4.3b) for all $s$. (iii) (4.3b) and Lemma 4.2 imply the first inequality of (4.3a). (iv) The remaining part of (4.3a) follows from Lemma 4.2, (4.2) and (4.3b):

$$||u||_s \leq C' |Bu|_{s-3/2} = C' h^{-1} |g - a(h) u|_{s-3/2} \leq C h^{-1} |g|_{s-3/2} \quad \square$$
Lemma 4.6: Let \( s \in [2 - m, m] \), \( f \in H^{s-2}(\Omega) \) and define \( u \) by \( Lu = f, u + hBu = 0 \). Then \( u \) satisfies
\[
\|u\|_s + |Bu|_{s-3/2} + |u|_{s-1/2} + h^{-1} |u|_{s-3/2} \leq C \|f\|_{s-2} \quad (2 - m \leq s \leq m).
\]

Proof: The inequalities are obvious for \( s = m \). Let \( s = 2 - m \) and \( v \in H^{3/2-s}(\Gamma) \). Define \( V \) by \( L^*V = 0, V + hCV = v \). (3.2) yields \( \langle u, v \rangle = hA_h(u, V) = h(f, V) \). Hence, the estimates \( |\langle u, v \rangle| \leq h \|f\|_{s-m} \|V\|_m \leq Ch \|f\|_{s-m} \|v\|_{s-1/2} \) and \( |\langle u, v \rangle| \leq h \|f\|_{s-m} \|v\|_{s-3/2} \) prove \( |u|_{s-3/2} + h^{-1} |u|_{s-3/2} \leq C \|f\|_{s-m} \). The estimate of \( Bu \) follows from \( Bu = h^{-1} u \), while \( \|u\|_s \leq C \|f\|_{s-2} \) is shown by \( (u, v) = (f, V) \) with \( L^*V = v, V + hCV = 0 \) on \( \Gamma \).

4.2. Proof of Lemmata 3.1–3.3

Proof of Lemma 3.1: Combine the Lemmata 4.5 and 4.6.

Proof of Lemma 3.2: Set \( e = u_h - u \). (3.6a) implies
\[
|A_h(e, v)| \leq C \|e\|_s \|v\|_s + h^{-1} |e|_{s-1/2} |v|_{s-1/2} \leq C \|e\|_s \|v\|_s + h^{-1} |v|_{s-1/2}.
\]
Let \( L^*v = 0, v + hCv = A^{2s}e \) on \( \Gamma \), where \( A = A^* \) is defined by \( |A^{s-1/2}v|_0 = |v|_{s-1/2} \).
Choosing a suitable \( \varphi_h \in S_h \) one obtains
\[
|e|_{s-1/2} = \langle e, A^{s-1}e \rangle = hA_h(e, v) = hA_h(e, v - \varphi_h)
\]
\[
\leq Ch^{1-s} \|e\|_s \|v\|_{s-3} \leq C'h^{1-s} |e|_{s-1/2} \|e\|_1,
\]

hence
\[
|e|_{s-1/2} \leq Ch^{1-s} \|e\|_1 \quad (1 - m \leq s \leq 1).
\]
Similarly, the choice of \( v \) by \( L^*v = A^{2s}e, v + hCv = 0 \) (\( \Gamma \)) with \( A = A^* \) fulfilling \( \|A^*w\|_0 = \|w\|_0 \) leads to
\[
\|e\|_s \leq Ch^{1-s} \|e\|_1 \quad (2 - m \leq s \leq 1).
\]
From (3.6b) one concludes that
\[
|e|_s^2 \leq CA_h(e, e) + C' \|e\|_0^2 = CA_h(e, u - \varphi_h) + C' \|e\|_0^2
\]
\[
\leq C'[\|e\|_s + h^{-1} |e|_{s-1/2} \|u - \varphi_h\|_1 + \|e\|_0^2]
\]
\[
\leq C'[\|e\|_s + h^{-1} \|u\|_1 + h^2 \|e\|_0^2
\]
whence \( \|e\|_1 \leq Ch^{1-s} \|u\|_1 \), provided that \( h \) is sufficiently small. By (4.5a, b) all estimates of Lemma 3.2 are proved.

Proof of Lemma 3.3: By definition \( \|(u_h, y)\|_{x^*} = \|y\|_{y_*} \) holds. Let \( v \) be the solution of \( Lu = y^2, u + hBu = y^p \). Lemmata 4.5, 4.6 show \( \|u\|_s \leq C \|y\|_{y_*} \) for \( s \in [2 - m, 1] \) and \( \|u\|_{s-1/2} \leq C \|y\|_{y_*} \) for \( s \in [1 - m, 1] \). Since \( \|u\|_1 \leq C h^{s-1} \|y\|_{y_*} \), Lemma 3.2 implies the remaining estimates of \( u - u_h \).
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