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Abstract. For the scalar delay differential equation with a distributed delay
\[ \dot{x}(t) + \int_{-\infty}^{t} x(s) \, d_s R(t, s) = f(t) \quad (t > t_0) \]
a connection between the properties
- non-oscillation
- positiveness of the fundamental function
- existence of a non-negative solution for a certain nonlinear integral inequality
is established. This enables to obtain comparison theorems and explicit non-oscillation and oscillation conditions being generalizations of some known results for delay equations and integro-differential equations and leads to oscillation results for equations with infinite number of delays.
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1. Introduction

Delay differential equations occur in many models of mechanics, technology, economics, biology and medicine (see [15: Chapter 2]). Oscillation of such equations is an intensively developing field (see, for example, monographs [9, 10, 13, 16] and references therein).

We consider an equation with a distributed delay
\[ \dot{x}(t) + \int_{-\infty}^{t} x(s) \, d_s R(t, s) = f(t) \quad (t > t_0) \quad (1) \]
with the initial function
\[ x(t) = \varphi(t) \quad (t < t_0). \quad (2) \]
Equation (1) includes the following ones as special cases:

1) The delay differential equation
\[ \dot{x}(t) + \sum_{k=1}^{m} A_k(t)x(h_k(t)) = f(t) \] (3)

if we assume
\[ R_1(t, s) = \sum_{k=1}^{m} A_k(t)\chi_{[h_k(t), \infty)}(s) \] (4)

where \( \chi_{[a,b]} \) is the characteristic function of the segment \([a,b]\).

2) The integro-differential equation
\[ \dot{x}(t) + \int_{-\infty}^{t} K(t,s)x(s) \, ds = f(t) \] (5)

when
\[ R_2(t, s) = \int_{-\infty}^{s} K(t, \zeta) \, d\zeta. \] (6)

3) The mixed equation
\[ \dot{x}(t) + \sum_{k=1}^{m} A_k(t)x(h_k(t)) + \int_{-\infty}^{t} K(t,s)x(s) \, ds = f(t) \] (7)

where \( R_3(t, s) = R_1(t, s) + R_2(t, s) \), with \( R_1 \) and \( R_2 \) defined by (4) and (6), respectively.

4) The mixed equation with infinite number of delays
\[ \dot{x}(t) + \sum_{k=1}^{\infty} A_k(t)x(h_k(t)) + \int_{-\infty}^{t} K(t,s)x(s) \, ds = f(t) \] (8)

which is obtained if
\[ R_4(t, s) = \sum_{k=1}^{\infty} A_k(t)\chi_{[h_k(t), \infty)}(s) + \int_{-\infty}^{s} K(t, \zeta) \, d\zeta. \] (9)

The latter equation is the most general among (3), (5), (7), (8). However, if \( R(t, \cdot) \) contains
a component which is continuous but not absolutely continuous, then equation (1) turns
into an equation which differs from (8).

Thus, once the oscillation of equation (1) has been studied, relevant results for
equations (3), (5), (7), (8) can be obtained. Oscillation properties of an equation which
is equivalent to equation (1) were investigated in [16] (see also references therein). We
genralize the results of [16] in the following directions:

1. In [16] an additional integral condition on \( R(t, s) \) is imposed, which lead to
continuous coefficients \( A_k \) and kernels \( K \) in (3) - (8). We deal with measurable essentially
bounded (locally integrable) functions. Many applied problems lead to equations with discontinuous coefficients. In addition, this is important for mathematical applications. For example, in [14] it was demonstrated that oscillation properties of a difference equation can be derived from oscillation properties of some delay differential equation with discontinuous delays. As was shown in [2, 3], we can study oscillation of non-impulsive delay equations with discontinuous coefficients rather than oscillation of an impulsive delay equation.

2. Explicit oscillation (non-oscillation) conditions in [16] are obtained in the case when $R(t, s)$ is non-decreasing in $s$ for each $t$ (this corresponds to positive coefficients in (3) - (8)). Sometimes we succeed in avoiding such a constraint.

Among numerous publications on oscillation of equations with deviating argument we mention here [11, 12] which are concerned with a distributed delay.

Our approach to oscillation problems follows one employed in [4, 5]. The main result is that under some natural assumptions the following four assertions are equivalent:

- non-oscillation of the equation and the corresponding differential inequality
- positiveness of the fundamental function and existence of a non-negative solution of a certain nonlinear integral inequality, which is constructed explicitly from the differential equation.

The paper is organized as follows. Section 2 includes relevant definitions and notations. In Section 3 the equivalence of the four abovementioned properties is established. Section 4 deals with comparison results. Comparison theorems appeared to be an efficient tool in oscillation theory (see [9, 10, 13 - 16]). In Section 5 explicit non-oscillation and oscillation conditions are presented. Here we obtain some known results from [4, 5, 16] for a more general class of equations. Section 6 contains a sufficient oscillation condition which uses existence of a slowly oscillating solution.

2. Preliminaries

We study problem (1) - (2) under the following assumptions:

(a1) $R(t, \cdot)$ is a left continuous function of bounded variation, and for each $s$ its variation on the segment $[t_0, s]$ 

$$P(t, s) = var_{[t_0, s]} R(t, \cdot)$$

is a locally integrable function in $t$.

(a2) $R(t, s) = R(t, t^+) \ (t < s)$.

(a3) $f : [t_0, \infty) \rightarrow \mathbb{R}$ is a Lebesgue measurable locally essentially bounded function and $\varphi : (-\infty, t_0) \rightarrow \mathbb{R}$ is a Lebesgue measurable bounded function.

Definition. A function $x : \mathbb{R} \rightarrow \mathbb{R}$ is called a solution of problem (1) - (2) if it satisfies equation (1) for almost every $t \in [t_0, \infty)$ and (2) holds for $t < t_0$. 

On Oscillation of Delay Equations 491
Definition. For each \( s \geq t_0 \) denote by \( X(t, s) \) the solution of the problem
\[
\begin{aligned}
\dot{x}(t) + \int_{-\infty}^{t} x(s) \, d_s R(t, s) &= 0 & (t \geq s) \\
x(t) &= 0 & (t < s) \\
x(s) &= 1
\end{aligned}
\] (11)
called a fundamental function of equation (1). We assume \( X(t, s) = 0 \) for \( 0 \leq t < s \).

Consider an initial value problem for (1) - (2), i.e a solution satisfying additionally
\[
x(t_0) = x_0
\] (12)
for some initial value \( x_0 \).

Lemma 1 (see [1: Theorem 5.1.1]). Let assumptions (a1) - (a3) hold. Then there exists one and only one solution of problem (1), (2), (12) that can be presented in the form
\[
x(t) = X(t, t_0)x_0 + \int_{t_0}^{t} X(t, s)f(s) \, ds - \int_{t_0}^{t} X(t, s) \, ds \int_{-\infty}^{s} \varphi(\tau) \, d\tau R(s, \tau)
\] (13)
where \( \varphi(\tau) = 0 \) if \( \tau > t_0 \).

3. Existence of a positive solution

We study problem (1) - (2) with a bounded aftereffect, i.e. the following hypothesis holds:

(a4) For each \( t_1 \) there exists \( s_1 = s(t_1) \leq t_1 \) such that \( R(t, s) = 0 \) for \( s < s_1 \) and \( t > t_1 \) and \( \lim_{t \to \infty} s(t) = \infty \).

If assumption (a4) holds, we can introduce the function
\[
h(t) = \inf \{ s \mid R(t, s) \neq 0 \}
\] (14)
such that \( \lim_{t \to \infty} h(t) = \infty \).

Together with equation (1) let us consider the homogeneous equation
\[
\dot{x}(t) + \int_{-\infty}^{t} x(s) \, d_s R(t, s) = 0 \quad (t \geq t_0)
\] (15)
and the differential inequality
\[
\dot{y}(t) + \int_{-\infty}^{t} y(s) \, d_s R(t, s) \leq 0 \quad (t \geq t_0).
\] (16)
Let us study the existence of an eventually positive solution of problem (15), (2).
Definition. Equation (15) has a positive solution \( x \) for \( t \geq t_1 \geq t_0 \) if there exist an initial function \( \varphi \) and an initial value \( x_0 \) such that \( x \) is solution of problem (15),(2),(12) which is positive for \( t \geq t_1 \).

Theorem 1. Suppose \( R(t, \cdot) \) is a non-decreasing function for each \( t \) and assumptions (a1), (a2), (a4) hold. Then the following hypotheses are equivalent:

1) There exists \( t_1 \geq t_0 \) such that (16) has a positive solution for \( t \geq t_1 \).

2) There exists \( t_2 \geq t_0 \) such that the inequality

\[
 u(t) \geq \int_{h(t)}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, ds \, R(t, s)
\]

has a non-negative locally integrable solution \( u \) for \( t \geq t_2 \) (in (17) we assume \( u(t) = 0 \) for \( t < t_2 \)).

3) There exists \( t_3 \geq 0 \) such that the fundamental function of (1) \( X(t, s) > 0 \) for \( t > s \geq t_3 \).

4) There exists \( t_4 \geq 0 \) such that (15) has a positive solution for \( t \geq t_4 \).

Proof. Let us prove the implications

\[ 1) \Rightarrow 2) \Rightarrow 3) \Rightarrow 4) \Rightarrow 1). \]

1) \( \Rightarrow 2) \). Let \( y \) be a positive solution of inequality (16) for \( t \geq t_1 \). Let \( t_2 \) be such a number that \( R(t, s) = 0 \) if \( s \leq t_1 \) and \( t \geq t_2 \). Denote

\[
 u(t) = -\frac{d}{dt} \ln \frac{y(t)}{y(t_2)}, \quad \text{i.e. } y(t) = y(t_2) \exp \left\{ -\int_{t_2}^{t} u(s) \, ds \right\}
\]

and assume \( u(t) = 0 \) for \( t < t_2 \). By substituting \( y \) into (16) we obtain

\[
 -y(t_2) \exp \left\{ -\int_{t_2}^{t} u(s) \, ds \right\} \, u(t) + y(t_2) \int_{-\infty}^{t} \exp \left\{ -\int_{t_2}^{s} u(\tau) \, d\tau \right\} \, ds \, R(t, s) \leq 0
\]

which implies

\[
 y(t_2) \exp \left\{ -\int_{t_2}^{t} u(s) \, ds \right\} \left[ -u(t) + \int_{-\infty}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, ds \, R(t, s) \right] \leq 0. \quad (18)
\]

The first factor is positive since \( y(t_2) > 0 \). Consequently, the expression in the brackets \([\ldots]\) is also positive. Hence

\[
 u(t) \geq \int_{-\infty}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, ds \, R(t, s) \quad (t \geq t_2). \quad (19)
\]

Since \( R(t, s) = 0 \) for \( s < h(t) \), then (19) is equivalent to

\[
 u(t) \geq \int_{h(t)}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, ds \, R(t, s) \quad (t \geq t_2).
\]
The last inequality implies (17), i.e. statement 2).

2) \( \Rightarrow 3 \). As first step, let us prove that the fundamental function \( X(s, t) \) of problem (11) is non-negative for \( t \geq s \geq t_3 \) where \( t_3 \geq t_0 \) is a certain number. Consider the initial value problem

\[
\begin{align*}
\dot{x}(t) + \int_{-\infty}^{t} x(s) d_s R(t, s) &= f(t) \quad (t > t_2) \\
x(t) &= 0 \quad (t \leq t_2)
\end{align*}
\]

(20)

Denote by \( z \) the function defined by \( z(t) = \dot{x}(t) + u(t)x(t) \) where \( u \) is a non-negative solution of inequality (17) and \( x \) is the solution of problem (20). Thus

\[
x(t) = \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) d\tau \right\} z(s) ds \quad (t \geq t_2).
\]

(21)

After substituting \( x \) into (20) we obtain

\[
z(t) - u(t) \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) d\tau \right\} z(s) ds
\]

\[
+ \int_{t_2}^{t} \left( \int_{t_2}^{s} \exp \left\{ - \int_{\theta}^{s} u(\tau) d\tau \right\} z(\theta) d\theta \right) d_s R(t, s) = f(t).
\]

In the second integral (in \( s \)) the integrand vanishes for \( s < t_2 \). After changing in it the order of integration we have

\[
z(t) - u(t) \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) d\tau \right\} z(s) ds
\]

\[
+ \int_{t_2}^{t} z(s) ds \int_{t_2}^{t} \exp \left\{ - \int_{s}^{\theta} u(\tau) d\tau \right\} d\theta R(t, \theta) = f(t).
\]

Thus the left-hand side is equal to

\[
z(t) - u(t) \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) d\tau \right\} z(s) ds
\]

\[
+ \int_{t_2}^{t} z(s) ds \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) d\tau \right\} \exp \left\{ \int_{\theta}^{t} u(\tau) d\tau \right\} d\theta R(t, \theta)
\]

\[
- \int_{t_2}^{t} z(s) ds \int_{t_2}^{s} \exp \left\{ - \int_{s}^{\theta} u(\tau) d\tau \right\} d\theta R(t, \theta)
\]

\[
= z(t) - \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) d\tau \right\} z(s) ds
\]

\[
\times \left[ u(t) - \int_{t_2}^{t} \exp \left\{ \int_{\theta}^{t} u(\tau) d\tau \right\} d\theta R(t, \theta) \right]
\]

\[
- \int_{t_2}^{t} z(s) ds \int_{t_2}^{s} \exp \left\{ - \int_{s}^{\theta} u(\tau) d\tau \right\} d\theta R(t, \theta) = f(t).
\]
Consequently, we obtain an operator equation

$$z - Hz = f$$  \hspace{1cm} (22)$$

which is equivalent to problem (20) where

$$(Hz)(t) = \int_{t_2}^{t} \exp \left\{ - \int_{s}^{t} u(\tau) \, d\tau \right\} z(s) \, ds$$

$$\times \left[ u(t) - \int_{t_2}^{t} \exp \left\{ \int_{\theta}^{t} u(\tau) \, d\tau \right\} d_{\theta} R(t, \theta) \right]$$

$$+ \int_{t_2}^{t} z(s) \, ds \int_{s}^{t} \exp \left\{ - \int_{\theta}^{s} u(\tau) \, d\tau \right\} d_{\theta} R(t, \theta).$$  \hspace{1cm} (23)$$

Inequality (17) yields that if $z(t) \geq 0$, then $(Hz)(t) \geq 0$, i.e. $H$ is a positive operator $(t > t_2)$. Besides, in each final interval $[t_2, b]$ $H$ is a sum of Volterra integral operators, which are compact in the space of integrable functions. Hence [8: p. 519] its spectral radius $r(H) = 0 < 1$ and consequently, if in equation (22) the right-hand side $f$ is non-negative, then

$$z(t) = f(t) + (Hf)(t) + (H^2f)(t) + (H^3f)(t) + \ldots \geq 0.$$

We recall that the solution of problem (20) has form (21), with $z$ being a solution of equation (22). Thus if in (20) $f \geq 0$, then $x(t) \geq 0$. On the other hand, the solution of problem (20) has the representation

$$x(t) = \int_{t_2}^{t} X(t, s)f(s) \, ds.$$ 

As was demonstrated above, $f(t) \geq 0$ implies $x(t) \geq 0$. Hence the kernel of the integral operator is non-negative, i.e. $X(t, s) \geq 0$ for $t \geq s > t_2$.

As second step let us prove that the fundamental function $X(t, s)$ is strictly positive: $X(t, s) > 0$. To this end consider the function

$$x(t) = X(t, t_2) - \exp\left\{ - \int_{t_2}^{t} u(s) \, ds \right\}$$

and substitute $x$ into the left-hand side of (20):

$$X'(t, t_2) + u(t) \exp \left\{ - \int_{t_2}^{t} u(s) \, ds \right\}$$

$$+ \int_{t_2}^{t} X(s, t_2) \, ds \exp \left\{ - \int_{t_2}^{s} u(\tau) \, d\tau \right\} d_{s} R(t, s)$$

$$= 0 + \exp \left\{ - \int_{t_2}^{t} u(s) \, ds \right\} \left[ u(t) - \int_{t_2}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} d_{s} R(t, s) \right]$$

$$\geq 0.$$
Therefore \( x \) is a solution of problem (20) with non-negative right-hand side. As shown above, \( x(t) \geq 0 \), consequently,

\[
X(t, t_2) \geq \exp \left\{ - \int_{t_2}^{t} u(s) \, ds \right\} > 0.
\]

For any \( s > t_2 \) the inequality \( X(t, s) > 0 \) can be verified in a similar way.

3) \( \Rightarrow \) 4). The function \( x(t) = X(t, t_2) \) is a positive solution of equation (1) for \( t \geq t_2 \). The implication 4) \( \Rightarrow \) 1) is obvious. 

Remark. The lower bound of the integrals in the proof is constant (\( t_2 \)); however, due to the boundedness of the delay, in many cases it can be changed by \( h_k(t) \), where \( t \) is an upper bound, for \( t \) being large enough.

Corollary 1.1. Suppose \( A_k \geq 0 \) \((k = 1, \ldots, m)\), \( K(t, s) \geq 0 \) and the following conditions are satisfied:

1) \( K(t, s) \) is Lebesgue integrable over each finite square \([t_0, b] \times [t_0, b]\),

\[
a(t) = \sum_{k=1}^{\infty} A_k(t) \chi_{[h_k(t), \infty)}(t)
\]

is a locally essentially bounded function (for a finite number of delays \( h_k \) each \( A_k \) is assumed to be locally essentially bounded).

2) \( K(t, s) = 0 \) \((s < t)\) and \( h_k(t) \) are Lebesgue measurable functions, \( h_k(t) \leq t \) \((k \in \mathbb{N})\).

3) \( \lim_{t \to \infty} \inf h_k(t) = \infty \), and there exists a function \( h_0(t) \) with \( \lim_{t \to \infty} h_0(t) = \infty \)

such that \( K(t, s) = 0 \) if \( s < h_0(t) \).

Then the following hypotheses are equivalent:

1) There exists \( t_1 \geq t_0 \) such that the inequality

\[
\dot{x}(t) + \sum_{k=1}^{\infty} A_k(t) x(h_k(t)) + \int_{h_0(t)}^{t} K(t, s) x(s) \, ds \leq 0 \tag{24}
\]

has a positive solution for \( t \geq t_1 \).

2) There exists \( t_2 \geq t_0 \) such that the inequality

\[
u(t) \geq \sum_{k=1}^{\infty} A_k(t) \exp \left\{ \int_{h_k(t)}^{t} u(s) \, ds \right\} + \int_{h_0(t)}^{t} K(t, s) \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, ds \tag{25}
\]

has a non-negative locally integrable solution \( u \) for \( t \geq t_2 \) (in inequality \(25\) it is assumed that \( u(t) = 0 \) if \( t < t_2 \)).

3) There exists \( t_3 \geq t_0 \) such that the fundamental function of equation (8) is positive for \( t > s \geq t_3 \).

4) There exists \( t_4 \geq t_0 \) such that equation (8) with \( f \equiv 0 \) has a positive solution for \( t \geq t_4 \).

Remark. Theorem 1 in [5] is a partial case of Theorem 1 for equation (7).
4. Comparison Theorems

Consider together with equation (15) the following one:

$$\dot{x}(t) + \int_{-\infty}^{t} x(s) \, ds \, T(t, s) = 0 \quad (t \geq t_0). \quad (26)$$

We compare the properties of equations (15) and (26) concerning the existence of a non-negative solution.

**Theorem 2.** Suppose $R$ and $T$ satisfy assumptions (a1), (a2), (a4), and the functions $R(t, \cdot)$ and the differences $R(t, \cdot) - T(t, \cdot)$ are non-decreasing for each $t$. If inequality (17) has a positive solution for $t \geq t_2$, then equation (26) has a positive solution for $t \geq t_2$ and its fundamental function $Y(t, s)$ is positive for $t \geq s \geq t_2$.

**Proof.** Consider the initial value problem

$$\begin{align*}
\dot{x}(t) + \int_{-\infty}^{t} x(s) \, ds \, T(t, s) &= f(t) & (t \geq t_2) \\
x(t) &= 0 & (t \leq t_2)
\end{align*} \quad (27)$$

Let us demonstrate that $f(t) \geq 0$ implies $x(t) \geq 0$ where $x$ is a solution of problem (27). To this end rewrite (27) as

$$\begin{align*}
\dot{x}(t) + \int_{-\infty}^{t} x(s) \, ds \, R(t, s) + \int_{-\infty}^{t} x(s) \, ds \, [T(t, s) - R(t, s)] &= f(t) & (t \geq t_2) \\
x(t) &= 0 & (t \leq t_2)
\end{align*} \quad (28)$$

After substituting $x(t) = \int_{t_2}^{t} X(t, s) z(s) \, ds$ into (28) where $X(t, s)$ is a fundamental function of equation (1), we obtain the equation

$$z(t) - \int_{t_2}^{t} \left[ \int_{t_2}^{s} X(s, \tau) z(\tau) \, d\tau \right] \, ds \, [R(t, s) - T(t, s)] = f(t)$$

which after changing the order of integration becomes

$$z(t) - \int_{t_2}^{t} z(s) \, ds \int_{s}^{t} X(\tau, s) \, d\tau \, [R(t, \tau) - T(t, \tau)] = f(t).$$

Thus problem (28) can be rewritten in the form

$$z - Hz = f \quad (29)$$

where

$$(Hz)(t) = \int_{t_2}^{t} z(s) \, ds \int_{s}^{t} X(\tau, s) \, d\tau \, [R(t, \tau) - T(t, \tau)]. \quad (30)$$
Since $X(t, s)$ is a fundamental function of equation (1), it satisfies for any $b \geq t_1$ the estimate

$$|X(t, s)| \leq \exp \left\{ \int_{s}^{b} P(\tau, \tau) d\tau \right\} \quad (t_2 \leq s \leq t < b) \quad (31)$$

(see [17]) where

$$P(t, s) = \text{var}_{[t_1, s]} R(t, \cdot). \quad (32)$$

Consequently, the Volterra integral operator $H$ is a compact one in the space of functions integrable in $[t_2, b]$. Then for its spectral radius $r(H)$ we have $r(H) = 0 < 1$. By Theorem 1 $X(t, s) > 0$ $(t \geq s \geq t_1)$, hence the operator $H$ is positive. Then the solution of equation (29) can be presented as

$$z(t) = f(t) + (Hf)(t) + (H^2 f)(t) + \ldots \geq 0$$

if $f(t) \geq 0$. Then, as in the proof of Theorem 1, we conclude $Y(t, s) > 0$ $(t \geq s \geq t_1)$ and, consequently, $x(t) = Y(t, t_2)$ is a positive solution of equation (26), which completes the proof $\blacksquare$

**Corollary 2.1.** Let $R$ and $T$ satisfy assumptions (a1), (a2), (a4). Then:

1. If the function $R(t, \cdot)$ and the difference $R(t, \cdot) - T(t, \cdot)$ are non-decreasing for each $t$ and equation (15) has a non-oscillatory solution, then equation (26) also has a non-oscillatory solution.

2. If the function $R(t, \cdot)$ and the difference $T(t, \cdot) - R(t, \cdot)$ are non-decreasing for each $t$ and all the solutions of equation (26) are oscillatory, then all the solutions of equation (15) are also oscillatory.

**Corollary 2.2.** Consider the integro-differential equation

$$\dot{x}(t) + \sum_{k=1}^{\infty} B_k(t)x(g_k(t)) + \int_{-\infty}^{t} M(t, s)x(s) ds = 0. \quad (33)$$

Let assumptions (b1) - (b3) be satisfied for equations (8), (33) and $K(t, s) \geq 0$, $K(t, s) \geq M(t, s)$, $A_k \geq B_k$, $h_k(t) \leq g_k(t)$. Then:

1. If the equation

$$\dot{x}(t) + \sum_{k=1}^{\infty} A_k(t)x(h_k(t)) + \int_{-\infty}^{t} K(t, s)x(s) ds = 0 \quad (34)$$

has an eventually non-oscillatory solution, then equation (33) also has an eventually non-oscillatory solution.

2. If all the solutions of equation (33) are oscillatory, then all the solutions of equation (34) are also oscillatory.

Any function of bounded variation $R(t, s)$ can be presented as a difference of two increasing functions (in $s$, for each $t$):

$$R(t, s) = P(t, s) - Q(t, s). \quad (35)$$
Corollary 2.3. Suppose assumptions (a1), (a2), (a4) hold. Then:

a) If the inequality
\[ \dot{x}(t) + \int_{h(t)}^{t} x(s) d_s P(t, s) \leq 0 \] (36)
has an eventually positive solution, then equation (15) has an eventually non-oscillatory solution.

b) If the inequality
\[ u(t) \geq \int_{h(t)}^{t} \exp \left\{ \int_{s}^{t} u(\tau) d\tau \right\} d_s P(t, s) \] (37)
has a non-negative locally integrable solution \( u \) for all \( t \geq t_2 \), then equation (15) has a positive solution for \( t \geq t_2 \) and for its fundamental function we have \( X(t, s) > 0 \) (\( t \geq s \geq t_2 \)).

Proof. Let us compare the solutions \( x \) of equation (15) and the equation
\[ \dot{x}(t) + \int_{-\infty}^{t} x(s) d_s P(t, s) = 0 \quad (t \geq t_0). \]
Theorem 2 yields that there exists a positive solution of (15) since \( Q(t, s) = P(t, s) - R(t, s) \) is non-decreasing in \( s \) for each \( t \), and all the hypotheses of Theorem 1 are satisfied for equation (15) as well.

Theorem 2 generalizes comparison Theorems 2 and 3 in [4, 5]. It compares oscillation properties of two equations.

Now let us compare solutions of two problems
\[
\begin{aligned}
\dot{x}(t) + \int_{-\infty}^{t} x(s) d_s R(t, s) &= f(t) \\
x(t) &= \varphi(t) \quad (t \leq t_1) \\
x(t_1) &= x_0
\end{aligned}
\] (38)
\[
\begin{aligned}
\dot{y}(t) + \int_{-\infty}^{t} y(s) d_s T(t, s) &= g(t) \\
y(t) &= \psi(t) \quad (t \leq t_1) \\
y(t_1) &= y_0
\end{aligned}
\] (39)
Denote by \( Y(t, s) \) a fundamental function of (39) (we recall that \( X(t, s) \) is a fundamental function of (38)).

Theorem 3. Let the parameters of equations (38) – (39) satisfy assumptions (a1) - (a4). Suppose there exists a non-negative solution of inequality (17) for \( t \geq t_2 \), the functions \( R(t, \cdot), T(t, \cdot) \) and the difference \( R(t, \cdot) - T(t, \cdot) \) are non-decreasing for each \( t \geq t_1 \), and
\[
\begin{aligned}
g(t) &\geq f(t) \quad (t \leq t_2) \\
\varphi(t) &\geq \psi(t) \quad (t \leq t_2)
\end{aligned}
\] (40)
Then \( y(t) \geq x(t) > 0 \) where \( x \) and \( y \) are solutions of problems (38) and (39), respectively.

**Proof.** Since the difference \( R(t, \cdot) - T(t, \cdot) \) is non-decreasing in \( s \) for each \( t \), then

\[
 u(t) \geq \int_{t_2}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, d_s R(t, s) = \int_{t_2}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, d_s (R(t, s) - T(t, s) + T(t, s))
\]

\[
 = \int_{t_2}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, d_s (R(t, s) - T(t, s)) + \int_{t_2}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, d_s T(t, s) 
\]

\[
 \geq \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} \, d_s T(t, s).
\]

Thus by Theorem 1, \( X(t, s) > 0 \) and \( Y(t, s) > 0 \). Equation (38) can be rewritten as

\[
 \dot{x}(t) + \int_{-\infty}^{t} x(s) \, d_s T(t, s) = \int_{-\infty}^{t} x(s) \, d_s (T(t, s) - R(t, s)) + f(t) \quad (t \geq t_2),
\]

consequently

\[
 x(t) = Y(t, t_1)x_0 - \int_{t_1}^{t} Y(t, s) \, ds \int_{-\infty}^{s} \varphi(\tau) \, d\tau T(s, \tau) + \int_{t_2}^{t} Y(t, s) f(s) \, ds \quad (t \geq t_2). \tag{42}
\]

If equality (42) is compared with

\[
 y(t) = Y(t, t_1)y_0 - \int_{t_1}^{t} Y(t, s) \, ds \int_{-\infty}^{s} \psi(\tau) \, d\tau T(s, \tau) + \int_{t_2}^{t} Y(t, s) g(s) \, ds,
\]

one can observe \( y(t) \geq x(t) \geq 0 \) since (40) holds.

## 5. Explicit non-oscillation and oscillation conditions

In this section we use Theorems 1 and 2 for obtaining non-oscillation and oscillation results for equations (15) and (34).

**Theorem 4.** If assumptions (a1), (a2), (a4) hold and

\[
 \limsup_{t \to \infty} \int_{t}^{T} \var_{s \in [h(t), \tau]} P(t, s) \, d\tau < \frac{1}{e} \tag{43}
\]

where \( h(t) \) is defined by (14) and \( P(t, s) \) by (35), then equation (15) has a non-oscillatory solution.
Proof. Let \( t_1 > t_0 \) be such that
\[
\int_{h(t)}^{t} \text{var}_{s \in [h(\tau), \tau]} P(t, s) \, d\tau < \frac{1}{e} \quad (t > t_1).
\]

Let us choose
\[
\begin{align*}
\quad u(t) = \begin{cases} 
  e \text{var}_{s \in [h(t), t]} P(t, s) & \text{if } t > t_1 \\
  0 & \text{if } t \leq t_1.
\end{cases} (44)
\end{align*}
\]
Suppose \( t_2 > t_1 \) is such that \( R(t, s) = 0 \) if \( s \leq t_1 \) and \( t > t_2 \). Then for \( t > t_2 \)
\[
\begin{align*}
&\int_{t_2}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} d_s P(t, s) \\
&= \int_{h(t)}^{t} \exp \left\{ e \int_{s}^{t} \text{var}_{s \in [h(\tau), \tau]} P(\tau, s) \, d\tau \right\} d_s P(t, s) \\
&\leq \int_{h(t)}^{t} \exp \left\{ e \frac{1}{e} \right\} d_s P(t, s) \\
&\leq e \text{var}_{s \in [h(\tau), \tau]} P(t, s) \\
&= u(t).
\end{align*}
\]

By Corollary 2.3 equation (15) has an eventually positive solution.

Let
\[
\begin{align*}
  f^+(t) &= \max \{ f(t), 0 \} \\
  \tilde{h}(t) &= \inf_{k \in \mathbb{N}} h_k(t)
\end{align*}
\]
where \( h_0 \) was defined in assumption (b3).

Corollary 4.1. If assumptions \( (b1) - (b3) \) hold and
\[
\limsup_{t \to \infty} \int_{\tilde{h}(t)}^{t} \left[ \sum_{k=1}^{\infty} A_k^+ (\tau) + \int_{h_0(\tau)}^{\tau} K^+(\tau, s) \, ds \right] \, d\tau < \frac{1}{e},
\]
then equation (34) has a non-oscillatory solution.

Theorem 5. If assumptions \( (a1), (a2), (a4) \) hold, \( R(t, s) \) is non-decreasing in \( s \) for each \( t \) and
\[
\liminf_{t \to \infty} \int_{h(t)}^{t} \text{var}_{s \in [h(\tau), \tau]} R(t, s) \, d\tau > \frac{1}{e},
\]
then all the solutions of equation (15) are oscillatory.

Proof. Suppose there exists a non-oscillatory solution of equation (15). By Theorem 1 there exists a positive locally integrable function \( u \) that satisfies
\[
\begin{align*}
  u(t) \geq \int_{t_1}^{t} \exp \left\{ \int_{s}^{t} u(\tau) \, d\tau \right\} d_s R(t, s) \quad (t > t_1).
\end{align*}
\]
Since $e^t \geq e^t$ for positive $t$ and $R(t, s)$ is non-decreasing in $s$, then

$$u(t) \geq \int_{h(t)}^{t} e \left( \int_{s}^{t} u(\tau) \, d\tau \right) d_s R(t, s)$$

$$= e \int_{h(t)}^{t} u(\tau) \, d\tau \left( \int_{h(\tau)}^{\tau} d_s R(t, s) \right)$$

$$= e \int_{h(t)}^{t} u(\tau) \, d\tau \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau.$$  

Therefore

$$\int_{h(t)}^{t} u(\tau) \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau$$

$$\geq e \int_{h(t)}^{t} \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau \int_{h(\tau)}^{\tau} u(\eta) \var_{s \in [h(\eta), \eta]} R(\tau, s) \, d\eta.$$  

Consequently,

$$\liminf_{t \to \infty} \left[ \int_{h(t)}^{t} u(\tau) \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau \right]$$

$$\geq e \liminf_{t \to \infty} \left[ \int_{h(t)}^{t} \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau \int_{h(\tau)}^{\tau} u(\eta) \var_{s \in [h(\eta), \eta]} R(\tau, s) \, d\eta \right]$$

$$\geq e \liminf_{t \to \infty} \left[ \int_{h(t)}^{t} \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau \right]$$

$$\times \liminf_{t \to \infty} \left[ \int_{h(t)}^{t} u(\tau) \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau \right].$$

By comparing the left-hand and right-hand sides of the inequality we obtain

$$\liminf_{t \to \infty} \left[ \int_{h(t)}^{t} \var_{s \in [h(\tau), \tau]} R(t, s) \, d\tau \right] \leq \frac{1}{e}$$

which contradicts to inequality (46) in the statement of the theorem.

**Corollary 5.1.** If assumptions (b1) - (b3) hold and

$$\liminf_{t \to \infty} \left[ \sum_{k=1}^{\infty} A_k(\tau) (t - \tilde{h}(t)) + \int_{\tilde{h}(t)}^{t} K(t, s)(t - s) \, ds \right] > \frac{1}{e} \quad (48)$$

where $\tilde{h}(t) = \sup_{k \in \mathbb{N}} h_k(t)$, then all solutions of equation (34) are oscillatory.

The results of this section generalize Theorems 2.9.1 - 2.9.2 in [16].
6. Slowly oscillating solutions

For ordinary linear differential equations of second order it is known that if an equation has an oscillation solution, then all its solutions are oscillating. As is well known, for delay differential equations this is not true. Y. Domshlak demonstrated that if an associated equation has a slowly oscillating solution, then every solution of equation (3) is oscillating. In [6, 7] several new explicit sufficient conditions of oscillation are obtained by an explicit construction of such slowly oscillating solutions. We present here a similar oscillation result for equation (15), only the existence of a slowly oscillating solution is assumed for equation (15) and not for the associated one.

For equation (1) with finite memory, i.e. satisfying assumption (a4), the following definition can be introduced.

**Definition.** A solution $x$ of equation (15) is slowly oscillating if for each $t_1 \geq t_0$ there exist $t_3 > t_2 > t_1$ such that $R(t, s) = 0$ if $t > t_3$ and $s < t_2$, $x(t_2) = x(t_3) = 0$ and $x(t) > 0$ for $t \in (t_2, t_3)$.

For equation (8) this means that for every $t_1 \geq t_0$ there exist such $t_2$ and $t_3$ that $t_3 > t_2 > t_1$, $K(t, s) = 0$ for $t > t_3$ and $s < t_2$, $h_k(t) \geq t_2$ for $t > t_3$, $x(t_2) = x(t_3) = 0$ and $x(t) > 0$ for $t \in (t_2, t_3)$.

The following theorem is a more general case of the results obtained in [4] for equations of type (3).

**Theorem 6.** Suppose $R(t, \cdot)$ is non-decreasing for each $t$. If there exists a slowly oscillating solution of equation (15) or inequality (16), then all the solutions of (15) or (16) are oscillatory.

**Proof.** Let $x$ be a slowly oscillating solution of equation (15). Suppose there exists a non-oscillatory solution of the same equation. Then by Theorem 1 such $t_1$ can be found that $X(t, s) > 0$ for $t \geq s > t_1$. By definition of a slowly oscillating solution there exist $t_2$ and $t_3$ exceeding $t_1$ and satisfying

$$R(t, s) = 0 \text{ if } t > t_3 \text{ and } s < t_2, \quad x(t_2) = x(t_3) = 0, \quad x(t) > 0 \text{ for } t \in (t_2, t_3). \quad (49)$$

By Lemma 1 the solution $x$ can be presented in the form (we treat $t_3$ as an initial point)

$$x(t) = -\int_{t_3}^{t} X(t, s) \, ds \int_{-\infty}^{s} x(\tau) \, d\tau R(s, \tau) \quad (50)$$

where $x(\tau)$ under the second integral is assumed to be zero if $\tau > t_3$. Since in addition $R(t, s) = 0$ for $t > t_3$ and $s < t_2$, then the expression under the integral in the right-hand side of (50) can differ from zero only for $s \in (t_2, t_3)$. By (49) $x(t) \leq 0$ for each $t \geq t_3$ (since the right-hand side in (50) is negative for $t > t_3$). Thus $x$ is an eventually non-oscillating solution, which contradicts the assumption that it is oscillatory. The proof for inequality (16) is similar.

**Remark.** The statement of Theorem 6 implies that if equation (15) with non-decreasing $R(t, \cdot)$ for each $t$ has a non-oscillatory solution, then equation (15) has no slowly oscillating solutions.
Corollary 6.1. If assumptions (b1) - (b3) hold, $K(t, s)$ and $A_k(t)$ are non-negative functions and there exists a slowly oscillating solution of equation (34), then all solutions of equation (34) are oscillatory.
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