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Abstract. A connection is established between the multidimensional Fourier transform of a radial function $f$ from a given class and the one-dimensional Fourier transform of a related function. This is applied to give an asymptotic formula for the Fourier transform of $f$. The function class in question is compared with related classes already considered in the literature.
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1. Introduction

Let $\mathbb{R}^n$ be the $n$-dimensional Euclidean space with elements $x = (x_1, \ldots, x_n)$. If a function $f$ is integrable, in the Lebesgue sense, over all $\mathbb{R}^n$, there is no problem to understand its Fourier transform

$$\hat{f}(x) = \int_{\mathbb{R}^n} f(u) e^{-ix \cdot u} du$$

where $x \cdot u = x_1u_1 + \ldots + x_nu_n$ is the scalar product of $u, x \in \mathbb{R}^n$. The formal inverse formula

$$f(u) = (2\pi)^{-n} \int_{\mathbb{R}^n} \hat{f}(x) e^{iu \cdot x} dx$$

for general $f \in L^1(\mathbb{R}^n)$ only holds in the sense that the integral on the right-hand side is summable to $f$ by some summability method. Under additional hypotheses, the Fourier transform of a non-integrable function may exist in a classical sense. For example, if $f$ is an integrable radial function, the $n$-dimensional Fourier integral reduces to the $r$-dimensional integral (see, e.g., [19: Chapter IV])

$$\hat{f}(x) = \hat{f}_0(|x|) = (2\pi)^{n/2} \int_0^{\infty} f_0(t)(|x|t)^{-(n/2-1)} J_{n/2-1}(|x|t)t^{n-1} dt$$
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where $|x|$ denotes the Euclidean norm of $x$ and $J_\mu$ is the Bessel function of first type and order $\mu$. This makes sense also for radial $L^p$-functions with $1 < p < 2n/(n + 1)$: in that case $\hat{f}$ is everywhere continuous away from the origin. Another representation of the Fourier transform for radial, not necessarily integrable functions was obtained in [15, 16]. It reads for $n = 3$ as follows (for the general result, see Theorem A below):

Let $n = 3$ and $f$ be a radial function in $\mathbb{R}^3$ so that $f_0$ is bounded on $[0, \infty)$ and locally absolutely continuous on $(0, \infty)$. Suppose further that $\lim_{t \to \infty} f_0(t) = 0$ and $\lim_{t \to -\infty} tf_0(t) = 0$, and $tf_0(t)$ is of bounded variation on $[0, \infty)$. Then

$$\hat{f}(u) = -(2\pi)^{3/2}|u|^{-1/2} \int_0^\infty [tf_0'(t)] t^{3/2} \left[ \int_0^1 s^{3/2} J_{1/2}(|u|ts) \, ds \right] \, dt,$$

and $\hat{f}$ coincides with the distributional Fourier transform of $f$; for $|x| > 0$

$$f(x) = \lim_{A \to \infty} (2\pi)^{-3} \int_{|x| \leq A} \hat{f}(u) e^{ix \cdot u} \, du.$$

This also illustrates the fact that many results for radial functions are of one-dimensional nature. Our main result (see Theorem 1) is to be seen on this background: it reduces the Fourier transform of a radial function from some class not only to a one-dimensional integral but to the one-dimensional Fourier transform of some related function. In three dimensions, for functions $f$ as above, it reads as follows:

$$\hat{f}(x) = 4\pi |u|^{-2} \int_0^\infty [tf'(t)] \cos |u|t \, dt + \text{remainder terms} \quad (u \in \mathbb{R}^3). \quad (1)$$

The outline of this paper is as follows. First we introduce a class of functions already used in [15, 16] and compare it with some other classes (see [10, 21]) in Section 2. In Section 3 we give our main result, the precise form of (1) and for arbitrary dimension. Applications, in particular to the multiplier problem, are indicated in Section 4; for instance, Example 2 contains the construction of some linear means $L_N^\omega$ for multivariate Fourier series with $||L_N^\omega|| = O(\ln \ln \ln N)$.

We use the same letter $C$ for different constants independent of substantial parameters.

2. Classes of functions related to bounded variation

For $0 < \delta < 1$ and a locally integrable function $g$ on $(0, \infty)$ define the fractional (Weyl type) integral of order $\delta$ by

$$W^\delta_\omega(g)(t) = \begin{cases} \frac{1}{\Gamma(\delta)} \int_t^\omega g(r)(r-t)^{\delta-1} \, dr & \text{if } 0 < t < \omega \\ 0 & \text{if } t \geq \omega \end{cases}$$

and, following Cossar [8], a fractional Weyl derivative of order $\alpha$ by

$$g^{(\alpha)}(t) = \lim_{\omega \to \infty} -\frac{d}{dt} W^{1-\alpha}_\omega(g)(t)$$
when $0 < \alpha < 1$ and

$$g^{(\alpha)}(t) = \left(\frac{d}{dt}\right)^{p} g^{(\ell)}(t)$$

when $\alpha = p + \delta$ with $p = 1, 2, \ldots$, and $0 < \delta < 1$.

Denote by $AC_{loc}$ and $BV_{loc}$ the classes of functions locally absolutely continuous and locally of bounded variation, respectively.

Let $\alpha^*$ be the greatest integer less than $\alpha$. Consider the class $MV_{\alpha+1}^{b}$, with $\alpha > 0$ and $b \geq 0$, of $C(0,\infty)$-functions satisfying the following conditions (cf. [15, 16]):

$$g, g', \ldots, g^{(\alpha^*)} \text{ are locally absolutely continuous on } (0, \infty). \tag{2}$$

$$\lim_{t \to \infty} g(t) = 0, \quad \lim_{t \to -\infty} t^{\alpha+b} g^{(\alpha)}(t) = 0. \tag{3}$$

$$\|g\|_{MV_{\alpha+1}^{b}} := \sup_{t > 0} |t^{b} g(t)| + \int_{0}^{\infty} \left| d\left(t^{\alpha+b} g^{(\alpha)}(t)\right) \right| < \infty. \tag{4}$$

This space is related to the class $BV_{\alpha+1}^{b}$ of $C(0,\infty)$-functions satisfying the following conditions (see, e.g., [7] or [23: p. 1181]):

$$g^{(-[\alpha])}, \ldots, g^{(-1)} \in AC_{loc}(0, \infty). \tag{2'}$$

$$\lim_{t \to \infty} g(t) = 0, \quad g^{(\alpha)} \in BV_{loc}(0, \infty). \tag{3'}$$

$$\|g\|_{BV_{\alpha+1}^{b}} := \int_{0}^{\infty} t^{\alpha+b} |d\left(g^{(\alpha)}(t)\right)| < \infty. \tag{4'}$$

and the class $WBV_{\alpha+1}^{b}$, as considered, e.g., in [10, 11], of $C(0,\infty)$-functions satisfying (2') and additionally $g^{(\alpha)} \in AC_{loc}(0, \infty)$, and

$$\|g\|_{WBV_{\alpha+1}^{b}} := \text{ess sup}_{t > 0} |t^{b} g(t)| + \text{ess sup}_{t > 0} |t^{\alpha+1+b} g^{(\alpha+1)}(t)| < \infty. \tag{4''}$$

The following lemma establishes relations between these classes.

**Lemma 1.** In the sense of continuous embedding there holds

$$BV_{\alpha+1}^{b} \hookrightarrow MV_{\alpha+1}^{b} \hookrightarrow WBV_{\alpha+1}^{b}.$$ 

None of these embeddings holds in the opposite direction.

**Proof.** We only discuss the instance $b = 0$ which is the worst case. Here and in what follows we omit the superscript $b$ in the case $b = 0$. Suppose $g \in BV_{\alpha+1}$. Then, by [23: Lemma 1.1],

$$\int_{0}^{\infty} |d(t^{\alpha} g^{(\alpha)}(t))| \leq C \int_{0}^{\infty} t^{\alpha-1} |g^{(\alpha)}(t)| dt + C \int_{0}^{\infty} t^{\alpha} |d\left(g^{(\alpha)}(t)\right)| \leq C \|g\|_{BV_{\alpha+1}},$$

showing the norm estimate for the left inclusion. Trivially, a function $h$ of bounded variation, vanishing at infinity, satisfies $|h(t)| \leq \int_{0}^{\infty} |dh(t)|$, hence $\|g\|_{WBV_{\alpha+1}} \leq \|g\|_{MV_{\alpha+1}}$. 


The absolute continuity properties follow from the discussion in [10: Section 3]. Further, by [22: Lemma 3.15],

$$|t^\alpha g^{(\alpha)}(t)| = C t^\alpha \left| \int_t^\infty dg^{(\alpha)}(s) \right| \leq C \int_t^\infty s^\alpha |dg^{(\alpha)}(s)| \quad (g \in BV_{\alpha+1})$$

which, by hypothesis, tends to zero as $t \to \infty$, a.e., so the embeddings are proved.

That the inclusions are strict show the examples ($b = 0$)

$$g_1(t) = \chi(t) \sin(\ln \ln(1/t)), \quad (5)$$

where $\chi \in C^\infty[0, \infty)$ is a cut-off function which equals to 1 for $0 \leq t \leq 1/4$ and vanishes for $t \geq 1/2$. Then $g_1'(t) = -\cos(\ln \ln(1/t))/(t \ln(1/t))$ for $0 < t < 1/4$ and $g_1'(t) = 0$ for $t > 1/2$, hence $tg_1'(t)$ is of bounded variation on $[0, \infty)$ but

$$\|g_1\|_{BV_1} \geq \int_0^{1/4} |g_1'(t)| dt = \int_{\ln 4}^\infty |\cos(\ln u)| du / u \geq \int_1^\infty |\cos v| dv = \infty,$$

thus $g_1 \not\in BV_2$ since $\|g_1\|_{BV_1} \leq C\|g_1\|_{BV_2}$. This argument also works for all $\alpha > 0$, $b = 0$, if one replaces $g_1$ by $(\alpha = p + \delta, 0 < \delta \leq 1)$

$$g_{1,\alpha}(t) = \int_t^1 (u - t)^{\delta - 1} \frac{\cos(\ln \ln(1/u))}{u^\delta} \chi(u) du. \quad (5')$$

Note that $g_{1,\alpha}$ is bounded and that $g_{1,\alpha}^{(b)}(t) = C \cos(\ln \ln(1/t))(t^\delta \ln(1/t))^{-1} \chi(t)$. In the case $\alpha = 1$, E. Belinskii (see [15]) suggested to replace (5) by $g_2(t) = g_1(t)/\ln \ln(1/t)$ which also yields an example for the strict embeddings; observe that $g_2$ is continuous at the origin and vanishes there in contrast to (5).

Similarly, consider $g_3(t) = t^\gamma$, with $\gamma \in \mathbb{R}$. Then $g_3 \in WBV_{\infty,\alpha}$ for all $\alpha \geq 0$ and obviously $t^\gamma \not\in MV_{\alpha+1}$ for all $\alpha > 0$ and $\gamma \in \mathbb{R}$ fixed.

**Lemma 2.** If $g \in MV_{\alpha+1}^b$, then it follows for $p = 1, 2, \ldots, \alpha^*$ that

$$\|g^{(p)}(t)\|_{\infty} \leq C \|g\|_{MV_{\alpha+1}^b} \quad \text{and} \quad \lim_{t \to \infty} t^p g^{(p)}(t) = 0.$$

**Proof.** The first assertion is clear on account of the embedding behavior of the $WBV$-spaces: $WBV_{\infty,\alpha}^b \hookrightarrow WBV_{\infty,\beta}^b$ for $0 < \beta < \alpha$. From this also the second assertion is obvious in the case $b > 0$. So let $b = 0$ and first suppose $\alpha$ is integer. Then the argument in [24: p. 193] shows the assertion in the case $\alpha = 2$. That this argument also works for all $\alpha$ integer we illustrate at the case $\alpha = 3$. Thus we show:

$$\lim_{t \to \infty} g(t) = 0 \quad \text{and} \quad \lim_{t \to \infty} t^3 g'''(t) = 0 \quad \text{implies} \quad \lim_{t \to \infty} t^2 g''(t) = 0 \quad \text{whence follows} \quad \lim_{t \to \infty} t g'(t) = 0 \quad \text{by the case $\alpha = 2$. Let} \quad 0 < \delta < 1/4 \quad \text{be arbitrary, fixed,} \quad t > 0 \quad \text{be large. Then by Taylor's formula (at $s = 0$)}$$

$$G(s) := \Delta_s^2 g(t) = g(t + 2s) - 2g(t + s) + g(t)$$

$$= g''(t)s^2 + (s^3/3!) \left( 8g'''(t + 2\theta s) - 2g''(t + \theta s) \right)$$
with $0 < \theta < 1$. Now choose $s = \pm \delta t$ and $T_\delta$ so large that $|\Delta^2_{\pm \delta t} g(t)| \leq \delta^3$ for all $t \geq T_\delta$. Furthermore, observe that by hypothesis

$$|G'''(\theta s)| \leq 8M(t + 2\theta \delta t)^{-3} + 2M(t + \theta \delta t)^{-3} \leq 10M t^{-3}(1 - 2\delta)^{-3}$$

and thus

$$|t^2 g''(t)| = \left| \delta^{-2} \Delta^2_{\pm \delta t} g(t) - \delta^3 G'''(\theta s)/3! \right| \leq \delta \left( 1 + 10M(1 - 2\delta)^{-3}/3! \right)$$

for $t \geq T_\delta$, i.e., the assertion for $\alpha = 3$. It is clear that by using higher differences, the remaining case of $\alpha$ integer can be proved by induction.

If $\alpha$ is fractional and $\alpha > 1$, then we have, by Lemma 1, that $g \in WBV_{\infty, [\alpha]} \hookrightarrow WBV_{\infty, j}$, $j = 1, \ldots, [\alpha]$, and the argument for $\alpha$ integer shows $\lim_{t \to 0} t^j g^{(j)}(t) = 0$ for $j = 1, \ldots, [\alpha] - 1$. Thus we only have to look at the case $j = [\alpha] < \alpha$. By Lemma 1, we have $g \in WBV_{\infty, \alpha}$ and hence the fractional calculus within the $WBV$-spaces (see [10, 11]) may be applied to give with an integration by parts

$$g^{([\alpha])}(t) = C \int_0^\infty (s - t)^{\alpha - [\alpha] - 1}s^{-\alpha} s^\alpha g^{([\alpha])}(s) \, ds$$

$$= C \left( \int_0^\infty (\sigma - t)^{\alpha - [\alpha] - 1}\sigma^{-\alpha} \, d\sigma \right) s^\alpha g^{([\alpha])}(s) \bigg|_{s=t}$$

$$+ C \int_t^\infty \left( \int_s^\infty (\sigma - t)^{\alpha - [\alpha] - 1}\sigma^{-\alpha} \, d\sigma \right) d\left( s^\alpha g^{([\alpha])}(s) \right)$$

$$= I_t + II_t.$$

With the substitution $\sigma = tr$ the term $I_t$ can be estimated by $(s \geq t, \alpha > 1)$

$$|t^{[\alpha]} I_t| \leq C \left( \int_{s/t}^\infty (r - 1)^{\alpha - [\alpha] - 1}r^{-\alpha} \, dr \right) s^\alpha g^{([\alpha])}(s) \bigg|_{s=t}$$

$$= C \left( \int_1^\infty (r - 1)^{\alpha - [\alpha] - 1}r^{-\alpha} \, dr \right) t^\alpha g^{([\alpha])}(t),$$

thus $|t^{[\alpha]} I_t| \to 0$ as $t \to \infty$ since by hypothesis $\lim_{t \to \infty} t^\alpha g^{([\alpha])}(t) = 0$.

Concerning $II_t$ an interchange of integration gives

$$|II_t| = C \int_t^\infty (\sigma - t)^{\alpha - [\alpha] - 1}\sigma^{-\alpha} \int_t^\sigma |d(s^\alpha g^{([\alpha])}(s))| \, d\sigma$$

$$\leq C t^{-[\alpha]} \int_t^\infty |d(s^\alpha g^{([\alpha])}(s))| \int_t^\infty (r - 1)^{\alpha - [\alpha] - 1}r^{-\alpha} \, dr$$

thus also $|t^{[\alpha]} I_t| \to 0$ as $t \to \infty$ since $\int_0^\infty |d(s^\alpha g^{([\alpha])}(s))| < \infty$. Combining these two situations gives the remaining case $\lim_{t \to \infty} t^{[\alpha]} g^{([\alpha])}(t) = 0 \blacksquare$
3. A class of radial functions and the Fourier transform

Now we are able to describe the passage from the multidimensional Fourier transform to the one-dimensional Fourier transform of a related function.

**Theorem 1.** Let \( f_0 \in \text{MV}_{a+1} \) with \( 0 < \alpha \leq (n-1)/2 \) and \( b = (n-1)/2 - \alpha \), set \( F_\alpha(t) = t^{(n-1)/2} f_0^{(\alpha)}(t) \). Then there holds, for the radial extension \( f(x) = f_0(|x|) \) of \( f_0 \),
\[
\hat{f}(x) = |x|^{-(n-1)/2 - \alpha} \left\{ C_{1,n} \int_0^\infty F_\alpha(t) \cos(|x| t - \pi (n + 2\alpha - 1)/4) \, dt \\
+ C_{2,n} |x|^{-1} F_\alpha(\pi/(2|x|)) \\
+ O\left(|x|^{-1} \int_0^\infty \min\left(2|x| s/\pi, \pi/(2|x|s)\right) |dF_\alpha(s)|\right) \right\} 
\]
where \( C_{1,n} = 2^{(n+1)/2} \pi^{(n-1)/2} (-1)^{\alpha+1} \) and \( C_{2,n} \) is a constant depending only on \( n \) and \( \alpha \), given in (8) below.

**Remark 1.** In [15, 16] a weaker form of Theorem 1 was derived in the case \( \alpha = (n-1)/2 \) (hence \( b = 0 \)). Unfortunately this weaker form was not applicable to generalize results from [14].

**Remark 2.** Concerning the terms in the brackets on the right-hand side of (6), the first one is the claimed one-dimensional Fourier transform for which in a concrete situation an explicit formula may exist - there are numerous detailed tables (see, e.g., [2]). The integral exists as an improper Riemann integral since \( F_\alpha \in BV[0, \infty) \) and vanishes at infinity.

The second term in the brackets, being given explicitly, is easy to handle. It may lead to a non-\( L^p \)-integrable term if \( \alpha \leq n(1/p - 1/2) - 1/2 \), since
\[
\int_1^N r^{n-1} \left| r^{-(n-1)/2 - \alpha - 1} F_\alpha(\pi/(2r)) \right|^p \, dr 
\]
is in any case uniformly bounded in \( N \) if \( \alpha > n(1/p - 1/2) - 1/2 \).

The third one is trivially dominated by \( |x|^{-1} |f_0||\text{MV}_{a+1}^*| \) and thus may be interpreted as a remainder term. It may lead to a non-\( L^p \)-integrable term if (in difference to the second term) \( \alpha < n(1/p - 1/2) - 1/2 \), since
\[
\int_1^N r^{n-1} \left| r^{-(n-1)/2 - \alpha - 1} \int_0^\infty \min((2rs)/\pi, \pi/(2rs)) |dF_\alpha(s)| \right|^p \, dr 
\]
is uniformly bounded in \( N \) provided \( \alpha \geq n(1/p - 1/2) - 1/2 \) (the case \( p = 1, \alpha = (n-1)/2 \) was already considered in [15, 16]; see also [3, 4]).

**Remark 3.** For radial functions with compact support and integrable Fourier transform, A. Podkorytov [17] obtained a similar formula. Under very restrictive assumptions, in [18: Chapter 5/Lemma 25.1] the multidimensional Fourier transform of a radial function is reduced to the one-dimensional one.

**Remark 4.** In the proof of Theorem 1 there will be essentially used the following result:
**Theorem A.** Let \( f_0 \) be a function in \( MV_{\alpha+1}^b \) and set

\[
Q_\alpha(t) = \int_0^1 (1-s)^{\alpha-1} s^{n/2} J_{n/2-1}(ts) \, ds.
\]

Then

\[
\hat{f}(u) = \frac{(2\pi)^{n/2}(-1)^{\alpha+1}}{\Gamma(\alpha)} |u|^{-n/2} \int_0^\infty F_\alpha(t) t^{\alpha+1/2} Q_\alpha(|u|t) \, dt
\]

(7)

is continuous, tends to zero as \(|u| \to \infty\), and coincides with the distributional Fourier transform of \( f \); for \(|x| > 0\) the following inverse formula holds:

\[
f(x) = \lim_{A \to \infty} (2\pi)^{-n} \int_{|u| \leq A} (1 - |u|^2/A^2)^{(n-1)/2-\alpha} \hat{f}(u) e^{ix \cdot u} \, du.
\]

Both integrals converge uniformly away from the origin.

In [15, 16] this result was obtained under some additional conditions at the origin and infinity which are removed by Lemma 2. We note that Theorem A can handle radial functions which are not \( L^p \)-integrable, \( p < \infty \); e.g., \( f_0 = \ln^{-1}(e + t), \alpha = (n - 1)/2 \). Further observe that the restriction \( \alpha \leq (n - 1)/2 \) is somehow natural, since \( f \in L^1_{\text{rad}} \) yields \( \hat{f}_0 \in BV_{\gamma+1} \) with \( \gamma < (n - 3)/2 \). Representations similar to (7) with \( \alpha > n(1/p - 1/2) - 1/2 \) have been used earlier (see, e.g., [23]), where one has the absolute convergence of the integrals involved. Theorem A is mainly based on the handling of improper Riemann integrals.

**Proof of Theorem 1.** Write

\[
\Phi_\alpha(r) = (1/\Gamma(\alpha)) r^{\alpha+1/2} Q_\alpha(r) - \sqrt{2/\pi} \cos(r - \pi(n + 2\alpha - 1)/4).
\]

Then (7) may be written in the form

\[
\hat{f}(x) = C_{1,n}|x|^{-(n-1)/2-\alpha} \int_0^\infty F_\alpha(t) \cos(|x|t - \pi(n + 2\alpha - 1)/4) \, dt
\]

\[+ (2\pi)^{n/2}(-1)^{\alpha+1} |x|^{-(n-1)/2-\alpha} \int_0^\infty F_\alpha(t) \Phi_\alpha(|x|t) \, dt
\]

and only the last term has to be discussed. Decompose it into

\[
F_\alpha(\pi/(2|x|)) \int_0^\infty \Phi_\alpha(|x|t) \, dt + \int_0^\infty [F_\alpha(t) - F_\alpha(\pi/(2|x|))] \Phi_\alpha(|x|t) \, dt = I_1 + I_2.
\]

We have

\[
I_1 = |x|^{-1} F_\alpha(\pi/(2|x|)) \int_0^\infty \Phi_\alpha(t) \, dt = C_{2,n}(2\pi)^{-n/2}(-1)^{\alpha+1} |x|^{-1} F_\alpha(\pi/(2|x|))
\]

(8)
provided \( \int_0^\infty \Phi_\alpha(t)\, dt \) is finite. The integral is obviously convergent over \([0, 1]\). Thus it remains to estimate \( \Phi_\alpha(t) \) on \([1, \infty)\). We need the following relation (see [15: Lemma 2]): For \( r \geq 1 \), \( \beta > -1/2 \), \( \mu > -1 \) and each positive integer \( p \)

\[
\int_0^1 (1-s)^{\mu} s^{\beta+1} J_\beta(rs) \, ds = \sum_{j=1}^{p} \alpha_j^\mu r^{-(\mu+j)} J_{\beta+\mu+j}(r) + O \left( r^{-\mu-p-3/2} \right),
\]

(9)

where \( \alpha_j^\mu \) are some numbers depending only on \( p \) and \( \mu \), and \( \alpha_1^\mu = \Gamma(\mu + 1) \), \( \alpha_2^\mu = \mu \Gamma(\mu + 2) \). By (9) we have

\[
Q_\alpha(t) = \int_0^1 (1-s)^{\alpha-1} s^{n/2} J_{n/2-1}(ts) \, ds \\
= \Gamma(\alpha) t^{-\alpha} J_{n/2+\alpha-1}(t) + (\alpha - 1) \Gamma(\alpha + 1) t^{-\alpha-1} J_{n/2+\alpha}(t) + O(t^{-\alpha-5/2}).
\]

Using also the asymptotic formula for the Bessel function (see, e.g., \([1: \S 7.13(3)]\))

\[
J_\nu(t) = \sqrt{2/(\pi t)} \cos(t - \pi \nu/2 - \pi/4) \\
+ \sqrt{2/\pi} [(1 - 4 \nu^2)/8] t^{-3/2} \sin(t - \pi \nu/2 - \pi/4) + O(t^{-5/2})
\]

as \( t \to \infty \), we obtain

\[
\Phi_\alpha(t) = 2^{-5/2} \pi^{-1/2} [1 - 4(n/2 + \alpha - 1)] t^{-1} \sin(t - \pi(n + 2\alpha - 1)/4) \\
+ \frac{(\alpha - 1) \Gamma(\alpha + 1)}{\Gamma(\alpha)} \sqrt{2/\pi} t^{-1} \cos(t - \pi(n + 2\alpha - 1)/4) + O(t^{-2})
\]

and the integral in question is convergent.

Split \( I_2 \) into two parts. We have

\[
\int_0^{\pi/(2|x|)} [F_\alpha(t) - F_\alpha(\pi/(2|x|))] \Phi_\alpha(|x|t) \, dt \\
= - \int_0^{\pi/(2|x|)} \Phi_\alpha(|x|t) \, dt \int_t^{\pi/(2|x|)} dF_\alpha(s) \\
= - \int_0^{\pi/(2|x|)} dF_\alpha(s) \int_0^t \Phi_\alpha(|x|t) \, dt \\
= O \left( \int_0^{\pi/(2|x|)} |dF_\alpha(s)| \int_0^t s^{\alpha+1/2} (|x|t)^{n/2-1} + 1 \, dt \right) \\
= O \left( \int_0^{\pi/(2|x|)} s |dF_\alpha(s)| \right) \\
= |x|^{-1} O \left( \int_0^{\pi/(2|x|)} |x|s |dF_\alpha(s)| \right).
\]
Further,

\[
\int_\pi^{\infty} \left[ F_\alpha(t) - F_\alpha(\pi/(2|x|)) \right] \Phi_\alpha(|x|t) dt
\]

\[
= \int_\pi^{\infty} \Phi_\alpha(|x|t) dt \int_\pi^{\infty} dF_\alpha(s)
\]

\[
= \int_\pi^{\infty} dF_\alpha(s) \int_\pi^{\infty} \Phi_\alpha(|x|t) dt
\]

\[
= |x|^{-1} \int_\pi^{\infty} dF_\alpha(s) \int_\pi^{\infty} \Phi_\alpha(t) dt,
\]

and finally, by the above asymptotic for \( \Phi_\alpha \),

\[
\int_{|x|s}^{\infty} \Phi_\alpha(t) dt = 2^{-5/2} \pi^{-1/2} [1 - 4(n/2 + \alpha - 1)^2]
\]

\[
\times \int_{|x|s}^{\infty} \sin(t - \pi(n + 2\alpha - 1)/4) dt/t
\]

\[
+ \frac{(-1)^n + 1}{\Gamma(n)} \sqrt{2/\pi} \int_{|x|s}^{\infty} \cos(t - \pi(n + 2\alpha - 1)/4) dt/t
\]

\[
+ O \left( \int_{|x|s}^{\infty} t^{-2} dt \right) = O \left( (|x|s)^{-1} \right).
\]

This proves the theorem \( \square \)

4. Applications

Let us generalize some recent one-dimensional results in [14] to the radial case. For 

\[ 1 < q < \infty \]

set

\[
\|g\|_{Aq} = \int_0^{\infty} \left( \frac{1}{u} \int_0^{u \leq |t| \leq 2u} |g(t)|^q dt \right)^{1/q} du
\]

while for \( q = \infty \)

\[
\|g\|_{A\infty} = \int_0^{\infty} \text{ess sup} |g(t)| du;
\]

for the behavior of the Fourier transform on these spaces, see also [12, 21]. Let us define 

\( H_{BT} \) as the space of integrable functions satisfying

\[
\|g\|_{H_{BT}} = \int_\mathbb{R} |g(t)| dt + \int_0^{\infty} \left| \int_{|t| \leq s/2} \frac{g(s-t) - g(s+t)}{t} dt \right| ds < \infty
\]

which is an integral version of the series condition due to Boas-Telyakovskii. For this and relations to the Hilbert transform and the real Hardy space \( R_{H1} \), see [14]. Although the spaces \( A^p \) are not embedded in \( R_{H1} \) the following embeddings hold:

\[
A_\infty \hookrightarrow A_{p_1} \hookrightarrow A_{p_2} \hookrightarrow H_{BT} \hookrightarrow L^1 \quad (p_1 > p_2 > 1).
\]

(10)

The main result of the paper [14] may be slightly reformulated in the following form:
Theorem B. Let \( \lambda \) be a locally absolutely continuous function with \( \lim_{|t| \to \infty} \lambda(t) = 0 \) and \( \lambda' \in H_{BT} \). Then

\[
\hat{\lambda}(r) = r^{-1} \left( \lambda(\pi/(2|r|)) - \lambda(-\pi/(2|r|)) \right) + \theta \gamma(r) \quad (|r| > 0)
\]

where \( |\theta| \leq C \) and \( \int_{\mathbb{R}} |\gamma(r)| \, dr \leq ||\lambda'||_{H_{BT}} \).

Among various applications of this result and the like (see, e.g., [12, 14]), we point at a somewhat unexpected one, namely to problems of best approximation of infinitely differentiable functions by entire functions (see [9]).

We are now able to generalize Theorem B to the radial case. Since Theorem B is essentially an \( L^1 \)-theorem we restrict ourselves to the case \( \alpha = (n - 1)/2 \). For the sake of simplicity, let us use the notation \( F(t) := F_{(n-1)/2}(t) = t^{(n-1)/2} f_0^{(n-1)/2}(t) \) in what follows.

Theorem 2. Let \( f_0 \in M_{V_{n+1}/2} \); assume additionally \( F \) to be locally absolutely continuous and \( F'' \in H_{BT} \). Then

\[
\hat{f}(x) = |x|^{-n} \left[ C_{1,n} \sin(\pi(n - 1)/2) + C_{2,n} \right] F(\pi/(2|x|)) + \theta |x|^{1-n} \gamma(|x|) \quad (|x| > 0)
\]

where \( C_{1,n} \) and \( C_{2,n} \) are as in Theorem 1 while \( \theta \) and \( \gamma \) as in Theorem B.

Proof. First of all the formula from Theorem B may be rewritten for functions defined on the half-axis \((0, \infty)\) as follows:

\[
\int_0^\infty \lambda(t) \cos(rt + \mu) \, dt = r^{-1} \sin \mu \lambda(\pi/(2|r|)) + \theta \gamma(r).
\]

Now this and (6) proves Theorem 2. One has only to recall that in (6) the third term is integrable for \( \alpha = (n - 1)/2 \) (see Remark 2).

Let us apply Theorem 2.

Example 1. Let \( n = 3 \) and \( f = g_1 \) be given by (5). Observe that \( F(t) = t f'(t) \in A_1, q > 1 \), and \( ||\gamma||_{L^1(\mathbb{R})} \leq ||F'||_{H_{BT}} \leq C_q ||F''||_{A_1} \), thus, by (10), the hypotheses of Theorem 2 are satisfied. Hence

\[
\hat{f}(x) = C |x|^{-3} \ln^{-1}\left(2e|x|/\pi\right) \cos(\ln(2e|x|/\pi)) + \theta |x|^{-2} \gamma(|x|) \quad (|x| > \pi/2, x \in \mathbb{R}^3)
\]

where \( |\theta| \leq C \) and \( \int_{\pi/2}^\infty |\gamma(t)| \, dt < \infty \). This is indeed an asymptotic formula since the second term on the right-hand side is integrable outside the ball with the radius \( \pi/2 \) unlike the first term which is not integrable! This can be extended at once to the other dimensions when using (5') with \( \delta = 1/2 \).

Example 2. Let us consider the following linear means of the Fourier series of \( 2\pi \)-periodic in each variable functions \( f \in L^1(\mathbb{T}^n) \):

\[
L_N^f(f; x) = \sum_{k \in \mathbb{Z}^n} \varphi(k/N) \hat{f}(k) e^{ix \cdot k}, \quad \hat{f}(k) = \frac{1}{(2\pi)^n} \int_{\mathbb{T}^n} f(x) e^{-ix \cdot k} \, dx.
\]

The following theorem is known for the \( L^1 \)-norms of these means.
Theorem C. Let $\varphi(x) = \varphi_0(|x|)$ be a radial function such that $\varphi_0 \in MV_{(n+1)/2}$ and continuous at the origin. Then

$$\|L_N^\varphi\| = \frac{1}{(2\pi)^n} \int_{|x| \leq \pi N} |\varphi(x)| \, dx + O(\|\Phi\|_{BV_{[0,\infty)}})$$

where $\Phi(t) = t^{(n-1)/2} \varphi_0^{((n-1)/2)}(t)$.

Actually Theorem C is given (see [3, 4]) under some additional assumptions on $\varphi$ which are removed by Lemma 2 (cf. Theorem A and below). Let $n = 3$ and $\varphi_0(t) = (1 - g_2(t))\chi(t)$, where $\chi$ and $g_2$ are described below (5'). Note that we have $\varphi_0(0) = 1$ which is necessary for approximation. If we apply Theorem C and then Theorem 2, we obtain

$$\|L_N^\varphi\| = C \int_{1 \leq |x| \leq \pi N} \frac{\cos(\ln \ln (2|x|/\pi))}{|x|^n \ln (2|x|/\pi) \ln (2|x|/\pi)} \, dx + O(1)$$

$$= C \int_1^N \frac{\cos(\ln \ln r)}{r \ln r \ln \ln r} \, dr + O(1)$$

$$= C \ln \ln N + O(1).$$

Replacing $\ln \ln (1/t)$ by a “longer” $\ln$-chain in the denominator of the function $g_2$ one can get a worse behavior in $N$ of $\|L_N^\varphi\|$.

Remark 5. To derive Theorem 2, a weaker version of Theorem 1 (see [15, 16]) mentioned above is not applicable since it assumes that $\int_0^1 |F(t)| \, dt/t < \infty$. Note, however, that this weaker version is sufficient to generalize the Zygmund-Bochkarev theorem (see [5, 6]) to the radial case (see [3, 15]).

Remark 6. A result similar to Theorem 2 was proved earlier for boundedly supported radial functions with convex $F$ (see [3, 16], in this case convexity implies $\int_0^1 |F(t)| \, dt/t < \infty$; for precursor results, see [13, 20]).

For functions with compact support there arises the question, what is the impact of the behavior of the function near the right endpoint of the support. This will be considered in details in a paper to appear.
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