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Presentation
As the newly appointed editor of the EMS Newsletter, I have assigned the task of writing the editorial for this ‘jubilee’ issue 50 to myself. I should perhaps start by introducing myself: I am an associate professor at Aalborg University, North Jutland, Denmark (100 km south of the Northern tip of the peninsula). One of the reasons that I feel warmly about the EMS is that I have been affiliated with several European countries. I was born and raised in Germany, and studied mathematics and computer science at the universities at Saarbrücken and Göttingen, where I earned a Ph.D degree in 1981. During a year of studies in Paris, I met my Danish wife, and it is her fault that I moved to Denmark and finally became established at the (relatively new and reformed) university at Aalborg. My research interests are in geometry and topology; in recent years, I have established at the (relatively new and reformed) Department of Mathematical Sciences, Aalborg University, Denmark. I have tried to work with applications in theoretical computer science, notably concurrency theory.

History
Issue 50 of the Newsletter of the European Mathematical Society is of course an occasion to reflect on the development of the Newsletter and on what it might look like in the future.

The first newsletter appeared in September 1991, almost a year after the foundation of the society itself. In its list of contents, you can see some of the items that would fill the later issues: agendas, announcements of forthcoming conferences, newspaper articles, advertisements, and so on - no genuine mathematics at all! The Newsletter has developed a lot through the twelve years of its existence and many people have contributed to its contents (including some mathematicians) and to its look. The editor for the last five years, Robin Wilson, reported in his editorial in the last issue 49 about many initiatives under his editorship. I would like to thank him very much for his good wishes, for his support, and for the tremendous work he has invested in the Newsletter since 1999.

Initially, the Newsletter was edited by David Singerman (Southampton) and Ivan Netuka (Prague). An editorial team from Glasgow Caledonian University, represented by Roy Bradley and Martin Speller, then took over from 1996 to 1998. As Carles Casacuberta explained in his editorial for issue 41, the Newsletter has reached maturity in its content and layout, but constant work will be necessary to maintain a journal that is interesting for the members of the Society and as such an asset for the EMS.

Future
From next year, you will have to cope with an editor who is not a native English speaker. Fortunately, Robin Wilson has agreed to carry on work for the Newsletter as an associate editor, and the Society has promised to find some help with the necessary revisions of the English language for contributions from outside the British Isles.

When beginning my job as an editor, I had of course to reflect on how I would like the Newsletter to develop in the future. My only experience in this business is my affiliation with the newsletter Matilde of the Danish Mathematical Society. It was founded in 1999, and we have only recently reached issue 18. I have been in the editorial board from the very beginning, and have mainly worked with the interview section. For certain issues and for the past year, I was the editor-in-chief, and I hope that I will be able to use some of my experience.

In my view, the most important lesson is that a newsletter - as any journal, for that matter - relies on a collaborative effort. When all members of an editorial board divide the tasks and do their best in finding good articles, then there is every chance for a good result that readers will appreciate. This newsletter is not a specialised research journal. On the other hand, its readership consists mainly of professional mathematicians whose main professional interest is mathematics. So, apart from spreading information about European mathematical affairs, we have to serve the reader with articles on mathematical themes. Our aim is to include at least two feature articles in every issue - articles that inform the reader about newer mathematical themes (including connections with other disciplines, of course) in a non-technical manner, often in the form of a survey. As earlier, these will be complemented by articles on the history of mathematical developments and by interviews with significant mathematicians. The layout of the Newsletter will be a concern, too, that will be worked upon in collaboration with our Southampton printer and designer.

How can we find articles that are well suited for the Newsletter? For the present issue, I was lucky. The society’s committee on ‘Raising Public Awareness’ has recently run a competition for the best articles on mathematical themes that have been published in a newspaper or a periodical for a general readership; see the report by the committee’s chair Vagn Lundsgaard Hansen in this issue. Some of the proposed articles report on topics that are not very well known among many professional mathematicians; one of these is included in this issue; others will probably follow. And of course, I have asked people I know for interesting surveys from their (electronic) drawers...

This strategy cannot be successful for a long period. This is why I hope to be able to ‘steal’ first-class papers from several of the excellent newsletters of the national mathematical societies, and have them translated. I have written to the editorial boards of the newsletters that I know of and invited them to collaborate. Some of them have given very supportive answers, and I hope for more to arrive soon. Let me use this opportunity to invite you all to tell me about well-written and up-to-date papers for a general professional mathematical readership.

Another idea is to develop the electronic side of the Newsletter. There is already an electronic archive covering the most recent issues, so that you can read or download most of the content. I would like to expand this service to a collection of searchable databases which, apart from the archive, contain the information from the Recent Books and the Conferences sections and thus make them more useful. When established over a range of years, users should be able to search for reviews of books on a particular topic, to connect electronically to other reviews or to the publisher of a book that they are interested in. We will experiment with this service over the coming year in collaboration with the suppliers of the Recent Book section from the Czech Republic; it will certainly take a little time before the readers can benefit from it.

All these projects can only work out with the active support from the editorial board of this Newsletter, from those of the member societies and from individual members. Please send me your contributions and your ideas, by ordinary or by e-mail. Thank you in advance!

Martin Rauussen [raussenn@math.auc.dk], Department of Mathematical Sciences, Aalborg University, Denmark.
The Executive Committee met on the afternoon of the 14th September, immediately after the very successful Joint Mathematical Weekend of the Portuguese Mathematical Society and the EMS. The Executive Committee might have been gloomy, in view of the lack of success in bidding for funds from the 6th Framework Programme. In the event, so much was going on that cautious optimism was the order of the day.

The President had attended the very impressive Kolmogorov meeting in Moscow and would also represent the Society at the forthcoming meeting of Spanish, Portuguese and South American societies in Santiago de Compostela.

The Treasurer reported that, while expenditure was running as forecast, additional membership would enable the Society to spend a little more money than planned. It was agreed that some of this would go to support planned EMS meetings in 2004 that had not obtained EU funding.

Fourteen mathematical institutes, members of ERCOM, had joined the Society. Individual membership had also increased, to around 2400: the President stressed the importance of individual membership in strengthening the voice of the Society.

None of the applications to the EU Framework Programme had been successful, but one - the project to support Summer Schools and other meetings - had been placed on the reserve list. This gave some hope that the Society would succeed in the second round. The Committee would encourage the Summer Schools planned for 2004 to go ahead.

A site visit had been made to Amsterdam to look at venues and arrangements for the fifth European Congress of Mathematics. The report was very positive and the Executive Committee would recommend the proposal to the EMS Council.

The schedule of the Fourth Congress in Stockholm was largely fixed (and all the information is now on the website). Council would meet in Uppsala before the Congress. Unfortunately, the EU would not support students attending the Congress.

There was a good prospect of having further mathematical weekend meetings in 2004 and 2005 in collaboration with two of our member Societies.

A Euroscience Open Forum had been organised for August 2004 in Stockholm, and the EMS would make a proposal for a session, based on emphasising subjects where applications had necessitated the development of new mathematics.

The Society would be represented at the EMS-SIAM-UMALCA meeting in Chile and would participate in ICIAM2007 in Zürich.

The Raising Public Awareness Committee had awarded three prizes for popular articles about mathematics. The Committee on Women in Mathematics had distributed its questionnaire in Ukraine and reported its findings.

The President had been encouraged by the willingness of mathematicians to join the EMS Scientific Advisory Panel, which appeared to work well in helping the Executive Committee judge the merit of proposals.

EULER was continuing as a consortium registered in Germany: The EMS wished to continue being involved and would appoint two representatives.

The Committee reaffirmed its support for Zentralblatt and the digital math library project. The Publishing House would soon produce its first books and journals.

Then, news of the Newsletter itself. Martin Raussen was welcomed as the incoming Newsletter Editor. Robin Wilson was thanked for all the work he had put in. In his acknowledgement, Robin paid tribute to Jan Kosniowski’s work on the design, which had played a big part in the Newsletter’s success.

In an extra item of business, the Committee agreed to support the Belgian Academy’s criticism of the blind use of the Impact Factor as an automatic formula determining a part of research funding.

After the local organisers had been thanked, the meeting closed.
Mathematical Articles for the general public

Report on the EMS article competition

Vagn Lundsgaard Hansen (Lyngby, Denmark)

Background
In the current climate for intellectual activities in general, and for mathematics and science in particular, the future of a subject may strongly depend on stimulating articles about its treasures and importance for society. In this context, it is widely accepted that writing articles about mathematics for a fairly general public is a particularly hard task - but it is not impossible, as witnessed by such articles appearing from time to time in many countries. In order to encourage authors to produce mathematical articles with wide appeal in an international forum, the European Mathematical Society, through its committee for Raising Public Awareness of Mathematics (RPA), has recently run a competition for articles that have appeared in a newspaper, or some similar general magazine, in the home country of the author. All languages that could be read by more than one member of the RPA-committee were allowed.

By 31 December 2002, the deadline for submissions, we had received 26 proposals from 14 countries.

The jury
The jury consisted of the members of the RPA-committee: Chris J Budd, (UK), Mireille Chaleyat-Maurel, (France), Michele Emmer, (Italy), Andreas Frommer, (Germany), Vagn Lundsgaard Hansen, Chair, (Denmark), Osmo Pekonen, (Finland), José Francisco Rodrigues, (Portugal), Marta Sanz-Solé, (Spain).

The jury had a similar dilemma to that of the poster competition for World Mathematical Year 2000. Some articles were mathematically very elegant and attractive to mathematicians, but were probably not readable by a general reader. Other articles seemed too simple, and though readable by a general reader, were neither stimulating nor representative of mathematics.

After a careful selection, including evaluations of all proposals received, four proposals were selected for the final round.

The prize winners
Based on the evaluations, and placing emphasis on the general interest and readability of an article, the RPA-committee of the EMS made its recommendations for the prize winning articles to the Executive Committee of the EMS, which accepted the recommendations at its meeting in Lisbon, 13-14 September 2003.

FIRST PRIZE
Professor Nuno Crato, Department of Mathematics, Instituto superior de Economia e Gestão, Universidade Técnica de Lisboa, Rua Miguel Lupi 20, 1200 Lisboa, Portugal, for a three-part article Cibersegredos invioláveis (Unbreakable cyber-secrets), published in the Portuguese weekly newspaper Expresso, on 8, 22 & 29 September 2001.

SECOND PRIZE
Professor F. Thomas Bruss, Dpt. de Mathématiques, Université Libre de Bruxelles, Campus Plaine, CP 215, B-1050 Bruxelles, Belgium, for his article Der Ungewissheit ein Schnüppchen schlagen (Playing a Trick on Uncertainty), published in the magazine Spektrum der Wissenschaft, June 2000, and a similar article in the daily German newspaper Die Welt, 17 May 2001.

THIRD PRIZE
Professor Sava Grozdev (co-authors Ivan Derzhanski, Evgenia Sendova), Union of Bulgarian Mathematicians, Acad. G. Bonchev Street, Block 8, 1113 Sofia, Bulgaria, for their article For those who think mathematics dreamy, published in the Bulgarian daily newspaper Dnevnik, 27 December 2001.

Evaluation of the jury:
This is a well-composed article with a positive message concerning mathematics. It is written in a charming personal style and it contains beautiful pictures. It is accessible for almost anyone as there are no mathematical formulas. This may make it superficial for the expert, but it will undoubtedly attract the general reader.

The prize winning article by Grozdev, Derzhanski and Sendova can be found in Bulgarian and English at: http://www.math.bas.bg/ml/iaid/dremat/dmathen.html

Links to the winning articles can also be found at the URL containing the Internet information on the results from the article competition: http://www.mat.dtu.dk/people/V.L.Hansen/rpa/resultartcomp.html

In addition to the winning articles, the jury wishes to mention the runner-up in the competition. The article in question is an excellent one on symmetry. But after thorough consideration, the jury felt that it was addressed to a more mature mathematical audience than the articles on mathematics you would expect to find in a newspaper.

RUNNER-UP
Directeur de la Rédaction Philippe Boulanger (on behalf of Professor Alain Connes), Pour la Science, 8, rue Frou, 75278 Paris Cedex 06, France, for the article Symétries (par Alain Connes), published in the French magazine Pour la Science, February 2002.
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Evaluation of the jury:

This is an original and masterly article at a high level, and a beautiful expression of the unity of mathematics. The message concerning mathematics is (among other ideas) that some notions of mathematics like symmetry have a universal value. The author knows the history of mathematics and embeds his concepts in the historical and logical development of ideas. Reading the article requires a solid mathematical background but a university student of pure mathematics will undoubtedly find it extremely interesting. The article is, however, not readable by a general reader without a good level of mathematical knowledge and motivation: it is too abstract for the general public. There are interesting applications of permutations to problems in music, textile patterns and dancing, which would present the same material in a more relevant way and would have greater appeal. Nevertheless, it is an extraordinary pleasant and valuable read for a mathematically educated person.

Other articles

There were also other valuable articles submitted for the competition. I was particularly surprised by information on the occurrence of the numbers from 1 to 9 as the first significant digit of a number from everyday life (temperature, dates, prizes, quotations, etc.) given in an article on La loi de Benford. One meets many more numbers in daily life beginning with 1, 2, or 3, than with 7, 8, or 9! All mathematicians surely will appreciate a fascinating and interesting historical article on Stefan Banach and the Lvov Mathematical School. Finally, I will mention a well-written article on the incompleteness phenomenon in mathematical logic. Some of the articles mentioned might be of interest for the readers of the Newsletter.

More competitions?
The RPA-committee was impressed by the creativity shown in many of the submitted articles. It was a particularly difficult task to decide between articles with lesser depth for a broad public and articles with greater depth for a more mathematically educated public. I think we found some very good and representative articles, but there were also other deserving articles. This indicates that there is a good basis for further competitions.

The RPA-committee of the EMS might therefore arrange another competition fairly soon. To avoid the difficulty of deciding between articles on mathematics for a general public and popular articles on mathematics for an educated public, the RPA-committee suggests that the emphasis of a new competition should be given to popular articles on mathematics for the educated layman and professional mathematicians.

Let me finally thank all of the authors who submitted articles for the competition. I am happy to say that the RPA-committee was very satisfied with the number of submissions and with the generally good quality of the contributions.

Vagn Lundsgaard Hansen [V.L.Hansen@mat.dtu.dk] is chairman of the EMS-committee on Raising Public Awareness of Mathematics. He is a Professor of Mathematics at the Department of Mathematics, Technical University of Denmark, Lyngby, Denmark.
If you have to decide between two alternatives without knowing which one is more favourable, then you may quite as well flip a coin -

Right?

No, you can do better.

You want to sell your house. Your ad “Sell for the best offer above 800,000 Euro” has been running for weeks already in the newspaper. But now, next Sunday is the deadline.

Two potential buyers have announced their definite interest. Mr. X from Paris called, saying that he will make an offer exceeding 800,000 Euro but that he would like to see the house again next Saturday before finalizing his exact offer. And then there is Mrs. Y who called from London to say essentially the same, except that she can come next Sunday only. Both Mr. X and Mrs. Y insisted that they would need your irrevocable Yes or No on the very day of their visit.

You would have liked so much to find out more! If you only had been able to obtain an indication of what limit Mr. X and Mrs. Y were prepared to pay!

However, all you got on the phone was a short laugh and something like “Please let me see the house again.” True business people, both of them! You also have made already your inquiries: Both are serious and reliable, and both have the necessary funds. But then, it seems hard to guess who of the two could be expected to be the more interested one.

It is time to analyse the exact circumstances of your situation. Clearly, you will have again the opportunity to point out the splendid features of your house. However, this will not change your dilemma: If you accept the offer of Mr. X you will lose the one of Mrs. Y, and if you want to wait for the offer of Mrs. Y you lose the one of Mr. X. This seems like gambling! You will lose the better of the two offers with probability ½, won’t you?

Another idea comes to your mind.

Paris….London ;, it is not likely that Mr. X and Mrs. Y know each other. Should you perhaps try to push up the price by telling each of them how much interested the other one is? Perhaps trying with Mr. X first? -

But no, you dismiss this idea, a man like Mr. X would hardly be impressed by this - rather on the contrary. Trying with Mrs. Y perhaps? But then, the day she comes, Mr. X is already out of the game and can no longer serve as a means of pressure.

And again you arrive at the same conclusion as before: You may as well flip a coin in order to decide. Perhaps you should simply make the deal with Mr. X to have at least your Sunday free!

**Game with two cards**

Such situations in real life occur in many different variations. A special offer in the supermarket, a nice apartment, an attractive job offer, or even the woman or man for life: One must so often decide without knowing whether something better is still to come.

To clear the view for the problem, we summarize the essence in terms of a little game: You ask your son and your daughter to write, each one secretly, and not consulting each other either, one arbitrary number on his/her card. You point out that “arbitrary” means really as they want: Large, small, negative, decimal point, everything is allowed. Then they place their cards, face down, on the table. You can now turn over the card of your son, inspect the number, and then decide whether you accept it. If you refuse it, then you receive automatically your daughter’s card. Now both numbers are compared. If you have chosen the larger number you win, otherwise you lose.

The difference between these numbers is now without importance you just want to win. If the numbers happened to be the same, the game would be repeated, but this case is improbable. Further, if you think you may have some advantage from knowing your children well, you can imagine them being replaced by others. Alternatively, one person may also fill in both cards. This really looks now like a purified game of chance with win probability ½.

But now the surprise: There is a strategy with which you can increase your win probability above ½. It is based on an idea of Professor Thomas Cover (Stanford University). Let X and Y be the two different numbers on the cards.

<table>
<thead>
<tr>
<th>Min</th>
<th>Max</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to the strategy, you choose the number Z in case (A) and the number X in case (C). In these two cases you end up with a random choice between the larger and the smaller number, hence you win with probability ½. In case (B), however, you win with certainty, because if X is the larger of the two numbers you accept it, but if it is the smaller one, you refuse it. Thus your total win probability is now

\[ w = a/2 + c/2 + b, \]

where a, b, and c denote the unknown prob-
abilities of the events \((A), (B)\) and \((C)\) respectively. One of these events is bound to happen, of course, that is \(a+b+c=1\), and hence

\[
W = \frac{(a+b+c)}{2} + b_2 = \frac{1}{2} + b_2.
\]

Thus the win probability exceeds equal chance by \(b_2 > 0\), because \((B)\) can occur. [Remark: To make this precise it suffices to choose \(Z\) according to any density that is strictly positive everywhere on the real line.]

How can you apply this strategy most skillfully? Evidently you should try to make the case \((B)\) as probable as possible. This means you should choose \(Z\) such that it has the largest possible probability of falling between \(X\) and \(Y\). Since these two numbers are unknown, no general recommendation can be made. In concrete cases, however, one may quite well have some ideas.

**Optimal choice of a threshold**

Our house-selling problem is such a concrete case. On the first card is the offer of Mr. \(X\) and you will not know the number on the other card, the offer of Mrs. \(Y\), when you must say Yes or No to Mr. \(X\). The first difference to the card game with arbitrary numbers is that you know that both \(X\) and \(Y\) are above 800,000. The second difference is that the amount \(|X-Y|\) is now of real interest to you.

An offer of 900,000 Euro or more would be nice, but is not very likely. On the other hand, if you accepted Mr. \(X\)'s offer of 801,000 Euro, say, then you would not suffer much regret if Mrs. \(Y\) would offer 802,000 Euro. There is no point in trying to hedge against a loss of too modest a magnitude. Therefore it may be best to choose \(Z\) clearly above 800,000 Euro, but then again not too large. If you asked me what I would do: I would toss a die and, for each eye of my result, add 5,000 Euro to the amount 800,500 Euro. So, for instance, if I obtained 3, I would choose \(Z=815,500\). But, by all means, there is nothing special about this suggestion and you may be much happier with your own idea.

Why toss a die? Why not simply fix \(Z=820,000\), say, if we feel this should be more or less in the right order of magnitude? Apart from our probability argument there is another reason: In such a game-theoretical situation, it is often better to be unpredictable. If we act in a predictable way, the other player may adjust his behaviour. Hence the introduction of a random component.

What is our strategy worth? - Definitely more than the random choice, as we have seen. We cannot really quantify the advantage compared with a random choice, but some additional 10,000 Euro or so may quite well be in it (in expectation.)

Let us go a step further and look again into our two-card game. Now you and I play the game. Suppose you are the one who writes the two numbers on the two cards and it is I who has to choose one. As before, I win if I choose the larger one. Suppose you would like to decrease my win probability. What should you do?

The answer is simple. You just choose two numbers that are very close to each other. Take 6.123455 and 6.123456, say. My advantage of using a Z-strategy is now hardly worth talking about because my chosen Z will have little chance of falling between these two numbers.

In real-world problems, things are often different, however. Real-world strategies are developed by one party and typically not communicated to the other party. What difference does this make?

To find this out, I made, several years ago, a test with Vesalius College business students. Everybody in the audience received two cards to write down his or her numbers, and then I passed from one to the other to make my choice. I had not mentioned Z-strategies before.

My score was 32 successes for 41 or 42 participants. With a random choice we would expect some 21, and some three or four more with a bit of luck. 32 however should not be explained by pure luck alone, as they knew. Even the best students were puzzled. It is difficult to see what one does not expect. But you, dear reader, you probably guess correctly: I had applied a Z-strategy, even a particularly naive one. I had chosen \(Z=0\).

Why was this so successful? – I think it was because I could prepare the field for the strategy: My remark “The numbers may also be negative” had seemingly succeeded in being sufficiently casual. The fact is that numerous students made use of negative numbers, and all those who had written down just one negative number made me automatically a winner.

This experiment shows that strategic thinking has no simple rules: Some people preach that the key to success in strategic behaviour is always narrowing down the adversary’s field of action. However, this is not true. If we believe that our adversary does not expect our strategy it can be unwise to narrow down the set of his or her options. The less one can do, the more one thinks about each step. Indeed, in our experiment, by allowing negative numbers we did not narrow down but actually enlarged the set of options for the students. This probably helped to distract from paying attention.

**A few words about mathematics**

You have just learned to know a little problem in a field of mathematics, which, compared to other fields, is still in its infancy: strategic thinking, as a part of probability theory. Even at this introductory level several questions are still open. For instance, does there exist a strategy for the two card game which is generally more efficient than a Z-strategy? - The proof of existence or non-existence would already be a true progress. However, at the current state of knowledge, I see no sufficiently safe foundation to attack such a proof, not even to make this question sufficiently precise.

Is it not truly surprising that nobody can optimise, in a strict mathematical meaning, the sale of a house to two potential buyers? Given that we see so many impressive things mathematics has achieved in our world, we would agree that it is, wouldn’t we? Think of other optimisation problems from modern airplane engineering, for instance. Compared to such problems, our little problem seems ridiculously simple. However, this is not true. Airplane engineers have a huge time advantage: They can work, routinely, with many methods for which the mathematical foundations have been well established for two to three centuries. This is not the case for our little problem.

Such contrasts do exist in many fields of mathematics.

Is this a symptom of the eternal youth of a discipline?

Yes, I think it is.

**Footnote:** This is the author’s English translation of his article Der Ungewissheit ein Schnippchen schlagen published in Spektrum der Wissenschaft (= German Edition of Scientific American). The latter was based on the author’s Unerwartete Strategien published in Mitteilungen der Deutschen Mathematikervereinigung (German Mathematical Society.) The idea was instigated by Cover’s Problem. (References below.)

**Acknowledgement.** The author would like to thank Professor Lundsgaard Hansen for his comments on the English version.
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Integrability of Hamiltonian Systems

Michèle Audin, Strasbourg

A satellite moves along its orbit around the Earth. A circular orbit, an apparently quiet revolution, nevertheless accompanied with various motions: the satellite oscillates, rotates, turns upside down.

The attitude, this is how physicists call these motions – motions that can obviously not be ignored. Let us pretend that the satellite decides (deplorable attitude) to turn its back to the Earth, the antennae and the cameras looking at the other side. This is obviously not what was intended when the satellite was put into orbit. It is thus necessary to know how to describe and control these changes in the attitude. Will the satellite always perform the same motion? Will it wriggle restlessly?

The mechanical system governing the motion of the satellite is a Hamiltonian system. The question I just asked can be made more precise and reformulated as is this Hamiltonian system integrable? A theorem of Morales and Ramis can be applied to answer this question, using differential Galois theory. The aim of this article is to give an idea of the statement of this theorem and the ways to apply it.

Integrable systems

A Hamiltonian system is a mechanical system governed by the celebrated Hamilton equations

\[
\begin{align*}
\dot{q}_1 &= \frac{\partial H}{\partial p_1}, & \ldots, & \dot{q}_n &= \frac{\partial H}{\partial p_n}, \\
\dot{p}_1 &= -\frac{\partial H}{\partial q_1}, & \ldots, & \dot{p}_n &= -\frac{\partial H}{\partial q_n}.
\end{align*}
\]

The total energy $H$ of such a system, a function of $q_1, \ldots, q_n$ (think of positions) and $p_1, \ldots, p_n$ (think of momenta), is constant, and it does not depend on time. It happens that other quantities are conserved as well. They are called first integrals.

If there are enough first integrals (and if they commute, in a sense that I will not make more precise here), Liouville showed, in the 19-th century, that the differential system (Hamilton equations) can be solved by quadratures (computing integrals); this is why the system is said to be integrable.

Examples

There are many well known mechanical systems that are integrable.

Let us carry out an entertaining experiment. Rather than putting a satellite in orbit (which is complicated and expensive), we just play with a spinning top. And we observe it spinning, looking carefully at the motion of the end of its axis.

For those of you who do not have a spinning top at home, Figures 1 and 2 show the object and the result of the experiment. The top is considered as a rigid body with a fixed point (the point $O$ at which it meets the horizontal plane) in a constant (vertical) gravitational field. The rigid body has an axis of revolution in this case, so that, in addition to the total energy, the momentum with respect to this axis is a first integral. The end of the axis oscillates between two parallel circles on an (ideal) sphere.

Here is another easy experiment. We fix a ball at an end of a rod, the other end of which is fixed: what we get is a pendulum, usually called a spherical pendulum. Here again, the only force present is the gravitation. The momentum with respect to the vertical (direction of the gravitation field) is a first integral. The ball turns, stuck between two parallel circles on a sphere, as shown on Figure 4.
You may have noticed the similarities between these two experiments. A similar behaviour (oscillations in a band) can be observed in many other mechanical problems, as, for instance, the motion of a free particle on a surface of revolution or an ellipsoid. A free particle goes the shortest way – this is why the solutions are the geodesics on the surface. Figures 5-6 represent a geodesic on a surface of revolution and of an ellipsoid (respectively). In the case of the surface of revolution, the momentum of the particle with respect to the axis of revolution is a first integral. For a generic ellipsoid there is also a first integral, although this is less obvious (this is due to Jacobi).

A geometrical or dynamical expression of Liouville integrability (as defined above) is the regularity of the solutions. The motion described by an integrable Hamiltonian system is very regular, the trajectories wind on tori (this is part of the Arnold-Liouville theorem), each visiting regularly a neighbourhood of its initial point, and the motion is said to be quasi-periodic.

Figure 7 shows a quasi-periodic motion that is drawn in the configuration space (an annulus, on the sheet of paper), or in phase space (in more dimensions, on a torus) that looks very much like the previous ones. The Arnold-Liouville theorem is more precise – it states that these trajectories are linear in the sense of the affine structure of the torus, as shown in Figure 8.

**Are all Hamiltonian systems integrable?**

As we have seen, physics can provide first integrals as the momentum with respect to an axis of revolution (this is what happens for a spinning top, a spherical pendulum, a free particle on a surface of revolution, ...)

There are also many Hamiltonian systems that are not integrable. The most famous is the three-body problem dealing with three bodies (Sun-Earth-Moon) in gravitational interaction. It is known that the two-body problem (Sun-Earth) is integrable. It was actually to integrate this problem that Lagrange introduced the beginnings of symplectic geometry and Hamiltonian mechanics. Poincaré showed that the three-body problem could not have enough first integrals (analytic in positions and momenta).

The method I explain here allows us to prove that this is still true if we accept poles – namely, meromorphic first integrals.

Some Hamiltonian systems are suspected to be non-integrable because we have not been able to find enough first integrals and, more seriously, because some experiments or numerical simulations show a chaotic behaviour that seems to be incompatible with the Arnold-Liouville theorem. This is the case for the Hénon-Heiles system:
The Hénon-Heiles system is the Hamiltonian system defined by the Hamiltonian
\[ H = \frac{1}{2}(p_1^2 + p_2^2) + \frac{1}{2}(Aq_1^2 + Bq_2^2) - q_1^2q_2 - \frac{1}{3}\lambda q_2^3, \]
where \( A, B \) and \( \lambda \) are parameters. It is known to be integrable for some values of these parameters. Figure 9 comes from Morales’ book and is supposed to illustrate the chaotic behaviour of this system. It shows part of the dynamics (the dynamics of the Poincaré map, to be precise) for the parameters \( A = B = 0 \) and \( \lambda = 3/2 \): it seems to indicate that the system is not integrable in this case. Using the method I am going to explain, it is possible to prove that, in general, the Hénon-Heiles system is not integrable.

And the attitude? Is the attitude of a satellite an integrable system?

The Galois group, an obstruction to integrability

Following a tradition that goes back, at least, to the Mécanique céleste of Poincaré, let us consider the variational equation, a linear differential equation that describes the solutions that are infinitesimally close to a given solution.

We assume that we know a solution \( x(t) \) of the Hamiltonian system. Let \( y(t) \) be another solution, that is very close to \( x(t) \). Then we can write \( y(t) = x(t) + Y(t) \) and, up to order 1, our Hamiltonian system becomes linear in \( Y \):
\[
\begin{align*}
\dot{Y} &= \dot{y} - \dot{x} \\
&= X(y(t)) - X(x(t)) \\
&= (dX)_{x(t)}(Y(t)), \quad \text{up to order } 1.
\end{align*}
\]
This linear differential equation in \( Y \) is the variational equation.

The Hénon-Heiles example

In the simple case of the Hénon-Heiles system for \( A = B = 0 \) and \( \lambda = 0 \), the Hamiltonian is
\[ H = \frac{1}{2}(p_1^2 + p_2^2) - q_2q_1^2. \]
The Hamiltonian system is
\[
\begin{cases}
\dot{q}_1 = p_1, & \dot{q}_2 = p_2 \\
\dot{p}_1 = 2q_1q_2, & \dot{p}_2 = q_1^2.
\end{cases}
\]
It is quite easy to find solutions (this is an academic example!). We choose a trajectory that is a straight line:
\[
\begin{cases}
q_1 = 0, & p_1 = 0, \\
q_2(t) = at - b, & p_2(t) = a.
\end{cases}
\]
for some constants \( a \) and \( b \). The variational equation along one of these solutions is the linear differential system
\[
\begin{cases}
\dot{Q}_1 = P_1, & \dot{Q}_2 = P_2, \\
\dot{P}_1 = 2q_2(t)Q_1, & \dot{P}_2 = 0.
\end{cases}
\]
We look only at the solutions for which \( Q_2 = P_2 = 0 \). The linear system \( \dot{Q}_1 = P_1, \dot{P}_1 = 2q_2(t)Q_1 \) is equivalent to the differential equation
\[ \dot{Q} - 2(at - b)Q = 0. \]
This is an Airy equation, the solutions of which, the Airy functions, are analytic on the whole complex line, but no solution of which is a rational function or even an algebraic function. For those who like formulas, Airy functions can be written
\[ Q(t) = \int_0^\infty \cos(x^3 \pm xt)dx. \]

Differential Galois theory – in about 195 words!

The situation of a linear differential equation with polynomial coefficients, whose solutions are not rational, is reminiscent of the situation of an algebraic equation with rational coefficients and irrational roots.

The base field is the field of meromorphic functions on our trajectory – this is the field \( \mathbb{C}(t) \) in the example of Airy. With the linear differential equation is associated a smallest differential field which contains all the solutions of the linear equation (the Picard-Vessiot extension, the differential analogue of the splitting field of an algebraic equation). The differential Galois group is its group of automorphisms. The set of solutions of a linear differential equation is a vector space on which the Galois group acts as a subgroup of the corresponding linear group in the same way as the Galois group of an algebraic equation is a subgroup of the symmetric group, which acts by permutation of the roots. According to a theorem of Kolchin, the differential Galois group is an algebraic group.

In the Airy example, the solutions (and, more precisely, their behaviour at infinity) are intricate enough for the
Galois group to be really huge: it is the entire group $SL(2; \mathbb{C})$.

The Morales-Ramis theorem

The Galois group is the main character of a non-integrability theorem due to Morales and Ramis, in a tradition that goes back to Kowalevskaya, Poincaré, Painlevé and, more recently, Ziglin. This theorem can be considered as an analogue of the theorem on the solvability of equations by radicals. It asserts that if a Hamiltonian system is integrable, then the Galois group of the variational equation along any trajectory must be almost Abelian (in the sense that its neutral component is an Abelian group). Notice that, if we neglect finite groups, this is a stronger property than being solvable. Notice also that this theorem, although it gives a very powerful tool for proving non-integrability, is much easier to prove than the algebraic analogue: being an algebraic group, the Galois group can be attacked with infinitesimal tools – the statement is actually that its Lie algebra must be Abelian.

Conclusion

In concrete terms (if I dare say it): you choose a solution, you linearise the system along it, and you compute the Galois group. If it is not (almost) Abelian, your original system was not integrable. Notice that you should have found a solution, that is both simple enough so that you are able to compute the Galois group, and complicated enough so that the latter is not (almost) Abelian.

Applications

Nevertheless, this theorem does have numerous applications; for instance: In the simple case of the Hénon-Heiles example ($A = B = \lambda = 0$), we have seen that the Galois group is $SL(2; \mathbb{C})$. This group is not almost Abelian, and hence the system cannot be integrable. However the case $A = B = 0, \lambda = \frac{2}{3}$ illustrated in Figure 9 is still open. A non-symmetric spinning top cannot lead to an integrable system either.

Morales and Ramis have many applications, some of which can be found in Morales’ book (cf. reference below).

The satellite

The main difficulty is not to find a particular solution to start with. The Galois group is an algebraic subgroup of the linear group $GL(2n; \mathbb{C})$, where $n$ is the number of degrees of freedom of the system. This number is 2 in most of the examples considered here, which gives a subgroup of $GL(4; \mathbb{C})$. Using the fact that the Hamiltonian is a first integral, this can be reduced to a subgroup of $SL(2; \mathbb{C})$, which allows us to compute it.

However, the attitude of the satellite in a circular orbit is a system with 3 degrees of freedom, so that, after reduction, we still have a subgroup of $SL(4; \mathbb{C})$. This is too big: recall that the group needs only to be almost Abelian, so that it is not enough to find two elements that do not commute. With the help of computer algebra (resp. an additional geometric argument), Delphine Boucher (resp. the author of the present paper) were able to prove, in 2003, that the attitude is not integrable.

This does not prevent the satellite from taking its beautiful pictures of the Earth (free advertisement!), since, as the orbits, the attitudes can be corrected.

The end

The first approach to non-integrability goes back to S. Kowalevskaya in 1889. She was investigating the integrability of the rigid body with a fixed point. She asked herself under which assumptions the solutions of the system would all be meromorphic functions of the time variable – this is called the Painlevé test – that is, their only singularities are poles (no ramification, no logarithm, etc).

She proved that this property is satisfied in only three cases: when the fixed point is the centre of gravity, when the rigid body has an axis of revolution (in these two cases, the system was known to be integrable), and in a new case (now called the Kowalevskaya top). She was in fact able to find an additional first integral in this last case too.

The relation between integrability (in the Liouville sense) and the softness of the singularities of the solutions is still not completely clear. The methods of differential algebra used here give precisely such a relation, up to order 1.
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I heard the name Kolmogorov for the first time around 1936, when I was a beginning mathe-

I still remember it like today: it was sensational, dramatic and enlightening. I am not certain that Plancherel really liked the new type of abstraction. He was more impressed by a very early construc-
tion from 1923 of Kolmogorov, a Lebesgue-Fourier series diverging almost everywhere; he
did not tell us that the author was not even 20 when he wrote that paper! But we, the young
one's, were happy, and the logical foundation of probability from 1933 was crystal-clear, abstract,
and at the same time relating everything to the standard terminology and to concrete applications.
We just liked the new trend of axiomatic abstraction.

In 1939, I got in real contact with Kolmogorov when I began my Ph D. work in topology under
Heinz Hopf (‘Hopf’ algebraic’ and ‘Hopf’ fiber-

Now things continue in much the same way: At
the next International Congress 1958 in Edinburgh
I heard Kolmogorov lecture, this time about func-
tional analysis (just a short communication), at the
1962 Congress in Stockholm about optimal
approximation of functions, and so on. No need to
continue, you all know what I want to say: I was
lucky to know Kolmogorov and to see him devel-
oped into one of the truly universal mathematicians
of our time, covering all fields (with the exception
of number theory, as far as I know), original, cre-
ative, deep and broad.

Contacts with Russia became easier during the
years 1956-61 when I was secretary of the
International Mathematical Union. It was the
time when we succeeded in making the Union truly
international, in spite of great political difficulties.

Kolmogorov and
Contemporary Mathematics
International Conference, Moscow 2003
Address at the Opening Ceremony
Beno Eckmann (ETH Zürich)

their long voyage for several months on the Volga
and beyond in 1929 – what impressed me tremen-
dously was the fact that Andrei took with him on
that long trip, apart from mathematics books, the
Odyssey! The better I got to know Kolmogorov,
the more I realised that his cultural universality
went far beyond mathematics, into logic and foun-
dations, into arts, poetry, history and education.
His human and humanistic universality enabled
him to be an extraordinary teacher.

His students are here, they can tell about that
better than I can. He inspired them to do mathe-
ematics according to its true nature and unity: abstract, valid within its strict context, universal,
and (precisely for that reason) eminently practical.

With the passing of each human being a mys-
tery disappears from the world, a mystery that
nobody else will be able to rediscover [Friedrich
Hebbel], Words, and certainly my words, are inad-
equate to describe the mystery of Andrei Kolmogorov.
With regard to our common profes-
sion we learn from him that mathematics is a man-
festation of the free creative power of the human
mind and the organ for understanding the world
through theoretical construction. And that it is part
of the cultural tradition we have to transmit to the
next generation.

To achieve more we dare not hope, to achieve
less, we must not try. We are grateful to Andrei
Kolmogorov for his outstanding contributions
towards this goal.

The centenary of Andrei N. Kolmogorov’s birth
has already been commemorated in the
Newsletter with an article by N. H. Bingman
and an address by EMS president Sir John Kingman
in issue 49.
Beno Eckmann [beno.eckmann@math.ethz.ch]
is professor emeritus at the Institute for
Mathematical Research, ETH Zürich,
Switzerland.
In August 2001, I attended in New York a performance of ‘Proof’, by David Auburn, and also read the text of the play.

It was a huge success, got the author an avalanche of awards (including a Pulitzer prize) and ran for more than three years on Broadway. A film version is now in preparation.

Quite enthusiastic about it, I wrote a review for the EMS Newsletter (Issue 44, June 2002, p.22).

In June 2002, the theatre ‘Le Rideau de Bruxelles’ announced that they would translate and produce the play in French in September. On an impulse, I wrote to the directors of the theatre (whom I didn’t know at all), congratulating them on their initiative, adding some explanations about the obvious sources of inspiration of the author (Nash’s life, Wiles’s proof of Fermat’s last theorem...) and offering assistance in case they had any mathematical question.

I don’t know if I really expected an answer, but as it happened they invited me to a number of meetings with everyone involved in the play, asked me to check the translation of the (short, but absolutely correct) mathematical parts of the play, to contribute a four pages interview on mathematics and mathematicians for the programme, and even to produce some attractive cohomology sequences as background for the pages.

This was an extremely interesting and enjoyable interaction, for many reasons. One of the characters of the play, Robert, is inspired by the life of Nash: a genius who suffered a dramatic mental breakdown at 30, stopping short his remarkable development. His daughter Catherine (in the play) is the main character, and wonders if she might have inherited his mathematical power or maybe his mental fragility. The other two characters are Hal, a former student of Robert currently teaching in a mathematics department, and Claire, Catherine’s sister, a financial analyst meant to give a totally external vision of society on the group of academic mathematicians.

The reference to Robert’s mental illness gave to the theatre people the idea that a mathematician was necessarily skating on a thin line between genius and madness.

During my first visit to the theatre, it was clear that each member of the staff present in the building on that day found a (weak) excuse to enter the room where I was to have a good look at me.

When I met the director of the play and the actors, they started the ball rolling by explaining candidly that having read the play they wanted “to see and possibly to touch a mathematician in the flesh”. Then to see how I would react, one actor asked me what the play was really about, “since everything to know is known in mathematics”. Although he did it very well (he is an actor!) the trick did not work and they passed to other questions.

After four hours of discussion, I like to believe that they concluded a mathematician could be pretty normal after all.

Their questions were interesting and could give us some idea of what we should explain when attempting to popularise mathematics.

Since part of the play is about a long proof, they wanted to understand what a proof is, how it looks like, in particular what the proof of Fermat’s last theorem could involve when the statement consists only of long multiplications and additions (not an easy question).

The play describes briefly the way mathematicians attack a problem - by different angles, by intuition, and not at that stage by logical deductions.

This is very well shown in Simon Singh’s television programme Fermat’s Last Theorem, Horizon, BBC, 1996, which gave a good insight to the actors and the director.

The image usually given of mathematics is the final presentation: definitions, statements and deductive proofs. We must realise that this hides the most attractive part of mathematical work - namely the non-deductive and non-logical search for the solution of a problem. After some time, the theatre people could talk ad lib on the common features of artistic and mathematical creation. Although it is clear they need not understand any of the mathematics to impersonate the characters, they wanted to - one of them came the first day with some pages of computations to understand which primes would be Germain numbers. But mostly they wanted to understand the characters of the play, and were genuinely interested in our lives, problems and motivations.

In September, I went back to the theatre to discover that the director Jonathan Fox, the actresses Valérie Marchant (Catherine), Isabelle Defosse (Claire) and actors Alexandre von Sivers (Robert) and Philippe Allard (Hal) had come up with tremendously good performance (which obtained the deserved success of having the room packed every night and going for a second season).

It was my turn to learn something new, about theatre. Indeed, having read the play and attended one performance already, I realised more than before the differences that can be made in a play by the direction, the scenography and the acting. Many ideas (different in Brussels and New York) were brought in (without adding any line to the text), and since I actually saw the play three more times, I could see it evolve as more ideas were introduced. It was of course a new experience for me to attend the same play a number of times over two years. Likewise, seeing successive versions of the excellent translation by Isabelle Anckaert showed me an approximation process, in which some ideas current in the US do not quite apply in Europe and have to be well presented through the translation.

But the story doesn’t stop there. Indeed, it was quickly agreed that before one performance of the play, the director Jonathan Fox and I would make a joint presentation, mostly to high school students, of aspects of the play from the point of view of theatre work and mathematics. We planned for one such presentation - but ended with more than ten over two seasons.

This gave me the opportunity to speak about Nash and Fermat - but more to the point about the existence of mathematical research, its enjoyment, the possible careers, to around 1500 high school students, a rare opportunity. And by the way, this generation of students who are now 17 years old mostly does not know about that old event - the proof of Fermat’s theorem way back in 1994. When we think of information and popularisation of mathematics to a young audience of potential mathematicians, we must remember they keep changing and information does not percolate through more than a couple of years.

To conclude, if you ever get an impulse of writing a letter about mathematics on such an occasion, do it, by all means, and you are liable to meet other people of unbounded enthusiasm.
When, as a university student, I began to discover the humanities is something very common, at least in Romania, and the intuitive perception of the world. I also became impressed by the infinity of the sequence of natural numbers, a fact that for me became an object of contemplation and continuous reflection. Philosophy was a possible choice to satisfy this curiosity, but I soon realized that only mathematics could give me the feeling of certainty I was looking for.

In the fall of 1944 I left the city of Bacau, where I had spent my first 19 years, and I came to Bucharest where I paid a visit to the Mathematics Section of the Faculty of Science. I was impressed by announcements including magic words such as ‘infinitesimal calculus’ and ‘transfinite cardinal and ordinal numbers’. I took a provisional decision to try mathematics. The first class I attended was, fortunately, with a professor who decided not only my preference for mathematics, but also my way of life, to be devoted to mathematical research. His name was Miron Nicolescu. He was born exactly hundred years ago, in 1903, and meeting him was a great chance. But he was not the only one to have a mathematical background. Mathematics has a potential bridge between different disciplines; in Romanian, Dan Barbilă, Octav Onicescu, Alexandru Ghika and other professors gave me many intellectual satisfactions and I often wrote about their personalities; see for instance my book ‘From Romanian Mathematical Thinking’ (in Romanian, 1975), ‘Simion Stoilow’ (in collaboration with Cabiria Andreian; in Romanian, 1982) and my articles in ‘Academica’, the journal of the Romanian Academy.

Trying to explain my option for mathematics, I think that my motivation in 1944 was that in mathematics the effort of memory is minimal, while the feeling of certainty is maximal. No other discipline can challenge mathematics in this respect. This was my thinking in 1944 and it is still so in 2003.

As anyone can see, the unnatural conflict between science, especially mathematics, and the humanities is something very common, at least at pre-university level education. Is there anything to be done in this respect?

When, as a university student, I began to discover the real face of mathematics and when I realized how high-school mathematics transforms mathematics into a caricature of itself, I decided that the fight for a fundamental change in mathematical education would be one of the aims of my life. I devoted several books and tens of articles to this topic, as can be seen in my C.V. as ‘The schizophrenia of contemporary mathematics’. Such slogs are misleading, they may suggest that mathematicians deliberately encode their message in a way that is not available for everyone, and then we need translators of mathematicians’ messages into ordinary language. As a matter of fact, there is a trend of snobbery in some cases - of schizophrenias in other cases - pushing some authors to an excessive use of symbolism (Errett Bishop had an article entitled 'The schizophrenia of contemporary mathematics'). The exaggeration of the syntactic component of mathematical language at the expense of its semantic component is an important concern of mathematical education today – remember Goethe’s remark that I have already mentioned.

My main interest in addressing people with respect to mathematics is to point out the cultural aspect of mathematics, its genuine link with other fields of culture, be they scientific, artistic or philosophical. It seems to me that one of the main reasons why mathematical education fails in fulfilling its task and makes of it, for most people, an unattractive topic, is the absence of a bridge to the universe of other disciplines and to human life as such. I will give some examples. Are we able to explain to high school students in what the mathematical way of thinking consists and how it is involved in everyday life? Can we show the relevance of mathematical thinking outside mathematics? This means, among other things, to be able to separate mathematical thinking from mathematical symbolism, although this separation is possible only within certain limits; to give examples of the use of mathematical symbolism devoid of mathematical thinking and examples of mathematical thinking in the absence of mathematical symbolism; to show, by relevant examples, how mathematical symbolism is born just from the need to develop the mathematical way of thinking.

This is exactly the direction in which mathematical education fails, and this fact explains why most intellectuals relate mathematics not to human thinking, but to formulas whose relevance, outside mathematics, is zero. Mathematics is a potential bridge between different disciplines; this means it can be such a bridge to the extent to which mathematical education succeeds to prove it, to make it effective. The logarithmic, the exponential and the polynomial functions cover a large variety of processes in physics, chemistry,
geology, biology, psychology, linguistics and social sciences; do high school students have the chance and the pleasure to contemplate the way mathematics brings such heterogeneous phenomen- ena into a unique framework? The answer is unfortunately negative.

Research takes a lot of effort and time, and scientists gifted in so many fields as you are still rare. Should popularising mathematics or the history of mathematics, for example, remain the complementary occupation of pure mathematicians, or should special attention be paid to forming young scientists willing to take on this job?

There are now, mainly in Western countries, scientific journalists, specialized in the popularis-ation of science. They have a special gift to trans-form the scientific enterprise into a story, a narra-tive structure that sometimes takes the form of a detective story. It happens that such journalists are sometimes (ex) successful researchers. I appreciate their work, but I don’t think that this is the main way to approach the dichotomy proper mathematics versus popularised mathematics. Irrespective of its level, good mathematics should include a cultural dimension, referring to the ideas, the motivation, its relevance to other fields, the aesthetic aspect, a philosophical aspect, and an historical aspect. But this cultural dimension should not be something added artificially, as a compensation of the aridity of mathematical for-malism; it should be organically related to this formalism and essentially required by the text. Ideas, motivation, historical, cultural and philo-sophical context, relations to other fields, aesthet-ical dimensions should belong to the process of understanding, so much neglected. If things are separated, if real mathematicians are only those who make long calculations and manipulations of formulas, while popularisation mathematicians are those who learn how to package already existing mathematics, then people get a distorted image of mathematics.

Mathematical education will succeed as a cul-tural enterprise only when people discover in it something to enjoy, to play with, to contemplate, to relate to their way of seeing the world and of considering their life. Mathematics was tradition-ally taught by ignoring the evolutionary aspect and the historical context. The trend of contem-porary mathematical textbooks is to reduce the proportion of ordinary language, by replacing it with formulas. The habit of leaving to the histori-an, to the populariser, the task of humanizing mathematics is the wrong strategy. In Romania, a typical example of a person who successfully trans-formed mathematics into something to enjoy, into a dialogue with at least a part of the passion we invested there, he confessed: “I hope to contaminate the readers of our work with this passion.” It remains to regret that a dialogue as the one to which we need more and more university teacher and that of the university researcher and that of the university teacher. One can understand that, to the extent to which we need more and more university teachers in mathematics, we are obliged to accept as teachers not only those with a real gift to per-form research, but also persons who learned much mathematics and are able to transmit it to young generations. But good teaching is not equivalent to popularisation, except in the case when clear presentation is considered as popular-isation. A good teacher is a kind of actor, he sim-u-lates that he is discovering spontaneously the things he is teaching; despite the fact that he has already taught them about hundred times before. Indeed, it may happen that some university teach-ers are not that successful in doing research. But, in order to succeed in teaching, it is obligatory to adopt a research attitude with respect to what you are teaching.

Last but not least: Is it obvious for anybody see-ing the lists of your publications that you are a kind of scientific monster. How was that possi-ble? Are there other ways in which you express your delight towards the seen and unseen world, besides writing and lecturing?

I am far from being as productive as you suggest. My younger colleague Gheorghe Paun, who is also my former student and PhD student, is more productive and, what is very important, highly appreciated by the international community in the field of mathematical computer science, as a pio-neer of several fields in this area, the most recent being membrane computing.

Before writing and lecturing, my first job and first source of pleasure and satisfaction is reading and studying. It often happens to me that I regret that I cannot leave aside writing when I am pressed to write something in order to conform to a deadline. I would rather spend all my time reading so many interesting things spread in books, journals, the internet etc. However, I always read with pen and paper in front of me, because I need to react to what I am reading and these reactions sometimes take the form of an article. So, reading and writing stimu-late each other, they need each other, and each of them develops at the expense of the other. But reading does not refer only to the field of my research interests. I read not only mathematics; I also read philosophy, literature, social sciences, natural sciences, practically everything.

My belief is that apparently heterogeneous fields strongly interact, there is a unity of human knowledge and human creativity; if you don’t take into consideration this fact, you risk getting a fragmentary representation of reality. I can illustrate this fact by some examples. For instance, it is interesting to observe how a mathe-matical object such as the Möbius strip in the last decades became a basic point of reference in anthropology (Claude Levi-Strauss), in art (M. C. Escher), in biology (Jesper Hoffmeyer) and in many other fields. It is also interesting to observe the spread of the metaphors related to Mandelbrot’s fractal geometry in all directions. Gödel’s incompleteness theorem is another uni-versal paradigm characteristic for post-modern culture.

To be a mathematician today is a very demand-ing job and we ought to impart this feeling to the young generations. In particular, we are oblig-ed to explain the way in which mathematical thinking is universal and, as a consequence, very useful for anybody, irrespective of their profes-sional interests. Mathematics is a part of the cul-tural heritage of mankind.

SHORT BIOGRAPHICAL NOTE
Professor Solomon Marcus was born on the 1st of March 1925, in Bacau, Romania. Elementary school and high school in Bacau. Graduation (1949) and PhD (1956) in Mathematics, University of Bucharest, Romania. Assistant, lect-urer, associate and full professor in Mathematics, University of Bucharest; emeritus professor 1991. Corresponding member (1993) and full member (2001) of the Romanian Academy. Research and teaching in mathematics, linguistics, computer science, semiotics, mathematical and computational linguistics and poetics, history and philosophy of science. One of the initiators of mathematical linguistics and poetics. Author of about 30 volumes and more than 400 research papers. Hundreds of invited lectures in universi-ties of most of the European countries, in America, Asia and Oceania.

Notes
[1] Simion Stoilow (1887-1961), Romanian mathe-matician (analysis and function theory), Professor at the University of Bucharest; Member of the Romanian Academy
[2] Miron Nicolescu (1903-1975), Romanian mathe-matician (analysis and function theory), Professor at the University of Bucharest, Member of the Romanian Academy
[3] Gheorghe Vranceanu (1900-1979), Romanian mathematician (differential geometry and topolo-gy), Professor at the University of Bucharest, Member of the Romanian Academy
[4] Dan Barbulian (1895-1961), Romanian mathe-matician (number theory and algebra), Professor at the University of Bucharest, also an appreciated Romanian poet by the name of Ion Barb
[5] Octav Onicescu (1892-1983), Romanian mathe-matician (probability theory, mechanics), Professor at the University of Bucharest, Member of the Romanian Academy
[6] Alexandru Froda (1894-1973), Romanian mathe-matician (real analysis), Professor at the University of Bucharest
[7] Grigore Moisil (1906-1973), Romanian mathe-matician (both pure and applied mathematics), Professor at the University of Bucharest, Member of the Romanian Academy, one of the promoters of computer science in Romania
[8] Alexandru Ghika (1902-1964), Romanian mathe-matician (analysis and function theory), Professor at the University of Bucharest, Member of the Romanian Academy
[9] Cabiria Andreian-Cazacu (1928- ), Romanian mathematician (complex analysis), Professor at the University of Bucharest

Interviewer’s note:
Interviewing an outstanding personality of the Romanian scientific scenery is an honour and a big challenge for anybody; in particular, when the person-ality in question is Prof. Solomon Marcus. It all becomes a great pleasure as well – for which I am very grateful. It remains to regret that a dialogue as the one above is too short to satisfy our curiosity.

Finally, I would like to join Professor Marcus when he confessed: “I hope to contaminate the readers of our dialogue with at least a part of the passion we invested in it.”

Madalina Berinde [madalina.berinde@yahoo.com] is a master degree student at ‘Babes-Bolyai’ University of Cluj-Napoca, Romania.
The Moscow Mathematical Society.
Part I
S.S. Demidov, V.M. Tikhomirov, T.A. Tokareva (Moscow)

This is the first part of an article on the history of the Moscow Mathematical Society. Part II will appear in the next issue of the Newsletter.

1. The birth of the Society

In the beginning of the 19th century, mathematical education at Kazan University attained a high level of standard, comparable to the best European Universities, due to primarily Lobatchevski’s efforts. During this period, the oldest Russian University, Moscow University, reached an equal standard only in the mid 1830s [1, ch. 12].

In 1834, N. E. Zernov (1804 – 1862), a student of Moscow University, and N. D. Brashman (1796-1899), a student of Vienna University and Vienna’s Polytechnic Institute, who had previously worked at Kazan University, started to give lectures on pure and applied mathematics. These lectures were successful since both Zernov and Brashman were excellent teachers. Zernov’s ‘Reflections on Integration of Partial Differential Equations’ (1837) (the first doctoral dissertation in mathematics defended in Russia) was the first textbook on the integration of partial differential equations in Russian language, and for a very long period it was the manual for students of Moscow University. His treatise ‘Differential Calculus and Application to Geometry’ (1842) won a special prize of the Petersburg Academy of Sciences. Also Brashman’s manuals ‘Handbook on Analytical Geometry’ (1836) and ‘Stability Theory of Solid and Fluid Bodies’ (1837) were awarded this prize in 1835 and in 1837 respectively. These two books were the standard manuals for the university students until the end of the century. Brashman was elected corresponding member of the Petersburgh Academy of Sciences.

Nevertheless, the most important result of Zernov’s and Brashman’s teaching was the raising of the standard of mathematical education at Moscow University.

Among their pupils we can mention the well known mathematicians O. I. Somov (1815-1876; graduation in 1835), P. L. Chebyshev (1821-1894; graduation in 1841 - the most famous Russian mathematician of the second half of the 19th century), A. Yu. Davidov (1823-1886; graduation in 1849), and N. V. Bugaev (1837-1903; graduation in 1859).

As a consequence, an active mathematical centre was formed in Moscow in the 1860s. This was a period of exceptional evolution of the Russian social life. Tsar Alexander the second, crowned in 1855, implemented cardinal reforms that changed the profile of the country’s life. The most radical reform was the abolition of the serfdom in 1861. He also introduced fundamental changes in the national educational system, in particular in university education. These changes were implemented in the new University Statute of 1863 that increased the representation of the mathematical sciences and recognized the educational importance of the scientific societies at the Universities.

The activities of the mathematical community started to develop in this framework. The idea to found a mathematical society in Moscow was reconsidered. The first society of that kind had been created long before in 1810 [2]. But this society did not survive, as there did not exist at that time a sufficient number of active professional mathematicians in Moscow to support its function. A similar attempt was made in the 1860s, by a group of mathematicians who lived in Moscow, most of whom were affiliated with the university.

Such a Society was finally founded in 1864. The minutes of its first meeting are dated 15 (27) September of the same year. This date constitutes the starting point of the history of one of the oldest mathematical societies.

N. D. Brashman and A. Yu Davidov took the initiative for the foundation of this society. These two became its president and vice president respectively, and V. Ya. Zinger (1836-1907) was elected as secretary. According to the Society’s statute, a sine qua non condition for membership was a master or a doctorate in mathematical sciences or an important publication.

The Society consisted of only 14 members in the first year. Among the members let us mention the professors of the university, the astronomer F. A. Brediklin (1831-1904), the mathematician N.V. Bugaev, F.A. Sludskii (1841-1897), known for his research in mechanics, the physicist N. A. Lyubimov (1830-1898), as well as professor A. V. Letnikov (1830-1898) from the Moscow Technological School, and K. M. Peterson (1828-1881), a humble teacher of mathematics of the German gymnasium (the Peter – Pavel gymnasium in Moscow), who was in reality the most prominent mathematician in this time in Moscow.

P. L. Chebyshev, who lived in St. Petersbourg, actively supported the Moscow mathematical society from the beginning of its existence.

At first, the founders of the Society proposed very modest goals. Thus, we can read in the minutes of its first meeting that “the goal of the Society is mutual cooperation in the study of mathematical sciences” [3, p. 239].

All mathematical disciplines were divided among the members of the society, who informed their colleagues about the latest findings in their respective branches. In addition, the members had to present the results of their own research during an obligatory monthly conference.

However, the leaders of the Society quickly modified their goals in a more ambitious framework. So, when they invoked St. Petersbourg in January 1866 to secure the society, (which was ‘established’ a year later, under the name of ‘Moscow Mathematical Society’) officially, they proposed a new statute. In its first paragraph they declared the following: “The goal of the organization of the Society is to promote the development of the mathematical sciences in Russia” [3, p. 240].

At the fourth conference, on 15 December 1864, the leaders of the Society decided that the reports, which were pre-
sent in the meetings, merited publication. So in April 1865 they decided to start the publication of a journal, which could appear “twice a year in octavo” [4, c. 478]. The journal was named ‘Mathematscheskii Sbornik’ (Mathematical Collection). As the founders of the Society considered their main goal “to promote the development of Mathematical Sciences in Russia” it was natural to choose Russian as language. N. Brashman was in charge of the preparation of the first volume. The first volume appeared in October 1866 and was dedicated to his memory as the founder and the first president of the Society died in May 1866. This date marks the beginning of the publications of one of the most influential mathematical journals of the 20th century [3].

2. The adolescence of the Moscow Mathematical Society

In the beginning of the 20th century, the Moscow Mathematical Society, which started as a closed circle of professional mathematicians, expanded into a large and active scientific society. As we have already mentioned, the society consisted of 14 members only in 1867; 13 of them lived in Moscow and only one (P. Chebyshev) lived in another city (in St. Petersburg). In 1913, on the eve of the First World War, the Society comprised 112 members. At this time, the geographical distribution of its membership was wider: 34 members lived in Moscow, 57 in various Russian cities, and 21 were foreign members.

The activity of the Society assumed a national character. Regarding its importance for the life of the Russian mathematical community, “the Society was number two after the Academy of Sciences”, as A. P. Youshekevitch wrote [1, p. 317]. Conferences were organized regularly, and we can evaluate the evolution of mathematical studies in Moscow and the whole Empire from the presentations, which were made there (the proceedings of these conferences were published in ‘Matematicheski Sbornik’).

Around this time, Moscow was transformed into a notable centre of mathematical studies in Europe, known first of all for the scientific schools in applied mathematics, expanded into a large and active scientific society. As we have already mentioned, the society consisted of 14 members only in 1867; 13 of them lived in Moscow and only one (P. Chebyshev) lived in another city (in St. Petersburg). In 1913, on the eve of the First World War, the Society comprised 112 members. At this time, the geographical distribution of its membership was wider: 34 members lived in Moscow, 57 in various Russian cities, and 21 were foreign members.

The activity of the Society assumed a national character. Regarding its importance for the life of the Russian mathematical community, “the Society was number two after the Academy of Sciences”, as A. P. Youshekevitch wrote [1, p. 317]. Conferences were organized regularly, and we can evaluate the evolution of mathematical studies in Moscow and the whole Empire from the presentations, which were made there (the proceedings of these conferences were published in ‘Matematicheski Sbornik’).

After the First World War, which began in 1914, became the starting point of the ordeals of the country. The Revolution of 1917, which broke out at the height of the war and the ensuing civil war (1918-1920) turned into a catastrophe for the entire scientific community. The cessation of the normal rhythm of the state, a disastrous situation due to the lack of provisions and fuel, brought the professors to the edge of survival. Soon the old, the weak and the sick began to perish: N.E. Zhukovskii and K.A. Andreev died in 1921, and B.K. Mlodzeevskii died in 1923. For the younger and more active people, it was a period to search for ways to survive. N. N. Luzin and his disciples escaped to Ivanovo-Voznesensk where more tolerable conditions for the professors were organized in a new Polytechnical Institute.

The civil war ended in 1921, and the Bolsheviks started to restructure the country according to their ideology. The scientists began to return to Moscow, which had become the capital of the state in 1918. Luzin, returning in 1920, found an active department and an active mathematical society. D. F. Egorov, who had remained in Moscow, had tried hard to maintain the high level of mathematics. After B. K. Mlodzeevskii’s death in 1923, D. F. Egorov who had been the vice president, became the president of the Moscow Mathematical Society. This custom, that the vice president was elected president after the president’s death or resignation, was maintained until 1930.

From the very beginning of his mandate as president of the society, D. F. Egorov actively began to ensure the normal functioning of the national Soviet mathematical community. The first step in this direction was to resume the ‘Mathematscheski Sbornik’ which was interrupted in 1919. The 31st volume appeared in 1924. For many years Egorov corrected himself the printer’s proofs.

D. F. Egorov also wished to put an end to the long-standing conflict between the principal mathematical schools. V. Steklov was invited to sit on the editorial board of the 32nd volume of the ‘Mathematscheski Sbornik’, and therefore the mathematicians from Petrograd-Leningrad began more willingly to publish their papers in the revived journal: A. S. and Ya. S. Bezikovich G. M. Fikhtengolte, and V. A. Fok (v.31) – I. M. Vinogradov (v.31, 42), N. M. Gyuenter (v.32, 35) – I. A. Lppo – Danilevskii (v.34) – S. L. Sobolev (v.38, 40) – L. V. Kantorovich (v.41).

At the end of the 20th century, this review became the leading national journal publishing papers of mathematicians from various scientific centers of the U.S.S.R. for example from Kazan (N. G. Chebotariov), from Kiev (D. A. Grave, N. M. Krylov), from Tashkent (V. I. Ramanovskii), from Rostov-on-Don (D. D. Mordukhai – Boltovskoi) and from Odessa (M. G. Krein).

In the spring of 1927, a pàn, a Russian Congress of Mathematicians, was organized in Moscow on the initiative of the Society and the Institute of Mathematics and Mechanics at Moscow University with the active participation of D. F. Egorov.

This Congress marked the beginning of the normal social mathematical life in the U.S.S.R at large. During the Congress it was decided to organize a national association of mathematical institutions, in order
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to assemble the mathematical congresses of the whole Union and to coordinate the activities of the mathematical communities between congresses.

It was paramount for the leaders of the Mathematical Society to normalize the country’s destroyed mathematical life and to transform the national mathematical community into an international one. One of the means was to change the editorial policy of ‘Mathematicheskii Sbornik’. Its editorial board, D. Egorov, editor on chief, and V. Kostîtcev, secretary, decided to publish papers not exclusively in Russian as they had done before, but also in the principal European languages – German, French, Italian and English. At that time, when Europe was not that rich in scientific periodicals, this attempt was successful. Among the collaborators of Mathematicheskii Sbornik in the second half of the 1920s we can mention: É. Cartan (v.34, 42), M. Fréchet (v.32) , J. Hadamard (v. 41), H. Hopf (v.37), S. Lefschetz (v.39), R. von Mises (v.41), E. Noether (v.36), R. Memke (v.36), W. Sierpinski (v.31,36), L. Tonelli (v.33).

As a result of such initiatives and activities, the Moscow Mathematical Society headed by D. Egorov held the leading position in the country’s mathematical life in the second half of the 1920s and gradually took over a great number of functions as the chief organizer in the national mathematical community.

Part II with
4. The Soviet Government and the mathematical community
5. The birth of the Soviet Mathematical School
6. The Moscow Mathematical Society after the end of the Second World War
7. Conclusion

will be published in the next issue.
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Can you spare books?
Can you spare a little more?

Herbert Fleischner, Tsou Sheung Tsun

In issue 44 of this newsletter (June 2002), the Committee for Developing Countries (CDC) launched the book donation scheme under the title “Can you spare books?” and got a resounding response from our colleagues all over the world (see the CDC report in issue 46, December 2002).

We are of course continuing this scheme, with encouraging support from the President and the EC, and with substantial material help from the ICTP at Trieste, plus a small grant from the London Mathematical Society. Thus we are still interested in books (even on an undergraduate level) and journals from colleagues or institutions, who no longer need those items. However, in our book donation scheme we also want to assist departments and colleagues in developing countries in their research in specific areas. Therefore, we would now like to ask a little more from our colleagues in the "developed world".

From time to time we are asked by a scientific publisher to referee a book before they accept to publish it. As a "sweetening" incentive they may offer an honorarium, either in cash or in books. This is often a little more than to increase the number of books we have to donate to the EMS-CDC scheme when we retire. However, donated now to a library which cannot buy many expensive books it will serve a good purpose (deteriorating exchange rates are the daily nightmare in many developing countries). We are thinking of small groups, which are active in a specific research area, and whose libraries cannot afford specialized (and hence expensive) graduate texts or research monographs. Sometimes even half a dozen books will make a difference! Recently, we were able to persuade Princeton University Press to increase (by 30%) the honorarium paid to one of our colleagues, and we were thus able to send 8 classical and/or recently published books to a South American mathematics department.

So next time a publisher asks you to referee a book, please think of us. This may even help you to decide to do the refereeing in the first place, and thus serve the mathematics community twice at one go!

Such a regulation existed until the mid 1920s when the conferences of the society took place twice a month. At the end of the 1940s such conferences took place weekly.

This conflict which already existed during Chebyshev’s life (who maintained special relationships with the Muscovite) was manifested strongly after his death.
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THE FOURTH EUROPEAN CONGRESS OF MATHEMATICS

Ari Laptev (Stockholm)

Every four years, the European Mathematical Society (EMS) organizes a European Congress of Mathematics. The purpose of this major event of European Mathematics is threefold: to present various new aspects of Pure and Applied Mathematics to a wide audience; to provide a forum for discussion of the relationship between mathematics and society in Europe; to enhance cooperation among mathematicians from all European countries.

So far, there have been three European Congresses of Mathematics:
3ECM in Barcelona, Spain, July 10-14, 2000.

Theme: 'Shaping the 21st century'.

The Fourth Congress of Mathematics (4ECM) will take place in Stockholm, Sweden, June 27 to July 2, 2004. Without doubt it will be the major international mathematical event of the year 2004. The theme of the Congress is ‘Mathematics in Science and Technology’.

The programme will be devoted to Pure and Applied Mathematics and highlight the importance of mathematics in scientific areas - themes like physics, biology, chemistry, information and computer science. The content will include interesting mathematical problems that arise from applications in various scientific fields.

The Organizing Committee, following philosophy and advice of the European Mathematical Society, aims at strengthening the training aspects of the conference for young researchers by facilitating the possibility of their attendance at the Conference.

4ECM Scientific Programme

The scientific programme of the 4ECM has been formed by the Scientific Committee consisting of 13 mathematicians of international recognition. This committee is chaired by Lennart Carleson (Stockholm). The other members are: Björn Engquist (Stockholm and Princeton, vice chairman), Noga Alon (Tel Aviv), Luigi Ambrosio (Pavia), Walter Kohn (USA, Nobel Prize in Chemistry 1991), Gerard ‘t Hooft (The Netherlands, Nobel Prize in Physics 1999), Martin Nowak (USA) and George Oster (USA).

Another novelty will be information on the work of the EU Research Training Networks in Mathematics and Information Sciences and Programmes from the European Science Foundation (ESF) in Physical and Engineering Sciences (PESC). Twelve EU Research Training Networks and PESC projects from Brussels and Strasbourg have been chosen by the Scientific Committee and have already nominated their speakers. (http://www.math.kth.se/4ecm/programeuropean nw.lectures.html)

4ECM Prizes to young mathematicians and the Felix Klein Prize

There will be 10 EMS prizes of 5000 EURO each to young mathematicians who have made a particular contribution to the progress of Mathematics. The Prize Committee is chaired by N.N. Uraltseva (St.Petersburg). I would like to remind readers that the deadline for 4ECM prize nominations is the 1st of February, 2004. (http://www.math.kth.se/4ecm/nomination ecmscan.html). The maximum age may be increased by up to three years in the case of an individual with a ‘broken career pattern’. Mathematicians are defined to be ‘European’ if they are of European nationality or their normal place of work is within Europe. ‘Europe’ is defined to consist of all countries parts of which are geographically within Europe or that have a corporate member of the EMS based in that country. Prizes are to be awarded for the best work published before December 31, 2003. The Prize Committee shall interpret the word ‘best’ using its judgment: e.g., it may refer to innate quality or impressiveness, influence, etc. Nominations may be made by anyone, including members of the Prize Committee or by the candidates themselves. It is the responsibility of the nominator to provide all relevant information to the Prize Committee, including a résumé and documentation. The nomination for each award must be accompanied by a written justification and a citation of about 100 words that can be read at the award ceremony. The prizes cannot be shared.

The Felix Klein Prize, established in 1999 by the EMS and the endowing organization, the Institute for Industrial Mathematics in Kaiserslautern, is awarded to a young scientist or a small group of young scientists (normally under the age of 38) for using sophisticated methods to give an outstanding solution, which is met with the complete satisfaction of industry, to a concrete and difficult industrial problem (http://www.math.kth.se/4ecm/felix.klein.html).

Grants

The budget of the 4ECM includes 100,000 EURO for covering the Congress expenses of young researchers. About 200 grants will be distributed. At least 20% of the participants should be early stage researchers. Since women are in minority in mathematics, some efforts will be made in order to encourage female researchers to attend.

Contributed Papers

About 20% of the participants should have poster presentations. The Organizers understand that some participants of the Congress might have the possibility of obtaining local funding if their posters are accepted. In order to speed up the process of acceptance, the organizers have decided on the following:

Abstracts submitted before February 15, 2004, will be considered by the committee and notification of its decision will be sent out before February 25, 2004. Alternatively, acceptance of abstracts submitted before April 20, 2004, will be notified before May 1, 2004.

Abstracts submitted after April 20, 2004, will not be considered (http://www.math.kth.se/4ecm/posters.html).

Satellite Conferences

There will be about 10-15 satellite conferences. Some of these will be a part of research activities of EU Research Training Networks and ESF PESC programmes (http://www.math.kth.se/4ecm/list.html).

Organization

The 4ECM will be hosted by the Royal Institute of Technology in Stockholm (KTH) in collaboration with Stockholm University (SU). KTH and SU are international institutions with established research and educational exchanges.
makes Stockholm an ideal city for pedestrians. It is easy to reach - Arlanda Airport handles some 225 international flights daily to and from thirty countries and four continents. Direct buses as well as the Arlanda Express Train connect Arlanda Airport with the City Terminal in central Stockholm.

Publicity
The Fourth European Congress of Mathematics has its home page at http://www.math.kth.se/4ecm/ updated regularly. It contains an electronic registration form, the programme of the congress, call for contributed papers, call for grants, call for prize nominations, etc.

The 4ECM Organizing Committee has published a poster, which has been sent to all Mathematical Departments in Europe and major Mathematical Departments in USA, Canada, Australia, Japan, China, and South America among others.

It has been agreed that the European Mathematical Society Publishing House will be responsible for publishing the 4ECM Proceedings.

The opening ceremony will take place at Aula Magna on the 28th of June, 2004. Stockholm’s City Hall will be available for the Conference dinner on the 29th of June, 2004.

Registration
There is a possibility to have an advance registration. The registration form is available at http://www.math.kth.se/4ecm/registration.html

About Stockholm
Stockholm, the capital of Sweden, is a beautiful town with an excellent infrastructure. It is also a renowned conference city, and especially in the months of June-July (the time of the Congress) it provides many attractions for the participants. The Organizing Committee is planning to arrange a number of excursions around Stockholm.

Since 1901 Stockholm has been the venue of the Nobel Prize Ceremony - one of the most prestigious of all events and - indeed the city makes a fitting venue with a high standard of facilities and service. Public transport is extremely efficient and convenient, with a choice of buses, trains and an underground system.

Hotels, museums and restaurants in the city are generally within walking distance, which makes Stockholm an ideal city for pedestrians. It is easy to reach - Arlanda Airport handles some 225 international flights daily to and from thirty countries and four continents. Direct buses as well as the Arlanda Express Train connect Arlanda Airport with the City Terminal in central Stockholm.

Summary
The aim of this Congress is to highlight the importance of mathematics in different areas of technology and its place regarding other research subjects such as physics, chemistry, biology and medicine. We expect that the 4ECM will show the importance of mathematics in modern life and will inspire to further interaction between different scientific areas.

Conferences like 4ECM are vital to the progress of research in mathematics. Such a congress will stimulate young mathematicians to attract long-standing problems and also to solve new problems leading to many scientific and technological discoveries.

Ari Laptev [laptev@math.kth.se] is the chairman of the 4ECM Organizing Committee. He earned his PhD-degree in 1978 at Leningrad University. He is a specialist in the spectral theory of partial differential operators works as professor and vice-chairman at the Department of Mathematics, Royal Institute of Technology in Stockholm. He served as president of the Swedish Mathematical Society in the period 2001-2003.

ICME-10
The 10th International Congress on Mathematical Education (ICME-10) will be held July 4-11, 2004 in Copenhagen, Denmark. More details on the programme, including lists of themes, topics, activities, etc., are available at http://www.icme-10.dk

The aim of the congress is to present the current states and trends in mathematics education and research at all levels of the educational system and to gather practitioners and researchers from all over the world. A more general objective of the congress is to support the development of mathematics teaching in order to meet essential needs in society, such as securing the recruitment for mathematically based professional training and securing mathematics competences in general education in order to develop and maintain democracy.

The ICME congresses are held every fourth year under the auspices of the International Commission on Mathematical Instruction (ICMI). The first ICME was held in 1969 in Lyon, France.

ICME-10 in Copenhagen 2004 is expected to gather around 4000 researchers in mathematics education, mathematics teachers, and other interested parties from over 100 different countries. The congress will maintain and develop the ICME traditions but will also introduce a number of new elements to the scientific programme. The scientific programme is planned by the International Programme Committee (IPC) consisting of 21 members from all over the world.

The main components of the scientific programme will be:
- Plenary Activities, including six lectures
- ICME-10 Survey Teams
- Regular Lectures
- Topic Study Groups
- Discussion Groups
- Thematic Afternoon
- Workshops and Sharing Experiences Groups
- Posters and Round Tables
- National Presentations.

Further details are available at http://www.icme-10.dk.
Deadline for early registration is February 28, 2004.

Amongst the characteristic features of the ICME-10 programme will be ample opportunities for the participants to discuss, develop, and share ideas and experiences in formal and informal settings, as well as the interaction between researchers and practitioners, and research and teaching practice.

Participation in ICME-10 will provide optimal opportunities for both formal and informal interaction with colleagues across the spectrum of mathematics education. In addition to the excursion on Thursday, July 8, the cultural and social events of ICME-10 will take place during the congress in connection with the lunch breaks and the happy hours. Further details of the social programme can be found at http://www.icme-10.dk.
Compiled by Vasile Berinde (Baia Mare, Romania)

Information: www.impa.br

March 2004

31-April 2: Quantitative Modelling in the Management of Healthcare IV, Salford, UK

Information: http://www.impa.br
[For details, see EMS Newsletter 49]

April 2004

5-7: 5th International Conference on Modelling in Industrial Maintenance and Reliability - Impacting on Practice, University of Salford, UK

Aim: To provide a forum for discussion of traditional and innovative modelling approaches to improve the performance of plant, products and processes

Topics: Maintenance (inspection, overhaul, preventive maintenance), fault diagnosis and condition based maintenance, reliability, risk analysis and risk management, reliability-centred-maintenance, warranty modelling, life-cycle costing and capital replacement, logistics in maintenance and reliability, human factors assessment languages (if other than English)

Organizers: The Institute of Mathematics and its Applications

Organising Committee: Dr. P. Scarf (University of Salford), Dr. W. Wang (Salford), Prof. M. Newby (City University, London)

Proceedings: to be published

Location: University of Salford, Manchester, UK

Information: e-mail: conferences@ima.org.uk
Website: www.impa.br

23-28, 2004: C*-algebras and Elliptic Theory, Bedlewo, Poland

Topics: K-theory of C*-algebras, index theory, algebras of pseudodifferential operators on singular manifolds, infinite Grassmannians and Fredholm pairs, deformation quantization

Organising Committee: B. Bojarski, G. Lysik and A. Weber (Warszawa); A. Mishchenko and E. Troitsky (Moscow)


Fees: 220 Euros full board

Sponsors: International Mathematical Banach Center, Research Training Network “Geometric Analysis”

Grants: available for young participants (full board)

Deadline: 15 January

Information: e-mail: calgebra@impan.gov.pl
Website: http://www.impan.gov.pl/~calgebra

May 2004

30-June 5: Commutative rings and their modules, Incontro INdAM, Cortona, Italy

Aim & topics: The aim is to bring together researchers in the areas of commutative ring theory and module theory. The main emphasis of the workshop is on almost perfect rings and their modules; tilting torsion theories, tilting and cotilting modules on commutative rings; integer valued polynomials; multiplicative ideal and module systems, star and semistar operations, Gabriel-Popescu localizing systems; Krull and Mori domains; chain conditions and prime spectra; Prüfer domains and their generalizations; factorization and divisibility properties, decomposition of ideals, class groups. Young researchers approaching these areas are welcome.

Programme Committee: M. Fontana (Università degli Studi Roma Tre), L. Fuchs (Tulane University, New Orleans), G. Gabelli (Università degli Studi Roma Tre), E. G. Houston (University of North-Carolina, Charlotte), L. Salce (Università degli Studi di Padova), P. Zanardo (Università degli Studi di Padova).

Organizing Committee: F. Giolami, G. Picozza & F. Tartarone (Università degli Studi Roma Tre)

Sponsors: INdAM-Istituto Nazionale di Alta Matematica, with the contributions of the Mathematical Departments of the Universities of Padova and Roma Tre.

Main Speakers: Visit the web site for an updated list of speakers.

Information: e-mail: cortona4@mat.uniroma3.it; Website: http://www.mat.uniroma3.it/seminari/conferenze/cortona2004.htm

June 2004

24: Mathematical problems in Engineering and Aerospace Sciences, The West University of Timisoara, Romania (ICNPA2004)

Information: e-mail: Seeinthl@aol.com; Website: www.icnppa.com
[For details, see EMS Newsletter 49]

7-11: Conference on Poisson Geometry, Luxembourg City, Grand-Duchy of Luxembourg

Information: http://www.ucl.lu/Poisson2004
[For details, see EMS Newsletter 49]

16-23: 5th International Conference on Functional Analysis and Approximation Theory (FAAT 2004), Acquafrredda di Maratea, Potenza, Italy

Aim: The meeting is devoted to some significant aspects of contemporary mathematical research in functional analysis, operator theory and approximation theory, including the applications of these fields in other areas such as partial differential equations, integral equations, numerical analysis and stochastic analysis. One of the major aims of the conference is to bring together mathematicians working in the above topics in order to spur interdisciplinary collaborations and exchanges of results and techniques.

Main topics: Banach spaces, Banach lattices, function spaces, (positive) linear operators, semigroups of (positive) linear operators, evolution equations and stochastic analysis, approximate quadratures and integral equations, approximation processes in abstract spaces and in function spaces, approximation by (positive) operators, interpolation, polynomial approximation, constructive approximation, orthogonal polynomials.

Confirmed invited speakers: E. Behrends (Berlin), B. Bojánov (Sofia), A. L. Brown (London), N. Jacob (Swansea), N. Kalton (Columbia), A. Kröö (Budapest), W. Luxemburg (Padafena), F. Marcellan (Madrid), G. Milovanovic (Nis), G. Monegato (Torino), B. Silbermann (Chemnitz), V. Totik (Szeged), C. Vinti (Perugia), L. Weis (Karlsruhe), and X. Xu (Eugene, U.S.A.).

Scientific Program: plenary lectures (50 min.), selected section lectures (30 min.) and short communications (15-20 min.).

Organizing Committee: F. Altomare, A.
18-23: Mathematical Foundations of Learning Theory, Universitat Pompeu Fabra, Barcelona

**Aim:** The scope of the meeting includes all aspects of the theoretical analysis of machine learning techniques for prediction and other data analysis problems. The main objective is to explore connections between learning theory and more abstract areas of theoretical computer science, mathematics and statistics. The program will include sessions on such topics as empirical processes and concentration inequalities, local theory of Banach spaces, approximation theory, game theory, nonparametric statistics, etc. The main goal of the meeting is to bring together (probably, for the first time) a diverse group of mathematicians and theoretical computer scientists working on these problems.

**Coordinator:** G. Lugosi (Universitat Pompeu Fabra)

**Scientific Committee:** P. Bartlett (University of California, Berkeley), E. Giné (University of Connecticut), V. Koltchinskii (University of New Mexico, Albuquerque), G. Lugosi (Universitat Pompeu Fabra), S. Mendelson (Australian National University), V. Milman (University of Tel Aviv), S. Smale (University of California, Berkeley)

**Main speakers:** V. Milman (University of Tel Aviv), S. Smale (Toyota Technological Institute, Chicago and University of California, Berkeley)

**Tourist speakers:** S. Boucheron (Université Paris-Sud, Orsay), N. Cesa-Bianchi (Università degli Studi di Milano), V. Kurbová (Academy of Sciences of the Czech Republic), P. Long (Genome Institute of Singapore), S. Mendelson (Australian National University)

**Invited speakers:** S. Ben-David (Cornell University), R. DeVore (University of South Carolina), L. Devroye (McGill University), R. Dudley (MIT), D. Foster (Wharton, University of Pennsylvania), Y. Freund (Columbia University), S. Hart (The Hebrew University of Jerusalem), M. Ledoux (Université Paul-Sabatier, Toulouse), N. Linial (The Hebrew University of Jerusalem), P. Massart (Université Paris-Sud), A. Naor (Microsoft Research), M. Opper (Aston University), A. Pajor (Université de Marne-la-Vallée), A. Pinkus (Technion, Israel), G. Schechtman (Weizmann Institute of Technology, Israel), A. Tsybakov (Université Paris 6), R. Vershynin (University of California, Davis), V. Vovk (Royal Holloway), J. Wellner (University of Washington), D. Xuan Zhou (City University of Hong Kong), J. Zinn (Texas A&M University)

**Grants:** There will be a limited number of grants for registration and accommodation addressed to young researchers.

**Deadlines:** For applications for financial support, April 18, 2004; For registration and payment, May 15, 2004

**Organiser:** Centre de Recerca Matemàtica, Barcelona

**Location:** Universitat Pompeu Fabra, Barcelona

**Information:** e-mail: MathematicalFoundations@crm.es Website: http://www.crm.es/MathematicalFoundations

---

**26-July 1: 7th International Conference of The Mathematics Education into the 21st Century Project, Ciechocinek, Poland.**

**Theme:** The Future of Mathematics Education Aim: to provide an international overview of innovative ideas and materials for the teaching of mathematics in schools

**Topics:** Mathematical modelling, technology, equity, teacher training

**Main speakers:** I. Meznik (Czech Republic), A. Rogerson (Poland)

**Format:** Keynote lectures, round table plenary, paper presentations, workshops and an open forum of ideas

**Languages:** English and a parallel programme in Polish

**Organizers:** The Mathematics Education into the 21st Century Project

**Programme committee chairpersons:** A. Rogerson (Poland), F. Mina (Egypt)

**Organising committee chairperson:** Margaret Fryska (Poland)

**Proceedings:** to be published as hard copy and on our conference website

**Grants:** available for students, teachers and participants from countries in a difficult economic situation

**Deadlines:** to be advised in the First Announcement due on 30 October, 2003 from the e-mail address below

**Information:** please e-mail: arogerson@vsg.edu.au for all information

**Website:** of previous conferences only: http://math.unipa.it/~grimm21/project.htm

---

**July 2004**

**26-31: 6th World Congress of the Bernoulli Society and the 67th Annual Meeting of the Institute of Mathematical Statistics, Barcelona (Spain)**

**Information:** e-mail: wc2004@imub.ub.es

**Web site:** http://www.imub.ub.es/events/wc2004/

[For details, see EMS Newsletter 49]

---

**August 2004**

**18-21: The Thirteenth International Workshop on Matrices and Statistics, in Celebration of Ingram Olkin’s 80th Birthday, Bedlewo, near Poznan, Poland**

**Theme:** matrices and statistics

**Aim:** to stimulate research and to foster the interaction of researchers in the interface between statistics and matrix theory

**Scope:** to present methods of linear algebra with statistical origin or possible applications in statistics

**Topics:** Applications of linear algebra in statistics

**Main speakers:** I. Olkin (USA), T. W. Anderson (USA), J.K. Baksalary (Poland), R. Bru (Spain), C.M. Cuadras (Spain), P. Druilhet (France), L. Elsner (Germany), G.H. Golub (USA), J. Gro (Germany), C.R. Johnson (USA), J. Kunert (Germany), T. Ledwina (Poland), E. P. Liski (Finland), P. Major (Hungary), R.J. Martin (UK), V. Mehrmann (Germany), T. Tiago Mexia (Portugal), H. Monod (France), M.D. Perlman (USA), PSSNVPO Rao (India), W. Ratajezak (Poland), D. von Rosen (Sweden), Bikas K. Sinha (India), G. Tusnady (Hungary), and H. Yanai (Japan)

**Format:** Invited talks and contributed presentations

**Sessions:** There will be plenary lectures and two parallel sessions.

**Call for papers:** If you wish to present a contributed presentation, please submit an extended abstract (up to two pages).

**Organizers:** Stefan Banach International Mathematical Center, Warsaw, Committee of Mathematics of the Polish Academy of Sciences, Warsaw, Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Poznan, Institute of Socio-Economic Geography and Spatial Management, Faculty of Geography and Geology, Adam Mickiewicz University, Poznan, Department of Mathematical and Statistical Methods, Agricultural University, Poznan

**Programme committee:** R. William Farebrother (Shrewsbury, UK), S. Pentunan (Tampere, Finland, chair), G. P. H. Styan (Montreal, Canada; vice-chair), and H. Joachim Werner (Bonn, Germany)

**Organizing committee:** J. Hauke, A. Markiewicz (chair), T. Szulc, and W. Wolynski - Poland

**Proceedings:** a special issue of Linear Algebra and Its Applications devoted to this workshop

**Location:** The Mathematical Research and Conference Center of the Polish Academy of Sciences, Bedlewo near Poznan

**Grants:** probably partial support for PhD students

**Deadlines:** for registration, 31 May 2004; for abstracts, 30 June 2004

**Information:** e-mail: matrix04@main.amu.edu.pl Website: http://matrix04.amu.edu.pl/

---

**24-27: International Conference on Nonlinear Operators, Differential Equations and Applications (ICNODEA-2004), Cluj-Napoca, Romania**

**Information:** e-mail: nodeacj@math.ubbcluj.ro Website: http://www.math.ubbcluj.ro/~userban/confan.htm

[For details, see EMS Newsletter 49]

---

**September 2004**

**8-11: Dixièmes journées montoise d’informa- tique théorique, à Liège (Tenth Mons theoretical computer science days, in Liège)**

**Theme:** Some aspects of theoretical computer science and discrete mathematics related to combinatorics on words (in the broad sense).

**Scopes:** This conference is widely open to young researchers. Notice that English and French are the two official languages of the meeting.

**Topics:** Combinatorics on words (including algebraic and algorithmic aspects), all aspects of formal languages theory, variable length codes, automata theory and verification

**Main Speakers:** J. Cassaigne, D. Cauca, C. Frougny, T. Hellestol, S. Langerman, F. Neven, M.-F. Sagot.

**Call for papers:** Please check the webpage.

**Organisers:** J. Berstel, V. Bruyere, P. Lecomte, M. Rigo.
**Personal column**

*Please send information on mathematical awards and deaths to the editor.*

## Awards

**European Prize in Combinatorics awarded**

A European Prize in Combinatorics has been established by the European Research and Training Network COMBSTRU and by the centre DIMATIA to recognise excellent contributions in Combinatorics by young researchers at most 35 years of age. The prize will be awarded biannually in conjunction with the meeting EUROCOMB. The award was funded with the contribution of private companies, DIMATIA and COMBSTRU.

The first prize was presented at the European Combinatorial Conference EUROCOMB’03 held in Prague last September. It is combined with a monetary award of 2500 Euros. The Prize Committee for the first edition consisted of Jaroslav Nesetril, Chair (Prague), Vera T. Sos (Budapest) and Alexander Schrijver (Amsterdam). The prize recipients can be found in the column below.

**Hélène Exnault** and Eckart Viehweg (Essen) have received a Gottfried Wilhelm-Leibniz-Prize 2003 of the German Research Foundation for their joint work on algebraic and arithmetic geometry.

**Gerhard Huisken** (Potsdam) has received a Gottfried Wilhelm-Leibniz-Prize 2003 of the German Research Foundation for his work on surface evolutions and on foliations.

**Daniela Kühn** (Berlin) and **Deryk Osthus** (Berlin) have been awarded the first European Prize in Combinatorics for an extensive collection of results in core graph theory devoted to the study of graph minors and random structures, particularly in their relation to Hadwiger’s Conjecture.

**Rupert Klein** (Berlin) has received a Gottfried Wilhelm-Leibniz-Prize 2003 of the German Research Foundation for his work on turbulence phenomena.

**Andrzej Komisarski** (Lódz) has received the Prize of the Polish Mathematical Society for young mathematicians.

**Rafał Latała** and **Krzysztof Oleszkiewicz** (Warsaw) have been awarded the Banach Great Prize of the Polish Mathematical Society for their research papers.

**Alain Plagne** (Palaiseau) has received the first European Prize in Combinatorics for extensive work in combinatorial number theory and for the solution of several open problems employing techniques on the borderline between combinatorics and number theory.

**Wiesław Pleśniak** (Kraków) has been awarded an honorary doctorate at the Université de Toulon et du Var.

**Hans-Peter Seidel** (Saarbrücken) has received a Gottfried Wilhelm-Leibniz-Prize 2003 of the German Research Foundation for his work on computer graphics.

**Piotr Sniady** (Wrocław) has received the Kuratowski Prize.

**Michael Szurek** (Warsaw) has been awarded the first Marcinkiewicz Prize of the Polish Mathematical Society for students’ research papers.

**Pawel Wilczynski** (Kraków) has received the Dickstein Great Prize of the Polish Mathematical Society for his achievements in popularizing mathematics.

## Deaths

We regret to announce the deaths of:

**Adam Bielecki** (10 June 2003)

**Stanisław Lojasiewicz** (14 November 2002)

This book is designed as an introduction to the theory of Lie groups by means of matrix subgroups of the real or complex linear group. The main examples treated are the special linear groups, orthogonal and special orthogonal groups, unitary groups, symplectic groups and the Lorentz groups. In particular, relations between complex matrix groups and real matrix groups are discussed. The author also treats various algebraic, analytic and topological properties (e.g., norms, metric, compactness and group actions). The second part contains a study of algebras, quaternions, quaternionic symplectic groups, Clifford algebras and spinor groups and their special properties. The third part can be considered as an introduction to the theory of Lie groups and homogeneous spaces. Classical examples are explained. The last part contains special topological and geometrical problems (connectivity of matrix groups, description of maximal tori in compact Lie groups, semi-simple factorisation, roots systems, Weyl groups and Dynkin diagrams). The book is a nice elementary introduction to the theory of Lie groups. (jbu)


This book is a reference volume on the dynamics of scheduling by edge reversal (SER), i.e., on transformations of acyclic graphs by changing sinks (nodes with arcs oriented inward) to sources (nodes with arcs oriented outward). The author first introduces scheduling by edge reversal as a mechanism to rebuild communication routes in computer networks after topological changes. Other possible applications of this formalism are given. In particular, the author discusses a description of resource-sharing systems (like the well known dining philosophers problem) and networks of automata (e.g., Hopfield neural networks or Bayesian networks). The next topics are the basic properties of SER and an enumeration of the SER state space. The major part of the book consists of a repository of graphical representations of SER basins of attraction for some selected graphs. In particular, all graphs on six nodes, all trees on seven nodes, and all rings on three to eight nodes are covered. The book is easy to read and understandable thanks to many examples. It is intended to be a repository of results and data. Thus, proofs for many results are omitted, but a comprehensive set of references where these proofs can be found is given. (rc)


The present collection of papers contains 14 of 72 papers published separately in three volumes under the title Number theory for the Millennium and presented at the Millennium Conference on Number Theory held at Urbana-Champaign. Thirteen of the papers are devoted to concrete mathematical topics related to the ‘simple’ or multiple Riemann zeta function (Huxley, Matsumoto), the Riemann hypothesis (Balazard), normal numbers (Harman), arithmetical aspects of the theory of curves (Poonen, Perrin-Riou), Diophantine approximation (Tijdeman), the Pell equation (H.Williams), expansion of a given function into a continued fraction (Lorentzen), Waring’s problem (Vaughan and Wooley), pure and mixed exponential sums (Cochrane and Zheng), authomorphic forms (Winnie Li), or to primes in arithmetic progressions (Hooley). Exceptional in this aspect is the paper ‘G. H. Hardy as I knew him’ by R. A. Rankin. All papers certainly fulfil the editors’ hope that a separate publication can help to stimulate the interest in the presented topics or related areas. All of them give the reader an up-to-date information on the development of some of the classical results and described major achievements in the subject so that this collection give an integrated picture on main streams in contemporary number theory. As such, it can be recommended to active number theorists and also to a general mathematical audience. (spor)


This book contains three texts surveying properties of Riemann’s zeta function from different viewpoints. J.-B. Bost explains a proof of the prime number theorem based on the theory of the Fourier transform for distributions. P. Colmez offers a panorama of arithmetic properties of the zeta function (and more general Dirichlet series), ranging from polylogarithms, transcendence results and polyzetas to modular forms, p-adic measures and the p-adic zeta function. Ph. Biane sketches the heuristic relationship between the distribution of zeroes of ζ(1/2+iτ), the statistical properties of eigenvalues of random unitary matrices, and a wide range of topics and its clear organization but notably for its excellent style of explanation. Many examples and exercises contribute to a better understanding. The book can be recommended to students and all those who are interested in this field of mathematics. N. L. Biggs wrote a wonderful textbook. (ec)

The book is a continuation of the authors' Basic Linear Algebra published in the same series. After a summary of the contents of that volume, the authors proceed to inner product spaces and elements of direct sum decompositions of linear spaces. Then they come to the heart of the book, the primary decomposition theorem. This theorem is subsequently applied to prove the Jordan form theorem and various canonical forms for real and complex matrices. There is also a section on dual spaces and another on bilinear and quadratic forms. The authors also included a section on the use of MAPLE in linear algebra calculations. Besides numerous well-chosen examples scattered throughout the text, the reader can also enjoy short biographical profiles of twenty one eminent mathematicians associated with the subject. (jbu)

The purpose of the book is to present several topics in active areas of geometry and topology. Three papers are related to topology and discrete groups. The paper by A. J. Berrick contains a review of results and conjectures about perfect groups. In particular, acyclic groups are studied. The contribution by M. R. D. Bridson relates geometry and the word problem. It includes a discussion of the Filling theorem, a suitable normalization of analytic torus forms. In the paper by M. C. Crabb and A. J. B. Potter, the reader can find a description of the Fuller index in the setting of equivariant fiberwise stable homotopy theory. The other five papers are related to contemporary problems in differential geometry. M. Eastwood and J. Sawon wrote an article describing the Borel-Weil construction of finite-dimensional holomorphic representations of GL(n,C) on spaces of holomorphic sections of certain vector bundles over P^n(C). The paper by M. A. Guest is an overview over contemporary results and problems in finite-dimensional Morse theory, using Grassmannians as the main motivating examples. N. Hitchin wrote a paper on a key concept both for mathematics and theoretical physics – the Dirac operator on spin manifolds. Particular attention is devoted to the case of low dimensions; it includes a discussion of Higgs bundles and of magnetic monopoles. The contribution by S. M. Salamon on Hermitian geometry discusses several aspects of the theory of complex structures, depending on the existence of compatible Riemannian metric. It contains also a discussion of the Goldberg conjecture and the theory of connections on vector bundles related to these geometric structures. The paper by J. Seade is an expository paper on indices of vector fields and characteristic classes for singular varieties. This collection of eight articles is prepared by former students of Brian Steer, and it is dedicated to him. The list of research papers and scholarly publications cited in the appendix. The book contains rich and interesting material covering a broad part of geometry and topology which is explained in an accessible way. It is without any doubt an excellent book for graduate students as well as for mathematicians from other fields interested in these topics. (jbu)

The book is an introductory text on symmetry analysis based on Lie group theory. After an interesting historical preface, the author introduces basic tools for symmetry analysis. He shows how dimensional analysis can be applied to deduce some laws of physics. Symmetry analysis is then applied to several special situations. The following two chapters contain a basic introduction to systems of ordinary differential equations, first order partial differential equations and to classical Hamiltonian systems. The next chapter contains a precise definition of one-parameter Lie groups; the author also describes basic tools needed later on: Lie series and Lie algebras. The following chapters show how Lie group techniques can be applied to a study of several problems: ordinary differential equations, partial differential equations as well as several special problems in fluid mechanics (boundary layer models, incompressible Navier-Stokes equations, compressible Euler equations and a certain model of turbulence). The calculation of the determining equations of the group is a tedious job. In order to help the reader, the author attached to the book a CD containing a Mathematica-based software for determining determining equations as well as a limited tool for solving them. The last part of the book is devoted to Lie-Bäcklund transformations (and applications to conservation laws) and Bäcklund transformations (and applications to the Burgers potential equation and to the Korteweg-de Vries equation). The book contains a large number of solved problems and exercises, which help to understand the theory. It can be recommended as a very nice introductory text for graduate as well as undergraduate students interested in the subject. (mpk)

The book contains three survey articles based on lectures delivered at the University of Tennessee as J. H. Barrett Memorial Lectures. The first part (Partial Differential Equations related to the Gauss-Bonnet-Chern Integral on 4-manifolds by S.-Y. A. Cheng and P. Yang) is devoted to four dimensional conformal geometry. Conformally invariant curvatures, invariant operators and partial differential equations on 4-dimensional manifolds are studied. In particular, the authors introduce the Weyl curvature tensor and Q-curvature and they study conformal compactification of a complete non-compact locally conformally flat four-manifold with integrable Q. It includes also a study of properties of the second elementary symmetric function ¦(A), where A is the conformal Ricci tensor. The second part by K. Grove (Geometry of, and via, Symmetries) is devoted to a study of properties of the isometry group of Riemannian manifolds and its geometry and topology. Several known examples are presented, the Alexandrov geometry of orbit spaces is described and studied using symmetries. In the last section open problems and conjectures are stated. The third part (The geometry of Lagrangian immersions into symplectic manifolds by J. G. Wolfson) is devoted to a study of Lagrangian immersions and their invariants and to the problem of minimizing volume among Lagrangian cycles inside a Lagrangian homology class. (jbu)

It is not easy to describe the contents of this book in a few words. Generally speaking, the author describes the course of development of statistical concepts from the perspective of the present state of the subject. Some chapters of the book emphasize the philosophical context and the others are devoted to the history of selected statistical and probabilistic methods. Anyway, the reader is assumed to have a sufficient knowledge of mathematical statistics. The book is divided into two parts. Part I called Perspective is oriented to a philosophical background of statistical thought and an interpretation of probability. Part II called History describes the birth of probability theory, fundamental ideas (including the central limit theorem, maximum likelihood, information, entropy, the role of Bayes, and many others), and the role of outstanding scientists like Pascal, Bernoulli, Bayes, Laplace, Gauss, Poisson, Galton, Pearson, Student, and Fisher. However, this volume is neither a book on the history nor on the philosophy of statistics. To illustrate the subject of the book, I would like to mention some details about sufficiency described in it. All statisticians know that this concept was introduced by R.A. Fisher in
1922. It is less known (see p. 255) that Fisher discovered the principle of sufficiency when he solved a problem raised by the astronomer and physicist Eddington in a 1914 book on astronomy (Which of the two given estimators of standard errors has a better performance?). But in fact, sufficiency was used already in 1860 by the American statistician Simon Newcomb (see p. 254), who observed that in a sample $X_1, \ldots, X_n$ with replacement from $\{1, \ldots, N\}$, the statistic max $X_i$ in some sense summarizes information from the complete sample. The book can be recommended to teachers and students who are interested in philosophical principles of statistics and in the history of probability and statistics. (jia)


The subject of the book is characterized in the preface as an attempt, which “is perhaps a very particular manifestation of the mathematical sciences, but it is simple and uses no elaborated notion”. The author presents a proof of the continuum hypothesis (CH) from set theory. The framework is not usual Zermelo-Fraenkel set theory (ZFC). As informally indicated, a ‘missing’ axiom is added to ZFC, which makes it possible to present a proof of CH. The author discusses particular ‘missing’ axioms of set theory (e.g., the axiom of projective determinancy) and he adds various comments on the obtained results. (jnle)


The book contains 15 articles from the classical theory of computability, the computability of aspects of familiar mathematical structures and so called ‘recursive model theory’. Some articles are surveys of work inadequately covered elsewhere, some bring important new results, with pointers to a wider context. The contributors, all internationally recognised experts in their fields, have been associated with the three-year Research Project ‘Computability and Models’. This project has helped to transform the fragmented European scene into a lively community of researchers; it has helped to overcome an earlier splitting of recursion theory between schools in the main aim of the book is to introduce the category of projective geometries. This means that theoretician.


This book is written for both physicists and mathematicians. The topics treated include Newtonian mechanics, semi-classical mechanics, (non-relativistic) quantum mechanics and its Bohmian interpretation. The main tool in the book is the symplectic geometry. A study of symplectic rigidity leads to a semi-classical quantization scheme and to the Maslov index. A use of a general Leray index leads to a definition of a wave form on the phase space. The metaplectic group is a double cover of the symplectic group. A study of its representations is used in a treatment of the Schrödinger equation for a class of Hamiltonians and for a definition of certain Feynman path integrals. (vsi)


Every teacher of mathematical analysis has seen many books on real analysis, first as a student and later as a lecturer. I am not sure whether it would be completely fair to say that the book under review is the best book on real analysis I have ever seen, but it is certainly a good candidate for this position. I am sure I would like to have this book in my suitcase in case I would have to spend several years on a deserted island. The book covers virtually everything (in real analysis) that a teacher can dream of or that a gifted undergraduate or PhD. student might need for his/her studies and further research. The text is a deep self-contained text that features a wealth of real analysis involving just about the right amount of necessary abstraction and side-trips to various fields of application, such as functional analysis, harmonic analysis, function spaces, Sobolev embeddings, interpolation theory, PDEs, potential theory, etc. Moreover, it covers a number of topics, which appear rarely in introductory textbooks but which are absolutely indispensable in modern studies of mathematical analysis. To name just a few, let me mention covering theories, the Hausdorff measure, the non-increasing rearrangement of a function, the Marcinkiewicz interpolation theorem, Radon measures, the Rademacher theorem, the Calderon-Zygmund decomposition, the Fefferman-Stein inequality, etc. The material is presented in a truly delightful way. Sufficient motivation for the investigation is given, and theories are illustrated with a plenty of examples throughout the text. Each chapter is endowed with a ‘Problems and Complements’ section, which give the reader plenty of further opportunities to exercise and to notice tiny links between different subjects. (lp)


This book is based on a series of seminars on the topic held at Oxford University. It has two different goals. Firstly, it is an exposition of Floer’s original work. Secondly, the author develops further aspects of the theory, which did not appear in the literature before. The Floer homology groups are new topological invariants of three-dimensional manifolds. They fit very nicely into a broader scheme inspired by topological quantum field theories. Intuitively speaking, they are middle dimensional homology groups of the infinite dimensional space of connections modulo gauges. There are very important relations of the Floer homology groups with invariants of four dimensional manifolds, instantons and Yang-Mills theory. The introduction describes motivations for the theory and its evolution. The first part of the book (Chapt. 2 - 8) contains a systematic treatment of the Floer homology groups of a homology 3-sphere. The second part of the book starts (Chapt. 6) with a description of the relation between the Floer homology groups and the invariants of 4-manifolds defined by Yang-Mills instantons. Chapt. 7 includes a description of a product structure on the Floer homology groups and a discussion showing how the Floer groups fit into topological field theory for a special class of 4-manifolds. In the last chapter, further possible research directions are described. The book gives a nice account of the theory of an interesting topic in contemporary geometry and topology. It can be strongly recommended to anybody interested in new ideas coming from recent important interactions between mathematics and modern theoretical physics. (jbu)


This is a book on the interplay between linear and semi-linear, elliptic and parabolic differential equations on one side, and the theory of diffusions and superdiffusions on the other side. Superdiffusion can be viewed as a diffusion of a ‘cloud’ of particles, obeying suitable rules of branching (i.e. birth and death of the particles). There are integral formulas resembling - and greatly generalizing - the classical Feynman-Kac path integrals. The author is a leading expert in the field; he played a key role in the development of probability theory since the fifties. The book gives a detailed treatment of the progress achieved by him and his collaborators in the last 12 years. An intuitive explanation of some of the main ideas is given in the introduction. Part 1 (Parabolic equations and branching exit Markov systems) contains chapters on linear PE and diffusions, BEM systems, superprocesses, semilinear parabolic equations and superdiffusions. Part 2 (Elliptic equations and diffusions) contains chapters on linear EE and diffusions, positive harmonic functions, moderate solutions of the equation $Lu+w(u)$, strong solutions of equations of solutions, rough trace, fine trace, the Martin capacity, null sets and polar sets. In the appendices, the reader can find facts on martingales and elliptic differential equations. The book combines both probabilistic and analytic tools with a very high skill; it summarizes the results achieved in an important area, which has progressed significantly in recent years. (etzr)


Opening a book on projective geometry, we expect an investigation of objects occurring in projective space. We expect to meet subspaces, quadrics, algebraic subvarieties, differential submanifolds, and many other objects. The book under review is not of this type, and this explains perhaps, why it carries the title Modern Projective Geometry. The main aim of the book is to introduce the category of projective geometries. This means that
the authors’ goal is to look at projective geometries not only from inside, but also from outside. They adopt a synthetic definition of a projective geometry, and this definition has a fundamental influence on the style of the book. We find deep relations between projective geometries and other mathematical structures. The book also contains a list of references, i.e., the category of projective spaces is equivalent with the category of projective lattices. Secondly, a relation to closure spaces (and to matroids, in particular), i.e., an equivalence between the category of projective geometries and a category of certain closure spaces. The general approach leads us also to other geometries, e.g., affine geometries, hyperbolic geometries, and Möbius geometries. But this look at projective geometries from outside does not mean that we do not find information about these particular geometries. The book is written according to an excellent plan, and it surely represents a milestone in the development of projective geometry. The text is organized very carefully and each chapter is followed by a list of exercises. It is a great advantage of the book that it requires very modest prerequisites. Hence, it can be recommended already to undergraduate students in the first year of their study. On the other hand, I expect that also professional mathematicians will appreciate it. (jiva)


The contributions to this book are based on lectures presented at the joint meeting of mathematicians and theoretical physicists at Strasbourg on deformation quantization. A description of the contents can be found in a short introductory paper by G. Halbout. The survey paper by G. Dito and D. Sternheimer includes a treatment of the Kontsevich formality theorem and its description from the point of view of deformations of algebras over operads. A short note by G. Dito contains a discussion of deformation quantization of covariant fields. First of all, a relation to lattice theory, deformation quantization on a symplectic manifold, a canonical trace on the algebra of quantum observables and a variation formula for the trace density. The quasi-Hopf algebras, the Drinfeld twist, quantum affine elliptic algebras, deformed double Yangians and their relations are topics treated in the contribution by G. Marmo, J. A. van der Kallen, and E. Ragoucy. The paper by N. Schmitt contains recent results on the representation theory of the star product algebras arising in deformation quantization. The survey paper by C. Roger contains a discussion of properties of the Lie algebra of vector fields with vanishing divergences and possibilities for its generalization. First of all, a relation to lattice theory, deformations of ordinary algebras of functions on (possibly singular) manifolds and related Harrison cohomology are discussed in the paper by Ch. Fronsdal. The relation between Toeplitz algebras and star-product algebras is described in a paper by L. Boutet de Monvel. A construction of star-products on Poisson manifolds and a connection with the Fedosov construction in symplectic case are reviewed by A. S. Cattaneo, G. Felder and L. Tomassi. Finally, D. Tamarkin gives a proof of the Etingof-Kazhdan theorem on quantization of Lie bialgebras using the chain operad of little disks. (vs)


The author has collected well over 300 exercises from his earlier book Matrix Algebra From a Statistician’s Perspective into a separate volume and he added solutions. The book also contains extensive and detailed summaries of the relevant terminology and notation. It is thus accessible to anyone familiar with basic concepts of matrix theory and linear algebra. It will be very useful for any teacher of a linear algebra course as a source of exercises of various levels of difficulty. Besides the standard topics covered in any course of linear algebra there are also sections on generalized inverses, matrix differentiation, Kronecker products, minimization of a second-degree polynomial subject to linear constraints, and the Moore-Penrose inverse. The second to last section contains various applications of the spectral decomposition of symmetric matrices. (iju)


This volume presents main results of the Fourth International Conference on Multivariate Approximation held at Witten-Bommerholz in 2000. The book starts with an article by M. Reimer and H. Schwetlick: J. W. Schmidt in Memoriam. Jochen W. Schmidt (1931 - 2000) was twice selected by the mathematical community as a leading mathematics reviewer of the German science foundation and participated in the preceding Bommerholz Conferences on Multivariate Approximation. The proceedings contains nineteen selected, peer-reviewed contributions covering the following main topics: interpolation and approximation on compact sets, Kergin interpolation; error asymptotics; radial basic functions; energy minimizing configurations on the sphere; quadrature and cubature formulae, harmonic functions near a zero; blending functions; frames and approximation of inverse frame operators. The list of publications and further data on J. W. Schmidt are enclosed in an appendix. (knij)


The second book starts with geometric Fourier analysis on spaces of constant curvature and then develops integral geometry and Radon transforms on Euclidean and two-point homogeneous spaces. The principal chapters deal with invariant differential operators and spherical function theory. The third book is a continuation of the second book, presenting more recent material. It treats Radon transforms for various double fibrations, the main example being the sets of points and of horocycles in a symmetric space (p.145). Later chapters deal with a geometric Fourier transform on symmetric spaces (non-compact and compact) and range theorems for Radon and Fourier transforms with applications to differential equations. The final chapter deals with eigenspace representations associated with homogeneous spaces. The first book contains a complete table of contents. (ok)


This book contains three large articles, based on minicourses presented by the authors during the conference ‘Analyse & Logique’ at Mons, Belgium, in 1997. These papers are: Ultraproducts in Analysis, by C. W. Henson and I. Jovino, Actions of Polish Groups and Classifications Problems by A. S. Kechris and On Subspaces, Asymptotic Structure, and Distortion of Banach Spaces; Connection with Logic, by E. Odell. In each case, the title neatly describes the contents of the corresponding section. Each paper follows the standard pattern of a conference minicourse: It assumes a background to the subject, explains basic notions and crucial examples, then takes a short path to quite recent deep theorems. Many times, proofs are omitted; instead, emphasis is given to the meaning of theorems and their interrelations. Each paper has its own extensive bibliography. One does not need to be a specialist in analysis to find this book a worthy item in the library. (psim)


The book under review is the second edition of the monograph ‘Introduction to the spectral theory of automorphic forms’ (the first edition
was published at Biblioteca de la Revista Matemática Iberoamericana, Madrid, 1995) by the same author. It reflects the fact that the book has grown out of lectures given by the author in Spain. Automorphic forms play a central role on the border between analytic number theory, algebra, analysis and geometric progressions. The book is accessible, comprehensive and readable introduction to this classical subject. The book under review demonstrates the author’s mastery in both a conceptual and a pedagogical direction; it gives a very nice introduction to real analytic automorphic forms and their applications in number theory. Two introductory chapters deal with the hyperbolic metric and eigenfunctions of the Laplacian on the upper half plane, and with Fuchsian groups. The next five chapters form the core of the book. The reader is made familiar with the basic facts concerning cusp forms, Eisenstein series, and their meromorphic continuation based on the Selberg method, using the Fredholm theory of integral equations. Then the author devotes his attention to differential forms on Riemann surfaces, and trace formulas. The Selberg trace formula is applied to the problem of distribution of eigenvalues. The next chapter considers a geometric geometric problem, the lattice point problem in the hyperbolic upper half plane of complex numbers. The book provides a very readable textbook on the spectral theory of automorphic forms, not only for those willing to enter this fascinating subject but also for those who need some help to orient themselves in the theory. For the latter group of readers, two appendices provide some necessary background material from classical analysis and special functions. (spor)


This is a leisure introduction into basic analytic properties of Dirichlet series, which culminates in proofs of the prime number theorem and Dirichlet’s theorem on primes in an arithmetic progression. The book is accessible even to undergraduate students - the prerequisites include standard courses in real and complex analysis but hardly any number theory. The first two chapters collect background material on Abel’s summation and elementary properties of Dirichlet series. Chapter 3 treats (two version of) a Tauberian theorem relating the behaviour of Dirichlet’s series \( f(s) = \sum_{n=1}^{\infty} a(n)n^{-s} \) and the function \( A(x) = \sum_{n \leq x} a(n) \). The prime number theorem is obtained as a special case for \( f(s) = -\zeta'(s)/\zeta(s) \). These results are sharpened in Chapter 5 to include estimates for error terms and for zero-free regions of \( \zeta(s) \). Chapter 4 is devoted to Dirichlet’s theorem and the uniformization theorem. One of the main tools is the theory of harmonic maps. The book can be also taken as a nice introduction to nonlinear analysis applied to geometry. The first chapter contains background material from topology (e.g., fundamental group and covering spaces). In the second chapter, Riemann surfaces are studied from the point of view of two-dimensional Riemannian geometry. It includes a discussion of curvature, the Gauss-Bonnet theorem, of special Riemann surfaces which are quotients of the Poincaré upper half plane with a hyperbolic metric, and of conformal structures on tori. The third chapter is devoted to the study of the Dirichlet principle and harmonic maps. Teichmüller theory is presented in the fourth chapter. Several Appendices list background results from real analysis, others discuss numerical calculations of \( \pi(x) \) and historical background. (jnak)


The book is intended for students wishing to find an introduction to the theory of partial differential equations. The author focuses on elliptic equations and systematically develops the relevant existence schemes, always with a view toward nonlinear problems. It includes maximum principle methods (particularly important for numerical analysis schemes), variational methods, methods of continuity and Moser iteration. Connections between elliptic, parabolic and hyperbolic equations are explored, as well as the connection with Brownian motion and semigroups. The book can be used for a one-year course on partial differential equations. Having some experience in teaching PDEs, I am always curious to see a new textbook in the field. I have found the book by J. Jost very well written. The concentration on elliptic equations creates a new possibility for an exposition of the main features of evolution equations. Both the book and the author are ‘elementary’ - it could be helpful - it could be useful for the reader to come back to them from time to time to put the ideas together. I share the author’s opinion that his book helps “in guiding the reader through an area of mathematics that does not allow a unified structural approach, but rather derives its fascination from the multitude and diversity of approaches and methods…” (oj)


The main topic of this book is the theory of compact Riemann surfaces and their connections to other areas of mathematics (two-dimensional differential geometry, algebraic topology, algebraic geometry, the calculus of variations and the theory of elliptic partial differential equations). The discussion includes three fundamental theorems: the Riemann-Roch theorem, the Teichmüller theorem and the uniformization theorem. One of the main tools is the theory of harmonic maps. The book can be also taken as a nice introduction to nonlinear analysis applied to geometry. The first chapter contains background material from topology (e.g., fundamental group and covering spaces). In the second chapter, Riemann surfaces are studied from the point of view of two-dimensional Riemannian geometry. It includes a discussion of curvature, the Gauss-Bonnet theorem, of special Riemann surfaces which are quotients of the Poincaré upper half plane with a hyperbolic metric, and of conformal structures on tori. The third chapter is devoted to the study of the Dirichlet principle and harmonic maps. Teichmüller theory is presented in the fourth chapter. Several Appendices list background results from real analysis, others discuss numerical calculations of \( \pi(x) \) and historical background. (jnak)


This remarkable publication is based on Harold Kuhn’s lectures on the theory of games held in 1952 at the Princeton University. It was supposed to appear in the Annals of Mathematical Studies in 1953 but the author decided to extend the contents substantially and to postpone the publication. However, the intended extension for games of more than two persons did not take place and finally, with the delay of 50 years, Princeton University Press published the original text. As a whole, the book provides interesting and valuable author’s insights on the theory of games, a new mathematical discipline developing rapidly a half a century ago. Matrix games are presented in Section 2 along with necessary results from convex analysis and an interesting survey of alternative proofs of the minimax theorem. The next section is devoted to games in the extensive form and the last section deals with the games on unit square and includes also basic concepts of measure theory and probability. The book contains many illuminating and motivating examples. Numerous exercises appear at well chosen

This book is a very good and interesting introduction to the local differential geometry of curves and surfaces in Euclidean space. All standard parts of the theory (plane curves, curves in three-dimensional space studied by Frenet frame methods and surfaces in three-dimensional space) are included but there are also some additional topics, which are useful for everybody who is interested in modern probability without a preliminary knowledge of measure and integration theory. (jst)


The author proves a generalization of Atiyah’s \( L^2 \)-index theorem, from which he deduces a K-theoretical version of Langlands’ theorem on the multiplicity of discrete series representations occurring in \( L^2(G/F) \). Using recent results of V. Lafforgue, the author then deduces a generalization of Langlands’ results to a larger class of groups. (jek)


Which parts of measure theory should a student of mathematics (statistics, finance, etc.) know in order not to be frustrated by an advanced and rigorous course on probability theory? An obvious answer is that the standards on abstract integration and construction of a measure are not enough when nowadays, even at the undergraduate level, topics such as Brownian motion and Fourier transforms are often included. The text is written in an economic way, but space is left also for heuristics and history with the aim to introduce the reader to probabilistic inventiveness and thinking. Integration is developed first via extended linear functionals on spaces of measurable functions (in Appendix A); then follow basic probabilistic topics like independence, conditioning, martingales and Fourier transforms. The central limit theorems, convergence to Brownian motion, strong representations, couplings and the law of iterated logarithm receive a deep and detailed treatment to provide the reader with a solid information on more recent developments in the Gaussian branch of probability. The text includes also tables and figures that are very useful. The book is self-contained and supposed only a basic knowledge of algebra and linear algebra. Many intuitive comments and informal remarks, a well chosen set of main examples used systematically in the book and a clear and understandable style make the book very comfortable and useful for students as well as for mathematicians from other fields. (vs)


This book is based on lectures of the author on the subject and it keeps the style of oral lectures in a nice and pleasant manner. The book is divided into three parts. Basic notions (Hopf algebras, dual pairings, actions and coactions, the quantum plane, quasitriangular Hopf algebras and its ribbon version, the quantum double), together with a well chosen set of basic examples used throughout the book are presented in the first part. Representation theory and its famous applications in knot theory are treated in the second part using the point of view of braided categories (including (co)module categories, q-Hecke algebras, quantum dimension, algebras in monoidal categories, braided groups and braided differentiation). Applications of these methods to ordinary Hopf algebras are described in the last part of the book. The reader finds here a discussion of (double) bosonisation, Serre relations, R-matrix methods, Hopf algebra factorizations and Lie bialgebras, together with applications to Poisson geometry. Three problems sets can be found at the end of the book.

The book is self-contained and supposes only a basic knowledge of algebra and linear algebra. Many intuitive comments and informal remarks, a well chosen set of main examples used systematically in the book and a clear and understandable style make the book very comfortable and useful for students as well as for mathematicians from other fields. (jdup)


This book is a self-contained introduction to basic results in the theory of information and coding. It has three parts. The introduction contains a short and elementary overview to a study of specific codes, which can be used systematically in the book and a clear and understandable style make the book very comfortable and useful for students as well as for mathematicians from other fields. (vs)


This book presents an introduction to the local differential geometry of curves and surfaces in Euclidean space. All standard parts of the theory (plane curves, curves in three-dimensional space studied by Frenet frame methods and surfaces in three-dimensional space) are included but there are also some additional topics, which are useful for everybody who is interested in modern probability without a preliminary knowledge of measure and integration theory. (jst)


The author proves a generalization of Atiyah’s \( L^2 \)-index theorem, from which he deduces a K-theoretical version of Langlands’ theorem on the multiplicity of discrete series representations occurring in \( L^2(G/F) \). Using recent results of V. Lafforgue, the author then deduces a generalization of Langlands’ results to a larger class of groups. (jek)

D. Pollard: A User’s Guide to Measure Theoretic


Which parts of measure theory should a student of mathematics (statistics, finance, etc.) know in order not to be frustrated by an advanced and rigorous course on probability theory? An obvious answer is that the standards on abstract integration and construction of a measure are not enough when nowadays, even at the undergraduate level, topics such as Brownian motion and Fourier transforms are often included. The text is written in an economic way, but space is left also for heuristics and history with the aim to introduce the reader to probabilistic inventiveness and thinking. Integration is developed first via extended linear functionals on spaces of measurable functions (in Appendix A); then follow basic probabilistic topics like independence, conditioning, martingales and Fourier transforms. The central limit theorems, convergence to Brownian motion, strong representations, couplings and the law of iterated logarithm receive a deep and detailed treatment to provide the reader with a solid information on more recent developments in the Gaussian branch of probability. The text includes also tables and figures that are very useful. The book is self-contained and supposed only a basic knowledge of algebra and linear algebra. Many intuitive comments and informal remarks, a well chosen set of main examples used systematically in the book and a clear and understandable style make the book very comfortable and useful for students as well as for mathematicians from other fields. (vs)


This book is based on lectures of the author on the subject and it keeps the style of oral lectures in a nice and pleasant manner. The book is divided into three parts. Basic notions (Hopf algebras, dual pairings, actions and coactions, the quantum plane, quasitriangular Hopf algebras and its ribbon version, the quantum double), together with a well chosen set of basic examples used throughout the book are presented in the first part. Representation theory and its famous applications in knot theory are treated in the second part using the point of view of braided categories (including (co)module categories, q-Hecke algebras, quantum dimension, algebras in monoidal categories, braided groups and braided differentiation). Applications of these methods to ordinary Hopf algebras are described in the last part of the book. The reader finds here a discussion of (double) bosonisation, Serre relations, R-matrix methods, Hopf algebra factorizations and Lie bialgebras, together with applications to Poisson geometry. Three problems sets can be found at the end of the book.

The book is self-contained and supposes only a basic knowledge of algebra and linear algebra. Many intuitive comments and informal remarks, a well chosen set of main examples used systematically in the book and a clear and understandable style make the book very comfortable and useful for students as well as for mathematicians from other fields. (vs)


This book is a self-contained introduction to basic results in the theory of information and coding. It has three parts. The introduction contains a short and elementary overview to a study of specific codes, which can be used for channel and source coding. It deals with advanced results. The second part is devoted to a study of technical results about entropy, mutual information, and path enumeration in directed graphs. A prior knowledge of these areas is certain-


This book presents an introduction to the local differential geometry of curves and surfaces in Euclidean space. All standard parts of the theory (plane curves, curves in three-dimensional space studied by Frenet frame methods and surfaces in three-dimensional space) are included but there are also some additional topics, which are useful for everybody who is interested in modern probability without a preliminary knowledge of measure and integration theory. (jst)
The book is recommended to practitioners. (jh)


This book provides an elegant mathematical introduction to numerical analysis summarizing some of the required knowledge from linear algebra, Fourier analysis, functional analysis and partial differential equations. It covers many basic ideas of modern numerical computing, with an emphasis on methods and algorithms. The book is divided into four parts. Part I starts with a guided tour on floating number systems and machine arithmetic. The exponential and logarithms are constructed from scratch to present a new point of view on well-known questions. Part II consists of 5 chapters. It starts with polynomial approximation (polynomial interpolation, mean-square approximation, splines). It deals moreover with Fourier series, providing the trigonometric version of least-square approximations, and with one of the most important numerical algorithms, the fast Fourier transform. Part III (Chapters 9-12) relates to nonlinear algebra. This part is important because operation counts are the limiting factor for any serious computation. Chapters 9-11 deal with direct and iterative methods for the solution of linear systems of equations, with an emphasis on operation counts. Chapter 12 presents orthogonality methods for the solution of linear systems and introduces the QR decomposition. Part IV (Chapters 13-18) treats a selection of non-linear complex problems: the numerical computation of eigenvalues and eigenvectors of a square matrix (the power method, the QR method), solution of nonlinear equations and systems, ordinary differential equations (single-step and linear multistep schemes), and the numerical analysis of some partial differential equations. Each chapter contains several exercises. The examples are carefully selected and illustrate many important ideas in the field. The book does not assume any previous knowledge of numerical methods, but it includes methods covered under graduate students in mathematics. It will also be useful for scientists and engineers willing to learn whether mathematics can explain why their numerical methods work or fail. (knj)


The book summarizes progress achieved by the author and others (V. Bach, T. Jecko) in the study of the correlation decay for Laplace integrals of the type \( \int_{\mathbb{R}}^{\mathbb{R}} |x-y|^h \, dx \, dy \), for a given function \( h = h(x,y) \) in the sense that it presents a detailed formula for the pair correlation function \( \langle x_i x_j \rangle \) as given as an expansion in the variable \( h \), where \( \langle x_i x_j \rangle \) gives a certain condition of positive definiteness for its second derivative near \( (x_i, x_j) = (0,0) \). The result is rather general and greatly improves earlier results, due to the author and others. The essential tool used in the proof, the so-called ‘Grushin (Feshbach) approach’ by the author. The book is divided into twelve chapters and two appendices. Chapter 0 and 1 introduce the problem and formulate the main result (and its generalization); the remainder develops the details of various steps of the proof (reshuffling of the creation/annihilation operators, investigation of the eigenvalues of the Grushin (Feshbach) approach). The book contains numerous exercises (165) and problems (50) with hints (some of the problems are rather demanding). The authors hope that the book(s) will be accessible to students interested in diverse disciplines (mathematics, physics, engineering, finance), at both the undergraduate and graduate levels. (jive)


The book is the second volume of a “miniseries” of four books forming a course of analysis. While the first three volumes contain introductory Fourier analysis, complex analysis and measure and integration theory (with Hilbert space theory), the last one covers some parts of functional analysis, probability theory, etc. The main idea behind the series is to explain these parts in a unified way accentuating their mutual interplay. The book under review contains (together with traditional parts) the Cauchy integral formula, Laurent series, the residue theorem, conformal mappings, conformal mapping of functions (conformal mapping of conformal functions, conformal mapping of functions of zeta functions). Most of the key concepts of functional analysis are carefully explained and discussed in the text. Nevertheless, the fundamental idea of the first volume ‘worst-case’ is thoroughly kept through the whole text. Let us describe just a sample from a broad area of topics covered in the book’s eleven chapters: computing of saddle points, quantum integrals of the type \( \exp(-\varphi) \)/\( h/dx \) in the space of functions \( \phi \) of small values of \( h \). The variable \( x \) is taken from \( \mathbb{R}^2 \), where \( A \) is either a d-dimensional torus, or a finite subset of an infinite lattice. The function \( \psi(x) \) is assumed to satisfy a certain condition of positive definiteness for its second derivative near its (unique) minimum point. The case of ‘one potential well’, with ‘nearly quadratic’ behaviour around the minimum point is thus considered. The main result of the book is the following: A detailed formula for the pair correlation function \( \langle x_i x_j \rangle \) is given as an expansion in the variable \( h \), the (expansion \( \langle x_i x_j \rangle \) is given in the above mentioned Gibbs measure). The result is rather general and greatly improves earlier results, due to the author and others. The essential tool used in the proof, the so-called ‘Grushin (Feshbach) approach’. The result is then translated to the study of spectral properties (bottom of the spectrum) of such an operator, more precisely of its zeroth and first part, applying a method called the “Grushin (Feshbach) approach”. The book contains numerous exercises (165) and problems (50) with hints (some of the problems are rather demanding). The authors hope that the book(s) will be accessible to students interested in diverse disciplines (mathematics, physics, engineering, finance), at both the undergraduate and graduate levels. (jive)
These two volumes present a basic course on mathematical logic and set theory. The contents are standard, including first order languages, axioms and rules of inference, basic metatheorems, the Löwenheim-Skolem theorems, Gӧdel’s completeness theorem, the compactness theorem, and full proofs of both. Gӧdel’s incompleteness theorems in the first volume; the axioms of Zermelo-Fraenkel set theory, the axiom of choice, the natural numbers, partially ordered sets, ordinal and cardinal numbers with their elementary arithmetic, the constructible universe and elements of forcing in the second volume. Extreme care paid to details; most of the material is explained twice, first at an informal level and then formally; plenty of footnotes are added to sharpen the reader’s understanding. This approach (together with a verbatim repetition of 57 pages from Volume 1 in Volume 2) may be appreciated by a student, who wishes to find every dot on every i. But it consumes a lot of space and consequently makes it impossible to include more advanced chapters: the rationals and the reals are not constructed, except for the Δ-system lemma, infinitary combinatorics is not introduced, the basics of Borel and of projective sets is missing and widely used principles, like MA, are never mentioned.


The theory of graph colouring has flourished over decades (in fact, already for one and a half centuries) with the planar map colouring problem having been its corner stone. Considered first as a riddle, the Four Colour Conjecture had soon turned into a nightmare for discrete mathematicians and graph theorists. But it was a nightmare with a very positive influence on the development of graph theory. Through numerous attempts and false proofs, it has motivated new notions, new theorems and new methods. And finally, the proof that turned the Four Colour Conjecture into the Four Colour Theorem, is one of the strong concrete links between discrete mathematics and computer science. The proof depends heavily on computers, and no human being can check all details and cases, which is a blessing in the eyes of (most) computer scientists and a rather weird feature in the eyes of (some) mathematicians. The book under review presents a concise monograph on graph colouring results connected to the Four Colour Theorem. It describes ideas of early attempts, points out mistakes in published false proofs and gives a quite legible outline of ideas behind the computer-aided proof. The final and fully correct proof was published in the year of its 150th anniversary. As such it will please every reader. And last but not least, it is a thin book, which will not eat much space in your library; the contents to weight ratio is well above the average.


The Four Colour Problem was one of the most famous problems of mathematics of the 20th century. The problem even attracted the attention of the general public. Even the solution of the problem was accompanied by doubts, and it was the starting point for a discussion about the nature of mathematical proofs. The present book accurately describes the origin and the colourful history of the problem and various proof attempts. The book is written for a general public; the recent development (such as work of Robertson, Seymour and Thomas) is only briefly mentioned. It is a very good popular book. Its lively and accessible form will pave the way also to non-experts and to a non-mathematical audience.


This book is devoted to the history of Hilbert’s problems and their solutions. The collection of 23 mathematical problems presented by David Hilbert at the ICM in Paris in 1900 became soon a guiding inspiration for mathematicians in the 20th century. The book under review starts with a description of Hilbert’s biography and the background of his work and his problems. Then the author describes the achievements and success of people who devoted their lives to solve Hilbert’s problem. The first part is about problems 1, 2 and 10 (set theory and real numbers), the second part explains problems 3, 4, 5 and 6 (geometry, specific areas), the third part describes problems 7, 8, 9, 11 and 12 (number theory), the fourth part is devoted to problems 14, 15, 16, 17 and 18 (modern algebra, geometry and graph theory) and the last part discusses problems 19, 20, 21, 22 and 23 (analysis). In all cases, the mathematical substance of these problems, their solutions or the attempts to solve them, short biographical information on mathematicians involved and interesting historical aspects are described. This part of the book can also be appreciated by readers who are not mathematicians. An alphabetical appendice to lecture delivered at the Second International Congress of Mathematicians in 1900 (in English) and reprinted from the Bulletin of the American Mathematical Society 8 (1902). Ample notes, an extensive selected bibliography and an alphabetical index are included. The book can be recommended to everybody who wants to know more about the birth of modern mathematics in the first half of the 20th century.


A very clearly written introduction to cryptography. The present material is illustrated with many examples and notes, so that the text can be recommended to every novice in the subject. The reader finds information on all useful basic topics and results as well as comments outlining research topics. The book consists of 6 chapters (the English edition does not contain Chapter 6 of the Russian original, entitled ‘Computer and Cryptography’), which are written by different authors and which can be read independently of each other to a certain extent. For instance, the last Chapter 6 is based on problems offered at the Russian ‘Cryptography Olympiads for High School Students’ since 1991. Its understanding requires almost no mathematical knowledge except for the basics of discrete mathematics. The previous five chapters of the booklet provide the reader with the most basic notions and techniques used in the contemporary symmetric and asymmetric cryptosystems. All notions like one-way functions, one-way trapdoor functions, key exchange protocols, or zero-knowledge protocols are discussed in a highly lucid way. Attractive themes like coin flipping over the phone, basic algorithmic number theory (including RSA, factorisation and primality), complexity questions for some number-theoretical algorithms or threshold secret sharing schemes are not missing. The book is well-motivated and can be recommended as first reading to everybody interested in cryptography.
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