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Abstract. The workshop brought together leading experts in mathematical statistics, theoretical econometrics and bio-mathematics interested in mathematical objects occurring in the analysis of partially identified structures. The mathematical core of these ubiquitous structures has an impact on all three research areas and is expected to lead to the development of new algorithms for solving such problems.
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Introduction by the Organisers

The workshop ”Mathematical Statistics of Partially Identified Objects” was organized by Victor Chernozhukov (Cambridge MA), Wolfgang Härdle (Berlin), Joel Horowitz (Evanston) and Ya’acov Ritov (Jerusalem) and was attended by 23 participants. The program included 21 talks of 60 minutes each, including discussions.

The workshop brought together mathematical statisticians, theoretical econometricians, and bio-mathematicians to understand and further develop the mathematical core of partially identified objects or structures. Partial identification is of ubiquitous nature in the analysis of structural models. Such analysis is relevant in many fields of applied mathematics. For example, when data are generated as outcomes of optimal discrete choices, moment inequalities do not identify the parameter, but they can be highly informative about it by restricting it to lie in the so called identification region. This phenomenon raises a variety of important
mathematical, statistical, and computational problems that were explored in the workshop.

Partial identification also arises in clinical trials. If some subjects do not take the treatments to which they are assigned or if there is attrition from the trial then the effects of treatment on the outcome variable are not identified unless one makes untestable assumptions about the attrition process. These identification problems are frequently explored through sensitivity analysis. A more thorough mathematical characterization of the described effects can be achieved by computing entire identification regions. Similar problems arise in survey research due to survey nonresponse. In the analysis of survey data, nonresponse is often dealt with by modeling the nonresponse process (e.g., assuming nonresponse is random conditional on observed covariates), but the models are not testable empirically and can lead to highly misleading conclusions.

Another example of partial identification is the prediction of the effects of a policy decision following, say, a clinical trial. Even if the results of a trial are not complicated by attrition or non-conformance to assigned treatments, they do not provide point predictions of what outcomes will occur in the general population. A clinical trial, at best, gives the average effect of treatment on a randomly selected group of individuals with the relevant disease or medical condition. However, once a drug or device is approved, those who receive are not randomly selected. Rather, they are chosen through a complicated and poorly understood process involving advice from medical professionals and the preferences of the patients. Consequently, the predicted effects of the new drug in the population are not identified.

The mathematical core problem is the characterization followed by computation of the identification regions. It is interesting to know whether computable identification regions can be formulated using modern tools from such seemingly unconnected fields of mathematics as the theory of the optimal mass transportation and the theory of random sets. These approaches have recently emerged as powerful tools in identification analysis, replacing earlier more primitive methods based on elementary algebraic manipulations. As a result, today, sharp and highly non-trivial bounds on parameters of games with multiple equilibria can be formulated using the random set theory and optimal transportation methods, substantially improving upon earlier non-sharp identification regions obtained for these models. There are also interesting relations to von Neumann’s method of alternating projections and maximum entropy methods.

Another challenging problem is estimating and performing inference on identification regions using available finite data. For example, the properties of the likelihood and other methods for performing inference on functionals of the parameter under partial identification are not yet well understood. Another example is the statistical theory of these methods and the appropriateness of convergence notions for stochastic programs, such as epi-convergence and related concepts, which have been developed in variational analysis and operations research. A number of interesting questions also arises in relation to the failure of conventional inferential
methods, e.g., bootstrap, due to limit distributions of relevant inferential statistics failing to be continuous with respect to the underlying probability measures. A number of methods have been suggested to remedy this failure; discussions around the theory of such methods with the vision of generating solutions that are both theoretically sound and practically relevant were at the center of the workshop.
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