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Abstract. High-dimensional problems appear naturally in various scientific
areas, such as PDEs describing complex processes in computational chemistry
and physics, or stochastic or parameter-dependent PDEs leading to determin-
istic problems with a large number of variables. Other highly visible examples
are regression and classification with high-dimensional data as input and/or
output in the context of learning theory. High dimensional problems cannot
be solved by traditional numerical techniques, because of the so-called curse
of dimensionality.

Such problems therefore amplify the need for novel theoretical and com-
putational approaches, in order to make them, first of all, tractable and,
second, offering finer and finer resolutions of relevant features. Paradoxically,
increasing computational power serves to even heighten this demand. The
wealth of available data itself becomes a major obstruction. Extracting es-
sential information from complex structures and developing rigorous models
to quantify the quality of information in a high dimensional context leads to
tasks that are not tractable by existing methods.

The last decade has seen the emergence of several new computational
methodologies to address the above obstacles. Their common features are the
nonlinearity of the solution methods as well as the ability of separating solu-
tion characteristics living on different length scales. Perhaps the most promi-
nent examples lie in adaptive grid solvers, tensor product, sparse grid and
hyperbolic wavelet approximations and model reduction approaches. These
have drastically advanced the frontiers of computability for certain problem
classes in numerical analysis.

This workshop deepened the understanding of the underlying mathemat-
ical concepts that drive this new evolution of computation and promoted
the exchange of ideas emerging in various disciplines about the handling of
multiscale and high-dimensional problems.
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Introduction by the Organisers

Inherently high-dimensional problems appear naturally in various scienitific areas,
such as the Fokker-Planck and the Schrödinger equations as examples of PDEs
describing complex processes in computational chemistry and physics, or stochas-
tic or parameter-dependent PDEs leading to deterministic problems with a large
number of variables. Complex scientific models like climate models, of turbulence,
fluid structure interaction, nanosciences and reliability control, demand finer and
finer resolution in order to increase reliability. This demand is not simply solved by
increasing computational power. Indeed, higher computability even contributes to
the problem by generating wealthy data sets for which efficient organization prin-
ciples are not available. Extracting essential information from complex structures
and developing rigorous models for quantifying the quality of information is an
increasingly important issue. This manifests itself through recent developments in
various areas.

The mathematical methods emerging to address these problems have to exploit
in a much more subtle way the structure of the problem in order to extract the
necessary information. They have several common features including the ques-
tion whether the underlying objects have a sufficiently small information content,
how this content might be accessible through certain sparse representations, the
nonlinearity of the solution methods as well as the ability of separating solution
characteristics living on different length scales. Having to deal with the appearance
and interaction of local features at different levels of resolution has, for instance,
brought about spatially adaptive methods as a key methodology that has advanced
the frontiers of computability for certain problem classes in numerical analysis.

A related but different concept for managing the interaction of different length
scales centers on wavelet bases and multilevel decompositions. In the very spirit
of harmonic analysis they allow one to decompose complex objects into simple
building blocks that again support analyzing multiscale features. However, for
high-dimensional problems, wavelets are not the only answer although they may
serve as a reference for classical representations.

While this ability was exploited first primarily for treating explicitly given ob-
jects, like digital signals and images or data sets, the use of such concepts for
recovering also implicitly given objects, like solutions of partial differential or
boundary integral equations, has become a major recent focus of attention. The
close marriage of discretization, analysis and the solution process based on adaptive
wavelet methods has led to significant theoretical advances as well as new algorith-
mic paradigms for linear and nonlinear stationary variational problems. Through
thresholding and best N -term approximation based on wavelet expansions, con-
cepts from nonlinear approximation theory and harmonic analysis become practi-
cally manageable. In our opinion, these ideas have opened promising perspectives
not only for signal and image processing but also for the numerical analysis of
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differential and integral equations covering, in particular, such operator equations
with high dimensional deterministic or stochastic parameter dependence. For the
latter, smooth dependence of the solution on the parameters can be exploited for
achieving highly efficient approximations.

These various concepts have developed relatively independently of one another.
Our previous Oberwolfach Workshops “Wavelet and Multiscale Methods” held in
July 2004, August 2007 and August 2010 sought to bring various disciplines utiliz-
ing multiscale techniques together by inviting leading experts and young emerging
scientists in areas that rarely interact. Those workshops not only accelerated the
advancement of nonlinear and multiscale methodologies but also provided benefi-
cial cross–fertilizations to an array of diverse disciplines which participated in the
workshop, see the Oberwolfach Reports 34/2004, 36/2007 and 33/2010. Among
the several recognizable outcomes of the workshops were: (i) the emergence of com-
pressed sensing as an exciting alternative to the traditional sensing-compression
paradigm, (ii) fast online computational algorithms based on adaptive partition
for mathematical learning, (iii) clarification of the role of coarsening in adaptive
numerical methods for PDEs, (iv) injection of the notion of sparsity into stochastic
models to identify computational paradigms that are more efficient than Monte
Carlo techniques.

One of the main objectives of this workshop was to foster synergies by the inter-
action of scientists from different disciplines resulting in more rapid developments
of new methodologies in these various domains. It also served to bridge theoretical
foundations with applications, such as mathematical finance, quantum chemistry,
signal and image processing, complex fluid flows. Examples of conceptual issues
that were advanced by our workshop were:

• adaptive and nonlinear multilevel methods for high-dimensional PDEs;
• multilevel and high dimensional meshless methods;
• Convergence of low-rank tensor approximations to solutions of high-dimen-
sional PDEs;

• adaptive treatment of nonlinear and time–dependent variational problems;
• interaction of different scales under nonlinear mappings;
• convergence theory and analysis for model reduction;
• extension of model reduction methods to unsymmetric, indefinite and sin-
gularly perturbed problems;

• polynomial interpolation and adaptive quadrature in high dimensions;
• uncertainty quantification and stochastic inversion;
• regularity of solutions to stochastic differential equations;
• high dimensional dynamical systems for modeling flocking and consensus
formation;

• harmonic analysis and frames on general compact domains and manifolds.

The workshop had large success in bringing together researchers from diverse
disciplines who rarely see one another but have common interest in high dimen-
sional problems and their numerical treatment. This led to a lot of interesting
discussions and new ideas that will surely be pursued over the next years.
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In summary, we feel that the conceptual similarities that occur in these diverse
application areas suggest a wealth of synergies and cross–fertilization. These con-
cepts are in our opinion not only relevant for the development of efficient solution
methods for large scale and inherently high-dimensional problems but also for
the formulation of rigorous mathematical models for quantifying the extraction of
essential information from complex objects in many dimensions.

As in the previous workshops, the participants are experts in areas like nonlin-
ear approximation theory (e.g., Cohen, Dahmen, DeVore), statistical learning the-
ory (e.g., Kerkyacharian, Picard), tensor approximations (Grasedyck, Hackbusch,
Oseledets, Schneider, Yserentant), sparse grids (e.g., Harbrecht, Schwab), finite el-
ements (e.g., Oswald, Stevenson), convergence of adaptive methods (e.g. Dahlke,
Stevenson), spectral methods (e.g., Canuto), harmonic analysis and wavelets (e.g.,
Cohen, Dahmen, Petrushev, Schneider), strongly nonlinear DPEs in high dimen-
sions (e.g., Süli), numerical fluid mechanics and conservation laws (e.g., Müller,
Popov, Tadmor), inverse problems (e.g., de Mol), multiscale modeling (e.g., Müller,
Ohlberger, Tadmor), parameter-dependent PDE-constrained control problems (e.g.,
Kunoth), model reduction and reduced basis functions (e.g., Dahmen, Grepl,
Ohlberger, Urban, Wojtaszczyk), stochastic PDEs and regularity of their solutions
(e.g., Dahlke, Larsson, Nobile, Schwab), modeling flocking and consensus forma-
tion processes (e.g. Fornasier, Tadmor) and tractability of multivariate problems
(Wozniakowski).
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