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#### Abstract

Differential operators $\Delta+q$ are considered on metric Cayley graphs of the finitely generated free groups $\mathrm{F}_{\boldsymbol{M}}$. The function $q$ and the graph edge lengths may vary with the $M$ edge types. Using novel methods, a set of $M$ multipliers $\mu_{m}(\lambda)$ depending on the spectral parameter is found. These multipliers are used to construct the resolvent and characterize the spectrum.


Mathematics Subject Classification (2010). 34B45, 58J50.
Keywords. Quantum graphs, analysis on graphs, spectral geometry.

## Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 907
2 Quantum graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 909
3 Quantum Cayley graphs . . . . . . . . . . . . . . . . . . . . . . . . . . 912
4 Analysis of the multipliers . . . . . . . . . . . . . . . . . . . . . . . . . 916
5 Sample computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 932
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 935

## 1. Introduction

The interplay between a group action and the spectral analysis of a differential operator invariant under the action is a popular theme in analysis. If the group acts on a metric graph, the operators $-D^{2}+q$ with invariant $q$ are obvious candidates for a spectral theoretic analysis. This work treats operators $-D^{2}+q$ on a metric Cayley graph $\mathcal{T}_{M}$ of the nonabelian free group $\mathrm{F}_{M}$ on $M$ generators. These Cayley graphs are regular trees, with each vertex having degree $2 M$. In the present work the $M$ edge types of $\mathcal{T}_{M}$ associated to the generators of $\mathbb{F}_{M}$ may have different lengths, with even functions $q$ varying over the $M$ edge types. Remarkably, novel
techniques show that there is a system of $M$ multipliers $\mu_{m}(\lambda)$, resembling those of Hill's equation [20], which can be used to construct the resolvents of the operators. Echoing the Hill's equation analysis, the location of the spectrum is encoded in the behavior of the multipliers on the real axis.

There is a large literature treating various aspects of analysis on symmetric infinite graphs. Homogeneous trees were considered as discrete graphs in [6]. Anisotropic random walks on homogeneous trees received an extensive treatment in [11]. The quantum graph spectral theory of $-D^{2}+q$ on homogeneous trees was studied in [7], assuming that each edge had length 1 , and that $q(x)$ was the same even function on each edge. These assumptions meant that the graph admitted radial functions, a structure which facilitated a Hill's equation type analysis of the spectral theory. The spectral theory of radial tree graphs was considered in [8] and [23]. A sampling of work exploiting this structure includes [5, 10, 12, 16, 26]. Certain physical models can also lead to graphs of lattices in Euclidean space where the group (e.g. $\mathbb{Z}^{2}$ ) is abelian [19, 22]. When graphs have symmetric trees as their universal covering spaces, there are explicit connections linking the spectral theories of their differential or difference operators. These connections, developed for manifolds in [2, 9], are used in [6, 7]. There is extensive related work in [27, 28].

The quantum Cayley graph analysis begins in the second section with a review of quantum graphs and the definition of the self-adjoint Hilbert space operator $\Delta+q$ which acts by sending $f$ in its domain to $-D^{2} f+q f$. The third section reviews basic material on Cayley graphs, and in particular the Cayley graphs $\mathcal{T}_{M}$ of the free groups $\mathbb{F}_{M}$. For each edge $e$ of the Cayley graph and each $\lambda \in \mathbb{C} \backslash[0, \infty)$, a combination of operator theoretic and differential equations arguments identifies a one dimensional space of 'exponential type' functions which are initially defined on half of $\mathcal{T}_{M}$. The translational action of generators of $\mathbb{F}_{M}$ on subtrees of $\mathcal{T}_{M}$ induces linear maps on the one-dimensional spaces of exponential functions, thus producing multipliers $\mu_{m}(\lambda)$ for $m=1, \ldots, M$. A square integrability condition shows that $\left|\mu_{m}(\lambda)\right| \leq 1$ for all $\lambda \in \mathbb{C} \backslash[0, \infty)$.

The fourth section starts by linking the multipliers and rather explicit formulas for the resolvent of $\Delta+q$. Recall that the multipliers for the classical Hill's equation satisfy quadratic polynomial equations with coefficients which are entire functions of the spectral parameter $\lambda$. In this work the multipliers $\mu_{m}(\lambda)$ satisfy a coupled system of quadratic equations with coefficients that are entire functions of $\lambda$. An elimination procedure shows that the equations can be decoupled, leading to higher order polynomial equations with entire coefficients for individual multipliers $\mu_{m}(\lambda)$. The multipliers $\mu_{m}(\lambda)$ have extensions from above and below
to real $\sigma$. The extension is generally holomorphic, but as in the classical Hill's equation the difference $\delta_{m}(\sigma)$ of the limits from above and below can be nonzero. Except for a discrete set, the spectrum of $\Delta+q$ is characterized by the condition $\delta_{m}(\sigma) \neq 0$ for some $m$.

In the final section the system of multiplier equations is explicitly decoupled for the case $M=2$. Computer based calculations are used to generate several spectral plots.

The author thanks the anonymous referee for suggestions leading to significant improvements in the paper.

## 2. Quantum graphs

Suppose $\Gamma$ is a locally finite graph with a finite or countably infinite vertex set $\mathcal{V}$ and a directed edge set $\mathcal{E}$. In the usual manner of metric graph construction [4], a collection of intervals $\left\{\left[0, l_{e}\right], e \in \mathcal{E}\right\}$ is indexed by the graph edges. Consistent with the directions of the graph edges $(v, w)$, the initial endpoint $v$ is associated with 0 , and $w$ is associated with $l_{e}$. Assume that each unordered pair of distinct vertices is joined by at most one edge. As a result, the map from the directed graph to the undirected graph which simply replaces a directed edge $(u, v)$ with an undirected edge $[u, v]$ is one-to-one on the edges. A topological graph results from the identification of interval endpoints associated to a common vertex.

The Euclidean metric on the intervals is extended to a metric on this topological graph by defining the length of a path joining two points to be the sum of its (partial) edge lengths. The (geodesic) distance between two points is the infimum of the lengths of the paths joining them. The resulting metric graph will also be denoted $\Gamma$.

To extend the topological graph $\Gamma$ to a quantum graph, function spaces and differential operators are included. A function $f: \Gamma \rightarrow \mathbb{C}$ has restrictions to components $f_{e}:\left[0, l_{e}\right] \rightarrow \mathbb{C}$. Let $L^{2}(\Gamma)$ denote the complex Hilbert space $\oplus_{e} L^{2}\left[0, l_{e}\right]$ with the inner product

$$
\langle f, g\rangle=\int_{\Gamma} f \bar{g}=\sum_{e} \int_{0}^{l_{e}} f_{e}(x) \overline{g_{e}(x)} d x .
$$

Given a bounded real-valued function $q$ on $\Gamma$, measurable on each edge, differential operators $-D^{2}+q$ are defined to act component-wise on functions $f \in L^{2}(\Gamma)$ in their domains. The functions $q$ are also assumed to be even on each edge, $q_{e}\left(l_{e}-x\right)=q_{e}(x)$. This assumption plays an important role as the analysis becomes more detailed.

Self-adjoint operators acting by $-D^{2}+q$ can be defined using standard vertex conditions. The construction of the operator begins with a domain $\mathcal{D}_{\text {com }}$ of compactly supported continuous functions $f \in L^{2}(\Gamma)$ such that $f_{e}^{\prime}$ is absolutely continuous on each edge $e$, and $f_{e}^{\prime \prime} \in L^{2}\left[0, l_{e}\right]$. In addition, functions in $\mathcal{D}_{\text {com }}$ are required to be continuous at the graph vertices, and to satisfy the derivative condition

$$
\begin{equation*}
\sum_{e \sim v} \partial_{v} f_{e}(v)=0 \tag{2.1}
\end{equation*}
$$

where $e \sim v$ means the edge $e$ is incident on the vertex $v$, and $\partial_{v}=\partial / \partial x$ in outward pointing local coordinates.

Since the addition of a constant will make the potential nonnegative, but have only a trivial effect on the spectral theory, the assumption

$$
\begin{equation*}
q \geq 0 \tag{2.2}
\end{equation*}
$$

is made for convenience. With the domain $\mathcal{D}_{\text {com }}$, the operators $-D^{2}+q$ are symmetric and bounded below, with quadratic form

$$
\begin{equation*}
\left\langle\left(-D^{2}+q\right) f, f\right\rangle=\int_{\Gamma}\left|f^{\prime}\right|^{2}+q|f|^{2} \tag{2.3}
\end{equation*}
$$

These operators always have a self-adjoint Friedrich's extension, denoted $\Delta+q$, whose spectrum is a subset of $[0, \infty)$. When the edge lengths of $\Gamma$ have a positive lower bound the Friedrich's extension is the unique self adjoint extension [4, p. 30].

Say that an edge $e=\left(v_{-}, v_{+}\right) \in \mathcal{E}$ of a connected graph $\Gamma$ is a bridge if the removal of (the interior of ) $e$ separates the graph into two disjoint connected subgraphs. If $e$ is a bridge, let $\Gamma_{e}^{+}$denote the closure of the connected component of $\Gamma \backslash v_{-}$which contains the vertex $v_{+}$. That is, $\Gamma_{e}^{+}$consists of the $v_{+}$side of $\Gamma$ together with the edge $e$, including the vertex $v_{-} . \Gamma_{e}^{-}$may be defined similarly.

For $\lambda \in \mathbb{C} \backslash[0, \infty)$, the resolvents $R(\lambda)=(\Delta+q-\lambda I)^{-1}$ of the self adjoint operators $\Delta+q$ provide special solutions of $-y^{\prime \prime}+q y=\lambda y$ on $\Gamma_{e}^{ \pm}$. Let $\mathbb{X}_{e}^{ \pm}$ denote the space of functions $y_{ \pm}: \Gamma_{e}^{ \pm} \rightarrow \mathbb{C}$ which (i) satisfy

$$
\begin{equation*}
-y^{\prime \prime}+q y=\lambda y \tag{2.4}
\end{equation*}
$$

on each edge $e \in \Gamma_{\epsilon}^{ \pm}$, (ii) are continuous and square integrable on $\Gamma_{\epsilon}^{ \pm}$, and (iii) which satisfy the derivative conditions (2.1) at each vertex of $\Gamma_{\epsilon}^{ \pm}$except possibly $v_{\mp}$.

Lemma 2.1. Suppose e is a bridge of the connected graph $\Gamma$, and $\lambda \in \mathbb{C} \backslash[0, \infty)$. Then $\mathbb{X}_{e}^{ \pm}$is one dimensional.

Proof. Suppose two linearly independent functions $g_{1}, g_{2}$ on $\Gamma_{e}^{+}$satisfy (i)-(iii). Then a nontrivial linear combination $h=\alpha_{1} g_{1}+\alpha_{2} g_{2}$ would satisfy $h\left(v_{-}\right)=0$. Consider altering the domain of $\Delta+q$ by replacing the vertex conditions at $v_{-}$ by the Dirichlet condition $f\left(v_{-}\right)=0$ for each edge incident on $v_{-}$. The resulting operator is still self-adjoint and nonnegative on $L^{2}(\Gamma)$, and restricts to a selfadjoint operator on $L^{2}\left(\Gamma_{e}^{+}\right)$. Let $R_{D}(\lambda)$ denote its resolvent. The function $h$ is then a square integrable eigenfunction with eigenvalue $\lambda$, which is impossible. A similar argument applies to $\Gamma_{e}^{-}$. Thus $\mathbb{X}_{e}^{ \pm}$is at most one dimensional.

Let $z$ be the nontrivial solution of the equation

$$
\begin{equation*}
-z^{\prime \prime}+q z=\bar{\lambda} z, \quad z(0)=0, \quad z^{\prime}(0)=1 \tag{2.5}
\end{equation*}
$$

on the interval $\left[0, l_{e}\right]$. Extend $z$ by 0 to obtain an element of $L^{2}\left(\Gamma_{e}^{+}\right)$. Using the Dirichlet resolvent above, define $f=R_{D}(\lambda) z$. Note that $f\left(v_{-}\right)=0$. Integration by parts gives

$$
0=\int_{0}^{l_{e}} \overline{f\left[-z^{\prime \prime}+q z-\bar{\lambda} z\right]} d x=\left.\left[-f z^{\prime}+f^{\prime} z\right]\right|_{0} ^{l_{e}}+\int_{0}^{l_{e}}|z|^{2} d x
$$

Since the boundary terms vanish at 0 , either $f\left(v_{+}\right) \neq 0$ or $f^{\prime}\left(v_{+}\right) \neq 0$.
Since $z$ vanishes outside of $e$, the function $f=R_{D}(\lambda) z$ satisfies $-f^{\prime \prime}+q f=$ $\lambda f$ on each edge of $\Gamma_{e}^{+}$other than $e$. Define $g \in \mathbb{X}_{e}^{+}$which agrees with $f$ on $\Gamma_{e}^{+} \backslash e$, but which satisfies (2.4) on $e$, with initial data $g\left(v_{+}\right)=f\left(v_{+}\right)$and with $\partial_{\nu} g\left(v_{+}\right)$chosen so the derivative conditions (2.1) at $v_{+}$are satisfied for $g$. The space $\mathbb{X}_{e}^{+}$is then the span of $g$, and the case of $\mathbb{X}_{e}^{-}$is similar.

The construction of Lemma 2.1 also provides the next result.

Lemma 2.2. Suppose $e$ is a bridge of the connected graph $\Gamma$, and $\lambda \in \mathbb{C} \backslash[0, \infty)$. A basis $g(\lambda)$ of $\mathbb{X}_{e}^{ \pm}$may be chosen holomorphically in an open disc centered at $\lambda$, and real valued if $\lambda \in(-\infty, 0)$. If $x \in \Gamma_{e}^{ \pm}$then $g(x, \lambda)$ is holomorphic.

Proof. For $\lambda \in \mathbb{C} \backslash[0, \infty)$ the resolvent $R(\lambda)$ is a holomorphic operator valued function, so the functions $f=R(\lambda) z$ are holomorphic with values in the domain of $\Delta+q$. For $x \in \Gamma^{ \pm} \backslash e$ the evaluations $f(x), f^{\prime}(x)$ are continuous functionals [18, p. 191-194] on the domain of $\Delta+q$, so the values $g\left(v_{+}\right)$and $\partial_{\nu} g_{i}\left(v_{+}\right)$from Lemma 2.1 are holomorphic, as are the $L^{2}\left(\Gamma^{ \pm}\right)$functions $g(\lambda)$ and the values $g(x, \lambda)$ for $x \in e$. All of these functions can be chosen to be real valued if $\lambda \in(-\infty, 0)$.

## 3. Quantum Cayley graphs

3.1. General remarks. Suppose G is a finitely generated group with identity $\iota$. Let $\mathbb{S} \subset \mathbb{G}$ be a finite generating set for $\mathbb{G}$, meaning that every element of $\mathbb{G}$ can be expressed as a product of elements of S and their inverses. Following [21], the Cayley graph $\Gamma_{\mathrm{G}, \mathrm{S}}$ for the group $\mathbb{G}$ with generating set S is the directed graph whose vertex set $\mathcal{V}$ is the set of elements of G . The edge set of $\Gamma_{\mathrm{G}, \mathrm{S}}$ is the set $\mathcal{E}$ of directed edges $(v, v s)$ with $s \in \mathbb{S}$, initial vertex $v \in \mathbb{G}$ and terminal vertex $v s$. When confusion is unlikely we will simply write $\Gamma$ for $\Gamma_{\mathrm{G}, \mathrm{S}}$. Assume that if $s \in \mathrm{~S}$, then $s^{-1} \notin \mathrm{~S}$. This condition avoids loops $(v, v)$ ), and insures that at most one directed edge connects any (unordered) pair of vertices. We will often consider $\Gamma$ to have undirected edges $[v, v s]$, with the directions given above available when needed.

G acts transitively by left multiplication on the vertices of $\Gamma$; that is, for every $v, w \in \mathcal{V}$ there is a $g \in \mathbb{G}$ such that $w=g v$. If $e=(v, v s) \in \mathcal{E}$, then $g e=(g v, g v s) \in \mathcal{E}$, so $\mathbb{G}$ also acts on $\mathcal{E}$, although this action is not generally transitive. Say that two directed edges $e_{1}, e_{2}$ are equivalent if there is a $g \in \mathbb{G}$ such that $e_{2}=g e_{1}$. The equivalence classes will be called edge orbits of the G action on $\varepsilon$.

Proposition 3.1. $A$ set $B$ of directed edges is an edge orbit if and only if there is a unique $s \in \mathbb{S}$ such that $B=\{(v, v s), v \in \mathbb{G}\}$. It follows that the number of edge orbits is the cardinality of S .

Proof. If $v, w \in \mathbb{G}$, then $w v^{-1}(v, v s)=(w, w s)$, so for a fixed $s \in \mathbb{S}$ all edges of the form $(v, v s)$ are in the same orbit. If $g\left(v, v s_{1}\right)=\left(w, w s_{2}\right)$, then $g v=w$ and $g v s_{1}=w s_{2}$, so $w s_{1}=w s_{2}$ and $s_{1}=s_{2}$.

Proposition 3.2. If G is generated by the finite set S , then the undirected graph $\Gamma_{\mathrm{G}, \mathrm{S}}$ is path connected.

Proof. If our requirements on generating sets are momentarily relaxed and $\mathbb{S}$ is extended to the set $\mathbb{S}_{1}=\left\{s, s^{-1}, s \in \mathbb{S}\right\}$, then the Cayley graph $\Gamma_{G, S_{1}}$ will have a directed path from every element of $\mathbb{G}$ to $\iota$. An edge of this graph has one of the forms $(v, v s)$ or $\left(v, v s^{-1}\right)$. As an undirected edge, $\left[v, v s^{-1}\right]=\left[v s^{-1}, v\right]=$ $\left[v s^{-1}, v s^{-1} s\right]$, so for every directed edge of $\Gamma_{\mathrm{G}, \mathrm{S}_{1}}$ there is an undirected edge of $\Gamma_{\mathrm{G}, \mathrm{S}}$ with the same vertices. Consequently, the undirected graph $\Gamma_{\mathrm{G}, \mathrm{S}}$ is path connected.

Cayley graphs $\Gamma$ can be linked with the spectral theory of differential operators. To maintain a strong connection with the group $\mathbb{G}$, the edges of $\Gamma$ in the same $\mathbb{G}$ orbit will have the same length. The action of $\mathbb{G}$ on the combinatorial edges may then be extended to the edges of the metric graph by taking $x \in\left(0, l_{(v, v s)}\right)$ to $g x=x \in\left(0, l_{(g v, g v s)}\right)$. This group action also provides a $G$ action on the functions $f$ on $\Gamma$. The action simply moves the edge index, so that in terms of function components $g f_{g e}(x)=f_{e}(x)$. Functions are G-invariant if $f_{g e}(x)=f_{e}(x)$ for all directed edges $e$ and all $g \in \mathbb{G}$. A quantum Cayley graph will be a quantum graph whose underlying combinatorial graph is the Cayley graph of a finitely generated group, whose edge lengths are constant on edge orbits, and whose differential operator $\Delta+q$ commutes with the group action on functions. Since there is little chance of confusion, the same notation, e.g. $\Gamma$, will be used for the corresponding quantum, metric, and combinatorial graphs.
3.2. Free groups and their graphs $\mathfrak{T}_{\boldsymbol{M}}$. This work treats the Cayley graphs with $\mathbb{G}=\mathbb{F}_{M}$, the free group [21] with rank $M$. Recall that the elements of $\mathbb{F}_{M}$ are equivalence classes of finite length words generated by $M$ distinct symbols $s_{1}, \ldots, s_{M}$ and their inverse symbols $s_{1}^{-1}, \ldots, s_{M}^{-1}$. Two words are equivalent if they have a common reduction achieved by removing adjacent symbol pairs $s_{m} s_{m}^{-1}$ or $s_{m}^{-1} s_{m}$. The group identity is the empty word class, the group product of words $w_{1}, w_{2}$ is the class of the concatenation $w_{1} w_{2}$, and inverses are formed by using inverse symbols in reverse order, e.g. $\left(s_{2} s_{3}^{-1} s_{1}\right)^{-1}=s_{1}^{-1} s_{3} s_{2}^{-1}$.

Given a free group $\mathbb{F}_{M}$ with generating set $\mathbb{S}=\left\{s_{1}, \ldots, s_{M}\right\}$, let $\mathcal{T}_{M}$ denote the corresponding Cayley graph. These (undirected) graphs (see Figure 1) have a simple structure [21, p. 56].

Proposition 3.3. The undirected graph $\mathcal{T}_{M}$ is a tree whose vertices have degree $2 M$.

Proof. Suppose $\mathcal{T}_{M}$ had a cycle with distinct vertices $w_{1}, \ldots, w_{K}$ and edges [ $w_{K}, w_{1}$ ] and $\left[w_{k}, w_{k+1}\right]$ for $k=1, \ldots, K-1$. In the undirected graph $\mathcal{T}_{M}$ edges extend from $w_{k}$ by some $s_{m}$ or $s_{m}^{-1}$, so that $w_{k+1}=w_{k} s_{m}$ or $w_{k+1}=w_{k} s_{m}^{-1}$, and each vertex has degree $2 M$. The sequence of visited vertices $w_{1}, \ldots, w_{K}, w_{1}$ is described by a word of right multiplications by the generators and their inverse symbols equal to $\iota$ in $\mathbb{F}_{M}$. Since this word can be reduced to the empty word, it must have adjacent symbols $s_{m} s_{m}^{-1}$ or $s_{m}^{-1} s_{m}$. This means the vertices $w_{1}, \ldots, w_{K}$ are not distinct, so no such cycle exists. Since $\mathcal{T}_{M}$ is connected by Proposition 3.2 and has no cycles, $\mathcal{T}_{M}$ is a tree.


Figure 1. A rescaled graph $\mathcal{T}_{2}$.
3.3. Abelian subgroups and multipliers for $\mathcal{T}_{\boldsymbol{M}}$. Each edge $e=(v, v s) \in \mathcal{T}_{M}$ is a bridge. With $v=v_{-}$and $v s=v_{+}$, the subgraphs $\Gamma_{e}^{ \pm}$described above will be subtrees of $\mathcal{T}_{M}$, denoted by $\mathcal{T}_{e}^{ \pm}$. The vector spaces $\mathbb{X}_{\epsilon}^{ \pm}$are as in Lemma 2.1.

Lemma 3.4. Suppose $e=(v, v s)$ is an edge of $\mathcal{T}_{M}$ and $\lambda \in \mathbb{C} \backslash[0, \infty)$. If $y^{ \pm}$is a nontrivial element of $\mathbb{X}_{e}^{ \pm}$, then $y^{ \pm}$is nowhere vanishing on $\mathcal{T}_{e}^{ \pm}$.

Proof. Suppose $y^{ \pm}\left(x_{0}\right)=0$ for some $x_{0} \in \mathcal{T}_{e}^{ \pm}$. First notice that $y^{ \pm}$must then vanish identically on the subtree $\mathcal{T}_{0}$ consisting of points $x_{1}$ of $\mathcal{T}_{e}^{ \pm}$with the property that paths from $x_{1}$ to $v$ must include $x_{0}$. Otherwise, a nonnegative self-adjoint operator $\Delta+q$ could be obtained on $L^{2}\left(\mathcal{T}_{0}\right)$ by using the boundary condition $f\left(x_{0}\right)=0$. This operator would have a nontrivial square integrable eigenfunction, the restriction of $y^{ \pm}$to $\mathcal{T}_{0}$, with the eigenvalue $\lambda \in \mathbb{C} \backslash[0, \infty)$, which is impossible.

Since solutions of $-y^{\prime \prime}+q y=\lambda y$ are identically zero on an edge $e$ if $y\left(x_{0}\right)=y^{\prime}\left(x_{0}\right)=0$ for some $x_{0} \in e$, we may assume $x_{0}$ is a vertex. Since the function $y^{ \pm}$vanishes identically on $\mathcal{T}_{0}$, the continuity and derivative conditions at $x_{0}$ force $y$ to vanish on all the edges with $x_{0}$ as a vertex. The function $y^{ \pm}$must now be identically zero on $\mathcal{T}_{e}^{ \pm}$, contradicting the assumption that the function was nontrivial.

The structure of the elements of $\mathbb{X}_{e}^{ \pm}$is strongly constrained by the symmetries of $\mathcal{T}_{e}^{ \pm}$combined with the fact that $\mathbb{X}_{e}^{ \pm}$is one dimensional. A simple observation is the following.

Lemma 3.5. Suppose $e_{1}=\left(v_{1}, v_{1} s_{m}\right), g \in \mathbb{G}$, and $e_{2}=\left(v_{2}, v_{2} s_{m}\right)=$ $\left(g v_{1}, g v_{1} s_{m}\right)$. For $j=1,2$ let $y_{j} \in \mathbb{X}_{e_{j}}^{ \pm}$with $y_{j}\left(v_{j}\right)=1$. Then $g y_{1}=y_{2}$.

Proof. The action by $g$ is an isomorphism of $\mathcal{T}_{e_{1}}^{ \pm}$and $\mathcal{T}_{e_{2}}^{ \pm}$. Since $\mathbb{X}_{e_{2}}^{ \pm}$is one dimensional, $g y_{1}$ is a scalar multiple of $y_{2}$. These two functions agree at $v_{2}$, so are equal.

For each vertex $v$ and integers $k$, left multiplication by the abelian subgroup of elements $v s_{m}^{k} v^{-1}$ acts on $\mathcal{T}_{M}$. These maps carry the edge $e(0)=\left(v, v s_{m}\right)$ to the edges $e(k)=\left(v s_{m}^{k}, v s_{m}^{k+1}\right)$. The key role of these group actions is related to the following geometric observation.

Lemma 3.6. The trees $\mathcal{T}_{e(k)}^{+}$are nested, with $\mathcal{T}_{e(k+1)}^{+} \subset \mathcal{T}_{e(k)}^{+}$. In addition,

$$
\mathcal{T}_{M}=\bigcup_{k=0}^{\infty} \mathcal{T}_{e(-k)}^{+}
$$

Proof. Other than $v s_{m}^{k}$, the vertices of the trees $\mathcal{T}_{e(k)}^{+}$are those elements of $\mathbb{F}_{M}$ which have a representation $v s_{m}^{k} s_{m} g$, where $s_{m} g$ is a reduced word in $\mathbb{F}_{M}$. If $w=v s_{m}^{k+1} s_{m} g \in \mathcal{T}_{e(k+1)}^{+}$is a vertex with $s_{m} g$ reduced, then $s_{m}^{2} g$ is reduced and $w=v s_{m}^{k} s_{m} s_{m} g \in \mathcal{T}_{e(k)}^{+}$. Thus the trees $\mathcal{T}_{e(k)}^{+}$are nested.

More generally, for any integer $k$, a word $w \in \mathbb{F}_{M}$ may be represented as $w=v s_{m}^{k} s_{m} g$ with $s_{m} g=s_{m}^{-k} v^{-1} w$. First take a reduced representative $u$ for $v^{-1} w$. Suppose $u$ begins on the left with a string $s_{m}^{j}$, followed by an element of S different from $s_{m}^{ \pm 1}$. Taking $k=j-1$ gives the desired form, and every vertex $w$ is in some $\mathcal{T}_{e(k)}^{+}$.

Suppose $y \in \mathbb{X}_{e(0)}^{+}$satisfies $y(v)=1$, and $z \in \mathbb{X}_{e(1)}^{+}$satisfies $z\left(v s_{m}\right)=1$. Since $\mathcal{T}_{e(1)}^{+} \subset \mathcal{T}_{e(0)}^{+}$, the restriction of $y$ to $\mathcal{T}_{e(1)}^{+}$is an element of $\mathbb{X}_{e(1)}^{+}$. Because $y$ is nonvanishing, there is a nonzero multiplier $\mu_{m}(\lambda) \in \mathbb{C}$ associated to each generator $s_{m}$ such that $y=\mu_{m}(\lambda) z$ on $\mathcal{T}_{e(1)}^{+}$. In particular $\mu_{m}(\lambda)=y\left(l_{m}\right) / y(0)$.

Lemma 3.7. The multipliers $\mu_{m}(\lambda)$ are holomorphic for $\lambda \in \mathbb{C} \backslash[0, \infty)$, with $\mu_{m}(\lambda)=\overline{\mu_{m}(\bar{\lambda})}$.

Proof. By Lemma 2.2 the formula $\mu_{m}(\lambda)=y\left(l_{m}\right) / y(0)$ shows that $\mu_{m}(\lambda)$ is holomorphic when $\lambda \in \mathbb{C} \backslash[0, \infty)$. If $\lambda \in(-\infty, 0)$ and $y$ is chosen real, then $\mu(\lambda)$ is real. The two functions $\mu_{m}(\lambda)$ and $\overline{\mu_{m}(\bar{\lambda})}$ are holomorphic and agree for $\lambda \in(-\infty, 0)$, so agree for all $\lambda \in \mathbb{C} \backslash[0, \infty)$.

Because the function $q$ is even on each edge, that is $q\left(l_{m}-x\right)=q(x)$, the same multipliers will arise when comparing elements of $\mathbb{X}_{e}^{-}$if the edge directions are reversed by using the generators $s_{m}^{-1}$ of $\mathbb{F}_{M}$ instead of $s_{m}$. These multipliers provide a global extension of functions in $\mathbb{X}_{e(0)}^{ \pm}$.

Lemma 3.8. Suppose $\mathcal{T}_{e(0)}^{+} \subset \mathcal{T}_{\boldsymbol{e}(j)}^{+} \subset \mathcal{T}_{\boldsymbol{e}(k)}^{+}$. If $y_{j} \in \mathbb{X}_{e(j)}^{+}$with $y_{j}(v)=1$, and $y_{k} \in \mathbb{X}_{e(k)}^{+}$with $y_{k}(v)=1$, then $y_{j}=y_{k}$ on $\mathcal{T}_{e(j) .}$. Elements $y^{ \pm}$of $\mathbb{X}_{e(0)}^{ \pm}$may be extended via the multipliers to functions defined on all of $\mathcal{T}_{M}$.

Proof. The function $y_{k}$ restricts to an element of $\mathbb{X}_{e(j)}^{+}$. Since nontrivial elements of $\mathbb{X}_{e(j)}^{+}$never vanish, but $y_{k}(v)-y_{j}(v)=0$, the difference is the zero element of $\mathbb{X}_{e(j)}^{+}$. Since these extensions of $\mathbb{X}_{e(0)}^{+}$are consistent, elements $y^{ \pm}$of $\mathbb{X}_{e(0)}^{ \pm}$extend via the multipliers to functions defined on all of the trees $\mathcal{T}_{e(k)}^{+}$.

Lemma 3.9. For $\lambda \in \mathbb{C} \backslash[0, \infty)$, the multipliers satisfy $\left|\mu_{m}(\lambda)\right|<1$.

Proof. Recall that $y$ is nowhere vanishing, so

$$
\int_{v}^{v s_{m}}|y|^{2} \neq 0
$$

A nontrivial element $y$ of $\mathbb{X}_{e}^{ \pm}$is square integrable on $\mathcal{T}_{e}^{+}$, so in particular

$$
\sum_{k=0}^{\infty} \int_{v s_{m}^{k}}^{v s_{m}^{k+1}}|y|^{2}=\int_{v}^{v s_{m}}|y|^{2} \sum_{k=0}^{\infty}\left|\mu_{m}(\lambda)^{2 k}\right|<\infty
$$

and $\left|\mu_{m}(\lambda)\right|<1$.

## 4. Analysis of the multipliers

On each edge $\left[0, l_{m}\right]$ the space of solutions to the eigenvalue equation (2.4) has a basis $C_{m}(x, \lambda), S_{m}(x, \lambda)$ satisfying $C_{m}(0, \lambda)=1=S_{m}^{\prime}(0, \lambda)$ and $S_{m}(0, \lambda)=0=$ $C_{m}^{\prime}(0, \lambda)$. These solutions satisfy the Wronskian identity

$$
\begin{equation*}
C_{m}(x, \lambda) S_{m}^{\prime}(x, \lambda)-C_{m}^{\prime}(x, \lambda) S_{m}(x, \lambda)=1 \tag{4.1}
\end{equation*}
$$

If $q=0$ and $\omega=\sqrt{\lambda}$, these functions are $\operatorname{simply} C_{m}(x, \lambda)=\cos (\omega x)$, $S_{m}(x, \lambda)=\sin (\omega x) / \omega$.

If $S_{m}\left(l_{m}, \lambda\right)=0$ then $\lambda$ is an eigenvalue for a classical Sturm-Liouville problem, implying $\lambda \in[0, \infty)$. For $\lambda \in \mathbb{C} \backslash[0, \infty)$ there is a unique solution of (2.4) with boundary values $y_{m}(0, \lambda)=\alpha, y_{m}\left(l_{m}, \lambda\right)=\beta$ given by

$$
\begin{equation*}
y_{m}(x, \lambda)=\alpha C_{m}(x, \lambda)+\frac{\beta-\alpha C_{m}\left(l_{m}, \lambda\right)}{S_{m}\left(l_{m}, \lambda\right)} S_{m}(x, \lambda) . \tag{4.2}
\end{equation*}
$$

Because $q_{m}(x)=q_{m}\left(l_{m}-x\right)$ for each edge, there is an identity

$$
C_{m}\left(l_{m}-x, \lambda\right)=S_{m}^{\prime}\left(l_{m}, \lambda\right) C_{m}(x, \lambda)-C_{m}^{\prime}\left(l_{m}, \lambda\right) S_{m}(x, \lambda)
$$

since both sides of the equation are solutions of (2.4) with the same initial data at $x=l_{m}$. Setting $x=0$ leads to the identity

$$
\begin{equation*}
C_{m}\left(l_{m}, \lambda\right)=S_{m}^{\prime}\left(l_{m}, \lambda\right) \tag{4.3}
\end{equation*}
$$

In addition to the coordinates originally given to the edges of $\mathcal{T}_{M}$, it will be helpful to also consider local coordinates for $\mathcal{T}_{e}^{+}$which identify edges with the same intervals $\left[0, l_{k}\right]$, but with the local coordinate increasing with distance from a given vertex $v$. Since $q$ is assumed even on each edge, the operators $\Delta+q$ are unchanged despite the coordinate change.
4.1. Multipliers and the resolvent. The next results show that edges in the same orbit have the same multipliers.

Theorem 4.1. Assume $e=\left(v, v s_{m}\right), \lambda \in \mathbb{C} \backslash[0, \infty)$, and $y \in \mathbb{X}_{e}^{+}$with $y(v)=1$. Suppose the edge $\epsilon$ in $\mathcal{T}_{e}^{+}$is in the same edge orbit as $e$, with the local coordinate for $\epsilon$ increasing with the distance from $v$. Using the identifications of e and $\epsilon$ with $\left[0, l_{m}\right]$, the restriction $y_{1}$ of $y$ to $\epsilon$ satisfies

$$
\frac{y_{1}\left(l_{m}\right)}{y_{1}(0)}=\frac{y\left(l_{m}\right)}{y(0)}=\mu_{m}(\lambda)
$$

Proof. If $w$ is the vertex of the edge $\epsilon$ closest to $v$ (see Figure 2), then $\epsilon$ has one of the forms $\left(w, w s_{m}\right)$ or $\left(w s_{m}^{-1}, w\right)$. In the first case, where $w v^{-1} e=\epsilon$, the tree $\mathcal{T}_{\epsilon}^{+}$is a subtree of $\mathcal{T}_{e}^{+}$, and translation by $w v^{-1}$ carries $\mathbb{X}_{e}^{+}$to $\mathbb{X}_{\epsilon}^{+}$. As functions on $\left[0, l_{m}\right], y_{1}$ is a nonzero multiple of $y$ since $\mathbb{X}_{e}^{+}$and $\mathbb{X}_{\epsilon}^{+}$are one dimensional.

In the second case, when $\epsilon=\left(w s_{m}^{-1}, w\right)$, the tree $\mathcal{T}_{\epsilon}^{+}$is generally not a subtree of $\mathcal{T}_{e}^{+}$, but $\mathcal{T}_{\left(w s_{m}^{-1}, w\right)}^{-}$is. A different argument will reduce the second case to the first. As undirected graphs there are isomorphisms between the trees $\mathcal{T}_{\left(w, w s_{m}\right)}^{+}$and $\mathcal{T}_{\left(w s_{m}^{-1}, w\right)}^{-}$. One such is obtained by interchanging the roles of $s_{m}$ and $s_{m}^{-1}$. There is a corresponding involution of $\mathbb{X}_{e}^{+}$obtained by interchanging function values on


Figure 2. Edges in a common orbit.
the isomorphic trees. Since $\mathbb{X}_{\epsilon}^{+}$is one dimensional, this involution is given by a constant factor. The nonzero value of $y$ at the vertex $w$ is fixed by the involution, so the tree interchange must leave the functions fixed.

Corollary 4.2. Assume $e=\left(v, v s_{m}\right), \lambda \in \mathbb{C} \backslash[0, \infty)$, and $y \in \mathbb{X}_{e}^{+}$with $y(v)=1$. Suppose that for $j=1,2$, the edges $\epsilon_{j}=\left(w_{j}, w_{j} s_{k}\right)$ in $\mathcal{T}_{e}^{+}$are in the same edge orbit, with the local coordinates for $\epsilon_{j}$ increasing with the distance from $v$. The restrictions $y_{j}$ of $y$ to $\epsilon_{j}$ satisfy

$$
\frac{y_{1}\left(l_{m}\right)}{y_{1}(0)}=\frac{y_{2}\left(l_{m}\right)}{y_{2}(0)}=\mu_{k}(\lambda)
$$

Proof. If $e_{1}=\left(v s_{k}^{-1}, v\right)$, then $\mathcal{T}_{e}^{+}$is a subtree of $\mathcal{T}_{e_{1}}^{+}$. Since $e_{1}$ and $\epsilon_{j}$ lie in the same edge orbit, the previous theorem may now be applied.

As a consequence of Theorem 4.1 and Corollary 4.2 the functions $y \in \mathbb{X}_{e}^{+}$ have the following description.

Theorem 4.3. Assume $\lambda \in \mathbb{C} \backslash[0, \infty), e=\left(v, v s_{m}\right)$ and $y_{+} \in \mathbb{X}_{e}^{+}$with $y_{+}(v)=1$. Suppose $w$ is a vertex in $\mathcal{T}_{e}^{+}$, and the path from $v$ to $w$ is given by the reduced word $s_{m} s_{k(1)}^{ \pm 1} \ldots s_{k(n)}^{ \pm 1}$. Then

$$
\begin{equation*}
y_{+}(w)=\mu_{m} \mu_{k(1)} \ldots \mu_{k(n)} \tag{4.4}
\end{equation*}
$$

Using (4.2), the vertex values of $y_{+}$can be interpolated to the edges.
Because the functions in $\mathbb{X}_{e}^{+}$are continuous, the multipliers $\mu_{k}(\lambda)$ are simply the value at $l_{k}$ of a solution $y_{k}$ in $\mathbb{X}_{e}^{+}$with initial value 1 at $x=0$ on edges of type $k$. That is,

$$
\begin{equation*}
\mu_{k}(\lambda)=C_{k}\left(l_{k}, \lambda\right)+y_{k}^{\prime}(0) S_{k}\left(l_{k}, \lambda\right) \tag{4.5}
\end{equation*}
$$

Theorem 4.3 may also be used to describe the functions $y_{-} \in \mathbb{X}_{e}^{-}$. The functions $y_{+}, y_{-}$can be used to construct the resolvent $R(\lambda)=[\Delta+q-\lambda]^{-1}$ on $\mathbb{C} \backslash[0, \infty)$. This construction begins with consideration of the Wronskian $W_{k}(\lambda)=y_{+} y_{-}^{\prime}-y_{+}^{\prime} y_{-}$.

If the (nonvanishing) functions $y_{-}$and $y_{+}$were linearly dependent on $e$, then there would be a nonzero constant $c$ such that $y_{-}(x)=c y_{+}(x)$ for $x \in e$, and the function

$$
\left\{\begin{array}{cl}
y_{-}(x), & x \in \mathcal{T}_{e}^{-} \\
c y_{+}(x), & x \in \mathcal{T}_{e}^{+}
\end{array}\right\}
$$

would be a square integrable eigenfunction for $\Delta+q$. Consequently, the functions $y_{-}$and $y_{+}$must be linearly independent on $e$ if $\lambda \in \mathbb{C} \backslash[0, \infty)$.

In particular for each $\lambda \in \mathbb{C} \backslash[0, \infty)$ the Wronskian $W_{k}(\lambda)=y_{+} y_{-}^{\prime}-y_{+}^{\prime} y_{-}$ for edges of each type $k$ is nonzero, and independent of $x$. By using (4.5) the Wronskian $W_{k}(\lambda)$ can be expressed in terms of the multipliers. Consider evaluation of $W_{k}(\lambda)$ at $x=l_{k}$. Compared to $y_{+}$, which satisfies (4.5), with $y_{+}(0, \lambda)=1$, the function $y_{-}$would have the edge direction reversed. This function has $y_{-}\left(l_{k}\right)=1$, and because of the reversed edge direction,

$$
y_{-}(x, \lambda)=C_{k}\left(l_{k}-x, \lambda\right)-y_{-}^{\prime}\left(l_{k}\right) S_{k}\left(l_{k}-x, \lambda\right),
$$

so that

$$
\mu_{k}(\lambda)=y_{-}(0, \lambda)=C_{k}\left(l_{k}, \lambda\right)-y_{-}^{\prime}\left(l_{k}\right) S_{k}\left(l_{k}, \lambda\right)
$$

Evaluation at $x=l_{k}$ gives

$$
\begin{aligned}
W_{k}(\lambda) & =\left(y_{+} y_{-}^{\prime}-y_{+}^{\prime} y_{-}\right)\left(l_{k}\right) \\
& =\mu_{k}(\lambda) \frac{C_{k}\left(l_{k}, \lambda\right)-\mu_{k}(\lambda)}{S_{k}\left(l_{k}, \lambda\right)}-\left[C_{k}^{\prime}\left(l_{k}, \lambda\right)+\frac{\mu_{k}(\lambda)-C_{k}\left(l_{k}, \lambda\right)}{S_{k}\left(l_{k}, \lambda\right)} S_{k}^{\prime}\left(l_{k}, \lambda\right)\right]
\end{aligned}
$$

and the identities (4.1) and (4.3) give the simplification

$$
\begin{equation*}
W_{k}(\lambda)=\frac{1-\mu_{k}^{2}(\lambda)}{S_{k}\left(l_{k}, \lambda\right)} \tag{4.6}
\end{equation*}
$$

The resolvent $R(\lambda)=[\Delta+q-\lambda]^{-1}$ has a simple representation when it acts on functions $f_{e}$ with support in a single edge $e$. Assuming that $t \in e$, and using the identification of $e$ with $\left[0, l_{e}\right]$, interpret the inequality $x \leq t$ to mean $x \in \mathcal{T}_{e}^{-}$, and $x \leq t$ with the usual meaning if $x \in e$. Interpret $x \geq t$ similarly when $x \in \mathcal{T}_{e}^{+}$. For $\lambda \in \mathbb{C} \backslash[0, \infty)$ and $t \in e$, define the (variation of parameters) kernel

$$
R_{e}(x, t, \lambda)= \begin{cases}y_{-}(x, \lambda) y_{+}(t, \lambda) / W_{k}(\lambda), & x \leq t \leq l_{e}  \tag{4.7}\\ y_{-}(t, \lambda) y_{+}(x, \lambda) / W_{k}(\lambda), & 0 \leq t \leq x\end{cases}
$$

If $f_{e}$ has support in the interior of $e$, the function

$$
h_{e}(x)=\int_{0}^{l_{e}} R_{e}(x, t, \lambda) f_{e}(t) d t
$$

satisfies the equation $[\Delta+q-\lambda] h_{e}=f_{e}$, the continuity and derivative vertex conditions (2.1), and is square integrable on $\mathcal{T}_{M}$. Thus $h_{e}=R(\lambda) f_{e}$, the image of the resolvent acting on $f_{e}$. Since the linear span of functions $f_{e}$ is dense in $L^{2}\left(\mathcal{T}_{M}\right)$, and the resolvent is a bounded operator for $\lambda \in \mathbb{C} \backslash[0, \infty)$, this discussion implies the next result.

Theorem 4.4. For $\lambda \in \mathbb{C} \backslash[0, \infty)$,

$$
R(\lambda) f=\sum_{e} \int_{0}^{l_{e}} R_{e}(x, t, \lambda) f_{e}(t) d t, \quad f \in L^{2}\left(\mathcal{T}_{M}\right)
$$

the sum converging in $L^{2}\left(\mathcal{T}_{M}\right)$.

### 4.2. Equations for the multipliers

Theorem 4.5. For $\lambda \in \mathbb{C} \backslash[0, \infty)$ and $m=1, \ldots, M$, the multipliers $\mu_{m}(\lambda)$ satisfy the system of equations

$$
\begin{equation*}
\frac{\mu_{m}^{2}(\lambda)-1}{S_{m}\left(l_{m}, \lambda\right) \mu_{m}(\lambda)}-2 \sum_{k=1}^{M} \frac{\mu_{k}(\lambda)-C_{k}\left(l_{k}, \lambda\right)}{S_{k}\left(l_{k}, \lambda\right)}=0 \tag{4.8}
\end{equation*}
$$

Proof. Suppose $e=\left(v, v s_{m}\right)$ is an edge of type $m$. The vertex $w=v s_{m}$ has $2 M-1$ other incident edges: a type $m$ edge $\left(w, w s_{m}\right)$ and for $k \in\{1, \ldots, M\} \backslash\{m\}$ the type $k$ edges $\left(w, w s_{k}\right)$ and $\left(w, w s_{k}^{-1}\right)$. If $y \in \mathbb{X}_{e}^{+}$satisfies $y(w)=1$, then by Theorem 4.3 the values of $y$ at the vertices adjacent to $w$ are

$$
y(v)=\mu_{m}^{-1}, \quad y\left(w s_{m}\right)=\mu_{m}, \quad y\left(w s_{k}\right)=y\left(w s_{k}^{-1}\right)=\mu_{k}, \quad k \neq m .
$$

For each edge incident on $w$ choose coordinates identifying $w$ with 0 . Using $y(w)=1$, the interpolation formula (4.2) provides the following values for $y^{\prime}(0)$ on the incident edges:

$$
\begin{aligned}
& \frac{\mu_{m}^{-1}-C_{m}\left(l_{m}, \lambda\right)}{S_{m}\left(l_{m}, \lambda\right)} \text { on }(v, w), \quad \frac{\mu_{m}-C_{m}\left(l_{m}, \lambda\right)}{S_{m}\left(l_{m}, \lambda\right)} \text { on }\left(w, w s_{m}\right), \\
& \frac{\mu_{k}-C_{k}\left(l_{k}, \lambda\right)}{S_{k}\left(l_{k}, \lambda\right)} \text { on }\left(w, w s_{k}\right) \text { and }\left(w, w s_{k}^{-1}\right), \quad k \neq m .
\end{aligned}
$$

The sum of these derivative values is 0 by (2.1); (4.8) follows by simple algebra.

The next result characterizes the solutions $\mu_{1}(\lambda), \ldots, \mu_{M}(\lambda)$ of (4.8) coming from the resolvent of $\Delta+q$.

Theorem 4.6. For $\lambda \in \mathbb{C} \backslash[0, \infty)$, assume that $\mu_{1}(\lambda), \ldots, \mu_{M}(\lambda)$ satisfy (4.8). This $M$-tuple is the set of the multipliers for $\Delta+q$ if and only if all eigenvalues $\eta$ of the matrix

$$
A=\left(\begin{array}{ccccc}
\left|\mu_{1}\right|^{2} & 2\left|\mu_{1}\right|^{2} & 2\left|\mu_{1}\right|^{2} & \ldots & 2\left|\mu_{1}\right|^{2}  \tag{4.9}\\
2\left|\mu_{2}\right|^{2} & \left|\mu_{2}\right|^{2} & 2\left|\mu_{2}\right|^{2} & \ldots & 2\left|\mu_{2}\right|^{2} \\
\vdots & \vdots & \vdots & \ldots & \vdots \\
2\left|\mu_{M}\right|^{2} & 2\left|\mu_{M}\right|^{2} & \ldots & 2\left|\mu_{M}\right|^{2} & \left|\mu_{M}\right|^{2}
\end{array}\right)
$$

satisfy $|\eta|<1$.

Proof. The proof takes advantage of several equivalent formulations of the result. Suppose $e=\left(v, v s_{m}\right)$ is a fixed edge, and let $w$ denote any vertex in $\mathcal{T}_{e}^{+}$. Define a function $y_{+}: \mathcal{T}_{e}^{+} \rightarrow \mathbb{C}$ by taking $y_{+}(v)=1$, defining $y_{+}(w)$ by (4.4), and interpolating the vertex values of $y_{+}$to the edges using (4.2). The three conditions (i) $|\eta|<1$ for all eigenvalues $\eta$ of $A$, (ii) the function $y_{+}$is square integrable on $\mathcal{T}_{e}^{+}$, and (iii)

$$
\begin{equation*}
\sum_{w \in \mathcal{T}_{e}^{+}}\left|y_{+}(w)\right|^{2}<\infty \tag{4.10}
\end{equation*}
$$

will be shown to be equivalent. In addition, if these conditions hold and the map $y_{-}: \mathfrak{T}_{e}^{-} \rightarrow \mathbb{C}$ is defined similarly using these multipliers, then the formula (4.7) gives the resolvent of $\Delta+q$ as in Theorem 4.4.

The first step will show that the function $y_{+}$is square integrable on $\mathcal{T}_{e}^{+}$if and only if (4.10) holds. The solutions of (4.8) satisfy $\mu_{m}(\lambda) \neq 0$. For $j=1,2$, two edges $\left(w_{j}, w_{j} s_{m}\right) \in \mathcal{T}_{e}^{+}$have vertex values satisfying $y_{+}\left(w_{j} s_{m}\right) / y_{+}\left(w_{j}\right)=$ $\mu_{m}(\lambda)$, so the interpolated edge values $y_{j}$ given by (4.2) satisfy $y_{2}(0) y_{1}(x)=$ $y_{1}(0) y_{2}(x)$, and

$$
\int_{0}^{l_{m}}\left|y_{2}(x)\right|^{2} d x=\frac{\left|y_{2}(0)\right|^{2}}{\left|y_{1}(0)\right|^{2}} \int_{0}^{l_{m}}\left|y_{1}(x)\right|^{2} d x
$$

Fixing a reference edge of type $m$ for $y_{1}$ which is incident on $v s_{m}$, the first step is then proven by writing $\int_{\mathcal{T}_{e}^{+}}\left|y_{+}\right|^{2}$ as sums of integrals over edges of the $M$ types.

Running the argument of Theorem 4.5 in reverse shows that the continuity and derivative conditions (2.1) hold at the vertices of $\mathcal{T}_{e}^{+}$except possibly at $v$. If (4.10) holds, then $y_{+} \in \mathbb{X}_{e}^{+}$and the claims about the resolvent formula follow.

The condition (4.10) has a description in terms of the multipliers $\mu_{k}(\lambda)$. If the path from $v$ to $w$ is given by the reduced word $s_{m} s_{k(1)}^{ \pm 1} \ldots s_{k(n)}^{ \pm 1}$, then $y_{+}(w)=\mu_{m} \mu_{k(1)} \ldots \mu_{k(n)}$ by Theorem 4.3. For $j=1, \ldots, M$ let $\rho_{j}(n)=$ $\sum_{j, d(w, v)=n+1}\left|y_{+}(w)\right|^{2}$ denote the partial sum taken over vertices $w \in \mathcal{T}_{e}^{+}$whose combinatorial distance to $v$ is equal to $n+1$, with the last edge on the path from $v$ to $w$ having type $k(n)=j$. Then

$$
\begin{equation*}
\sum_{w \in \mathcal{T}_{e}^{+}}\left|y_{+}(w)\right|^{2}=\sum_{n=0}^{\infty} \sum_{j=1}^{M} \rho_{j}(n) \tag{4.11}
\end{equation*}
$$

A path given by the reduced word $s_{m} s_{k(1)}^{ \pm 1} \ldots s_{k(n)}^{ \pm 1}$, may be extended by one edge to a vertex more distant from $v$ in one way if the new edge has the previous edge type $k(n)$ and in two ways for each of the other edge types. Thus

$$
\begin{equation*}
\rho_{j}(n+1)=\left|\mu_{j}\right|^{2}\left[\rho_{j}(n)+2 \sum_{k \neq j} \rho_{k}(n)\right], \quad j=1, \ldots, M \tag{4.12}
\end{equation*}
$$

or

$$
\left(\begin{array}{c}
\rho_{1}(n+1)  \tag{4.13}\\
\vdots \\
\rho_{M}(n+1)
\end{array}\right)=A\left(\begin{array}{c}
\rho_{1}(n) \\
\vdots \\
\rho_{M}(n)
\end{array}\right)
$$

where $A$ is the matrix of (4.9). Given that the first edge has type $m$, the initial condition for these sums is

$$
\rho_{m}(0)=\left|\mu_{m}\right|^{2}, \quad \rho_{j}(0)=0, \quad j \neq m
$$

Suppose $V_{m}$ denotes the vector which is zero except for the $m$-th component, which is $\left|\mu_{m}\right|^{2}$. The condition (4.10) thus becomes

$$
\begin{equation*}
\sum_{n=1}^{\infty}(1, \ldots, 1) A^{n} V_{m}<\infty \tag{4.14}
\end{equation*}
$$

The matrix geometric series $\sum_{n=1}^{\infty} A^{n}$ converges [3, p. 491] if and only if all eigenvalues $\eta$ of $A$ satisfy $|\eta|<1$, so this condition is sufficient for convergence of (4.14).

To see that the condition is necessary, first observe that $\mathcal{T}_{e}^{+}$has subtrees $\mathcal{T}_{e(k)}^{+}$ whose initial edge may be any of the $M$ edge types. Thus (4.14) must hold for $m=1, \ldots, M$. If the series $\sum_{n=1}^{\infty} A^{n}$ diverges and $E_{m}$ denotes the $m$-th standard basis vector, then $\sum_{n=1}^{\infty} A^{n} E_{m}$ is divergent for some $m=1, \ldots, M$. Because the entries of $A$ are all positive, the components of the partial sums $\sum_{n=1}^{N} A^{n} E_{m}$ are increasing nonnegative sequences, at least one of which is unbounded. Consequently, if $|\eta| \geq 1$ for any eigenvalue $\eta$ of $A$, then the series (4.14) is divergent for some $m$.

The equations (4.8) have implications for the decay of $\mu_{m}(\lambda)$.
Theorem 4.7. For $0<\sigma<\pi$, let $\Omega$ denote the set of $\lambda$ with $|\arg (\lambda)-\pi| \leq \sigma$ and $|\lambda| \geq 1$. For $\lambda \in \Omega$,

$$
\begin{equation*}
\lim _{|\lambda| \rightarrow \infty}\left|\mu_{m}(\lambda)\right| e^{|\Im(\sqrt{\lambda})| l_{m}}=\frac{1}{2 M} \tag{4.15}
\end{equation*}
$$

Proof. Rewrite (4.8) as

$$
\begin{equation*}
\frac{\mu_{m}(\lambda)}{\sqrt{\lambda} S_{m}\left(\lambda, l_{m}\right)}-\frac{1}{\sqrt{\lambda} S_{m}\left(\lambda, l_{m}\right) \mu_{m}(\lambda)}=2 \sum_{k=1}^{M} \frac{\mu_{k}(\lambda)-C_{k}\left(\lambda, l_{k}\right)}{\sqrt{\lambda} S_{k}\left(\lambda, l_{k}\right)} \tag{4.16}
\end{equation*}
$$

Take $\mathfrak{J}(\sqrt{\lambda})>0$ and recall that $\left|\mu_{k}(\lambda)\right| \leq 1$. The functions $C_{k}\left(\lambda, l_{k}\right), S_{k}\left(\lambda, l_{k}\right)$ satisfy the estimates [24, p. 13]

$$
\begin{gathered}
\left|C_{k}\left(\lambda, l_{k}\right)-\cos \left(\sqrt{\lambda} l_{k}\right)\right| \leq \frac{C}{|\sqrt{\lambda}|} \exp \left(|\Im(\sqrt{\lambda})| l_{k}\right) \\
\left|S_{k}\left(\lambda, l_{k}\right)-\frac{\sin \left(\sqrt{\lambda} l_{k}\right)}{\sqrt{\lambda}}\right| \leq \frac{C}{|\lambda|} \exp \left(\mid \Im(\sqrt{\lambda}) l_{k}\right)
\end{gathered}
$$

while

$$
\cos (\sqrt{\lambda} x)=\frac{1}{2} e^{-i \sqrt{\lambda} x}\left(1+e^{2 i \sqrt{\lambda} x}\right), \quad \sin (\sqrt{\lambda} x)=\frac{i}{2} e^{-i \sqrt{\lambda} x}\left(1-e^{2 i \sqrt{\lambda} x}\right)
$$

For $\lambda \in \Omega$, taking $|\lambda| \rightarrow \infty$ in (4.16) gives

$$
\lim _{|\lambda| \rightarrow \infty} \frac{1}{\sqrt{\lambda} S_{m}\left(l_{m}\right) \mu_{m}(\lambda)}=-2 i M
$$

which implies (4.15).
For each $\lambda \in \mathbb{C}$ and $m=1, \ldots, M$, the equations (4.8) are a system $P_{m}\left(\xi_{1}, \ldots, \xi_{M}, \lambda\right)=0$ which is satisfied by the multipliers $\mu_{1}, \ldots, \mu_{M}$. The independence of the equations and local structure of the solutions may be determined by computing the gradients $\nabla P_{m}$ with respect to $\xi_{1}, \ldots, \xi_{M}$, with $\lambda$ treated as a parameter. Recall from Lemma 3.9 that the multipliers satisfy $\left|\mu_{m}(\lambda)\right|<1$ if $\lambda \in \mathbb{C} \backslash[0, \infty)$.

Theorem 4.8. Suppose $\lambda \in \mathbb{C}, S_{m}\left(\lambda, l_{m}\right) \neq 0$, and $\xi_{m}(\lambda)^{2}+1 \neq 0$ for $m=1, \ldots, M$. Then the complex gradients $\nabla P_{m}$ are linearly independent if

$$
\begin{equation*}
\sum_{m=1}^{M} \frac{\xi_{m}^{2}}{\xi_{m}^{2}+1} \neq 1 / 2 \tag{4.17}
\end{equation*}
$$

Proof. The relevant partial derivatives are

$$
\frac{\partial P_{m}}{\partial \xi_{m}}=\frac{1}{S_{m}\left(l_{m}\right)}\left[\frac{1}{\xi_{m}^{2}(\lambda)}-1\right]
$$

and for $j \neq m$

$$
\frac{\partial P_{m}}{\partial \xi_{j}}=-2 \frac{1}{S_{j}\left(l_{j}\right)}
$$

That is, there is an $m$-independent vector function $W$ such that

$$
\nabla P_{m}=V_{m}+W, \quad W=-2\left(\begin{array}{c}
1 / S_{1}\left(l_{1}\right) \\
\vdots \\
1 / S_{M}\left(l_{M}\right)
\end{array}\right)
$$

with $V_{m}$ having $m$-th component equal to

$$
\partial P_{m} / \partial \xi_{m}+2 / S_{m}\left(l_{m}\right)=\frac{1}{S_{m}\left(l_{m}\right)}\left[\frac{1}{\xi_{m}^{2}(\lambda)}+1\right]
$$

and all other components zero.
If the vectors $V_{k}+W$ are linearly dependent, then there are constants $\alpha_{k}$ not all zero such that $\sum_{k} \alpha_{k}\left(V_{k}+W\right)=0$. If $S_{m}\left(l_{m}\right) \neq 0$ the component equations can be written as

$$
\alpha_{m}\left[\frac{1}{\xi_{m}(\lambda)^{2}}+1\right]=2 \sum_{k=1}^{M} \alpha_{k}
$$

This linear system is

$$
\operatorname{diag}\left[\frac{\xi_{1}^{2}+1}{\xi_{1}^{2}}, \ldots, \frac{\xi_{M}^{2}+1}{\xi_{M}^{2}}\right]\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{M}
\end{array}\right)=2\left(\begin{array}{ccc}
1 & \ldots & 1 \\
\vdots & \ldots & \vdots \\
1 & \ldots & 1
\end{array}\right)\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{M}
\end{array}\right)
$$

If none of the $\xi_{m}^{2}$ have the value -1 , this system says $\left[\alpha_{1}, \ldots, \alpha_{M}\right]$ is an eigenvector with eigenvalue $1 / 2$ for the matrix

$$
\left(\begin{array}{ccc}
\frac{\xi_{1}^{2}}{\xi_{1}^{2}+1} & \cdots & \frac{\xi_{1}^{2}}{\xi_{1}^{2}+1} \\
\vdots & \cdots & \vdots \\
\frac{\xi_{M}^{2}}{\xi_{M}^{2}+1} & \cdots & \frac{\xi_{M}^{2}}{\xi_{M}^{2}+1}
\end{array}\right)
$$

Vectors with $\sum \alpha_{k}=0$ are in the null space of this matrix, and the remaining eigenvalue is the trace, with eigenvector $\left[\frac{\xi_{1}^{2}}{\xi_{1}^{2}+1}, \ldots, \frac{\xi_{M}^{2}}{\xi_{M}^{2}+1}\right]$. Thus the condition for dependent gradients is

$$
\sum_{m=1}^{M} \frac{\xi_{m}^{2}}{\xi_{m}^{2}+1}=1 / 2
$$

By applying the inverse and implicit function theorems for holomorphic functions [14, p. 18-19] we obtain the following corollary.

Corollary 4.9. Suppose, as in Theorem 4.8, that $\xi_{1}(\lambda), \ldots, \xi_{M}(\lambda)$ is a solution of (4.8). Assume that $\lambda \in \mathbb{C}, S_{m}\left(\lambda, l_{m}\right) \neq 0$, and

$$
\xi_{m}(\lambda)^{2}+1 \neq 0, \quad \sum_{m=1}^{M} \frac{\xi_{m}^{2}}{\xi_{m}^{2}+1} \neq 1 / 2, \quad m=1, \ldots, M
$$

Then the solutions of the system (4.8) are locally given in $\mathbb{C}^{M} \times \mathbb{C}$ by a holomorphic $\mathbb{C}^{M}$ - valued function of $\lambda$.

Theorem 4.10. There is a discrete set $Z_{0} \subset \mathbb{R}$ and a positive integer $N$ such that for all $\lambda \in \mathbb{C} \backslash Z_{0}$ the equations (4.8) satisfied by the multipliers $\mu_{m}(\lambda)$ have at most $N$ solutions $\xi_{1}(\lambda), \ldots, \xi_{M}(\lambda)$. For $\lambda \in \mathbb{C} \backslash Z_{0}$, the functions $\mu_{m}(\lambda)$ are solutions of polynomial equations $p_{m}\left(\xi_{m}\right)=0$ in the one variable $\xi_{m}$ of positive degree, with coefficients which are entire functions of $\lambda$.

Proof. The polynomial equation in the single variable $\xi_{1}(\lambda)$ will be considered; the equations satisfied by the other functions $\mu_{m}(\lambda)$ may be treated in the same manner.

Notice that the system (4.8) has the form

$$
F_{1}\left(\xi_{1}, \lambda\right)=g\left(\xi_{1}, \ldots, \xi_{M}, \lambda\right), \ldots, F_{M}\left(\xi_{M}, \lambda\right)=g\left(\xi_{1}, \ldots, \xi_{M}, \lambda\right)
$$

with

$$
\begin{align*}
F_{m}\left(\xi_{m}, \lambda\right) & =\frac{\xi_{m}^{2}(\lambda)-1}{S_{m}\left(l_{m}\right) \xi_{m}(\lambda)}  \tag{4.18}\\
g\left(\xi_{1}, \ldots, \xi_{M}, \lambda\right) & =2 \sum_{k=1}^{M} \frac{\xi_{k}(\lambda)-C_{k}\left(l_{k}\right)}{S_{k}\left(l_{k}\right)}
\end{align*}
$$

Subtraction of successive equations eliminates the right hand sides from $M-1$ equations, giving a system of $M$ equations, the equations indexed by the value of $j=1, \ldots, M$,

$$
\begin{array}{cc}
j=1 & F_{1}\left(\xi_{1}, \lambda\right)=g\left(\xi_{1}, \ldots, \xi_{M}, \lambda\right) \\
j=2 & F_{1}\left(\xi_{1}, \lambda\right)-F_{2}\left(\xi_{2}, \lambda\right)=0 \\
\vdots & \\
j=M & F_{M-1}\left(\xi_{M-1}, \lambda\right)-F_{M}\left(\xi_{M}, \lambda\right)=0
\end{array}
$$

For $m>1$, the $m$-th equation can be written as

$$
\begin{equation*}
\xi_{m}(\lambda)^{2}=\left(\frac{\xi_{m-1}^{2}(\lambda)-1}{S_{m-1} \xi_{m-1}(\lambda)}\right) S_{m} \xi_{m}+1 \tag{4.19}
\end{equation*}
$$

or by using the quadratic formula,

$$
\begin{equation*}
2 \xi_{m}(\lambda)-\left(\frac{\xi_{m-1}^{2}(\lambda)-1}{S_{m-1} \xi_{m-1}(\lambda)}\right) S_{m}=\left[\left(\frac{\xi_{m-1}^{2}(\lambda)-1}{S_{m-1} \xi_{m-1}(\lambda)}\right)^{2} S_{m}^{2}+4\right]^{1 / 2} \tag{4.20}
\end{equation*}
$$

The variables $\xi_{M}, \ldots, \xi_{2}$ can be successively eliminated from the first equation. Starting with $k=M$ and continuing up the list of indices, the first equation can be written as a polynomial equation for $\xi_{k}$ with coefficients which are polynomials in $\xi_{1}, \ldots, \xi_{k-1}$ and the entire functions $S_{m}\left(l_{k}, \lambda\right)$. Repeated use of the substitution (4.19), followed by clearing of the denominators, reduces the first equation to degree one in $\xi_{k}$. These substitutions result in an equivalent system of equations as long as $\lambda \notin Z_{0}$, where

$$
\begin{equation*}
Z_{0}=\bigcup_{m}\left\{S_{m}\left(l_{m}, \lambda\right)=0\right\} \tag{4.21}
\end{equation*}
$$

Now solve for $2 \xi_{k}$, subtract $\left[\xi_{m-1}^{2}(\lambda)-1\right] S_{m} /\left[S_{m-1} \xi_{m-1}(\lambda)\right]$, use the substitution (4.20), and square both sides. Since squaring is a two-to-one map, it will not change the dimension of the set of solutions. After applying these substitutions, the variable $\xi_{k}$ has been eliminated, and after clearing the denominators, the modified $j=1$ equation is a polynomial in $\xi_{1}(\lambda), \ldots, \xi_{k-1}(\lambda)$ with entire coefficients. The substitution process provides a common bound $N$ for the degrees of the polynomials $p_{m}$.

Suppose the final version of the first equation does not have positive degree for $\xi_{1}$. Define $Q_{m}=F_{m}\left(\xi_{m}, \lambda\right)-F_{m+1}\left(\xi_{m+1}, \lambda\right)$ for $m=1, \ldots, M-1$. The system of equations for $\xi_{1}, \ldots, \xi_{M}$ is then the system

$$
Q_{1}=0, \ldots, Q_{M-1}=0,
$$

where

$$
\frac{\partial Q_{m}}{\partial \xi_{m}}=\frac{1}{S_{m}}\left[\frac{1}{\xi_{m}^{2}(\lambda)}-1\right], \quad \frac{\partial Q_{m}}{\partial \xi_{m+1}}=\frac{-1}{S_{m+1}}\left[\frac{1}{\xi_{m+1}^{2}(\lambda)}-1\right]
$$

and all other partial derivatives are zero. Suppose $S_{m}\left(\lambda, l_{m}\right) \neq 0$, and $\xi_{m}(\lambda)^{2}+$ $1 \neq 0$ for $m=1, \ldots, M$. Then the $M-1$ gradients $\nabla Q_{m}$ are linearly independent, so outside of a discrete set of $\lambda$ the functions $\xi_{1}, \ldots, \xi_{K-1}$ would be holomorphic functions of $\lambda, \xi_{M}$; that is, the solution set would have dimension 2 , contradicting Corollary 4.9 which showed the dimension is 1 .
4.3. Extension of multipliers to $[0, \infty)$ and the spectrum. The mapping $z \rightarrow \lambda$ given by

$$
\lambda=\left(\frac{1-z}{1+z}\right)^{2}, \quad z=\frac{1-\sqrt{\lambda}}{1+\sqrt{\lambda}}
$$

is a conformal map from the unit disc $\{|z|<1\}$ onto $\lambda \in \mathbb{C} \backslash[0, \infty)$. By using this conformal map and Lemma 3.9 the functions $\mu_{m}(\lambda(z))$ may be considered as bounded holomorphic functions on the unit disc. Classical results in function theory [17, p. 38] insure that $\mu_{m}(\lambda(z))$ has nontangential limits almost everywhere as a function of $z$, and so the limits

$$
\begin{equation*}
\mu_{m}^{ \pm}(\sigma)=\lim _{\epsilon \rightarrow 0^{+}} \mu_{m}(\sigma \pm i \epsilon) \tag{4.22}
\end{equation*}
$$

exist almost everywhere on $[0, \infty)$. By (4.8) and (4.21), the values $\mu_{m}^{ \pm}(\sigma)$ are bounded away from zero uniformly on compact subsets of $\mathbb{C} \backslash Z_{0}$.

Since the functions $\mu_{m}(\lambda)$ satisfy the polynomials equations $p_{m}\left(\xi_{m}\right)=0$, more information about $\mu_{m}^{ \pm}(\sigma)$ is available. The equations $p_{m}\left(\xi_{m}\right)=0$ have entire coefficients and positive degree for $\lambda \in \mathbb{C} \backslash[0, \infty)$. Let $Z_{m} \subset \mathbb{C}$ denote the discrete set where the leading coefficient vanishes. A contour integral computation which is a variant of the Argument Principle, [1, p. 152] or Problem 2 of [15, p. 174], shows that for $\lambda \in \mathbb{C} \backslash Z_{m}$ the roots of $p_{m}(\lambda)$, in particular $\mu_{m}(\lambda)$, are holomorphic as long as the root is simple. For $\lambda \in \mathbb{C} \backslash Z_{m}$ the roots extend continuously to $\lambda \in[0, \infty)$ even if the roots are not simple. The limiting values $\mu^{ \pm}(\sigma)$ need not agree; let

$$
\delta_{m}(\sigma)=\mu_{m}^{+}(\sigma)-\mu_{m}^{-}(\sigma), \quad \sigma \in[0, \infty)
$$

Proposition 4.11. If $\mu_{m}^{+}(\sigma)=\mu_{m}^{-}(\sigma)$ for $\sigma \in(\alpha, \beta) \backslash Z_{m}$, then $\mu_{m}(\lambda)$ extends holomorphically across $(\alpha, \beta)$.

Proof. On any subinterval $\left(\alpha_{1}, \beta_{1}\right) \subset(\alpha, \beta)$ where $\mu_{m}(\lambda)$ extends continuously to the common value $\mu_{m}^{ \pm}(\sigma)$, the extension is holomorphic by Morera's Theorem [13, p. 121]. The points in the discrete set $Z_{m} \cap(\alpha, \beta)$ appear to be possible obstacles to the existence of a holomorphic extension, but since the extended function $\mu_{m}(\lambda)$ is bounded the extension can be continued holomorphically across $Z_{m} \cap(\alpha, \beta)$ too by Riemann's Theorem on removable singularities.

Theorem 4.12. Assume $\sigma \notin Z_{0}$. For $m=1, \ldots, M$ suppose $\mu_{m}^{ \pm}(\sigma) \neq \pm 1$ and $\mu_{m}(\lambda)$ extends holomorphically (resp. continuously) to $\sigma \in \mathbb{R}$ from above (resp. below). Then the kernel function $R_{e}(x, t, \lambda)$ of (4.7) extends holomorphically (resp. continuously) from above (resp. below) to

$$
R_{e}^{ \pm}(x, t, \sigma)=\lim _{\epsilon \rightarrow 0^{+}} R_{e}(x, t, \sigma+i \epsilon), \quad \sigma \in \mathbb{R}
$$

Proof. The Wronskian formula (4.6) shows that $1 / W_{m}(\lambda)$ extends holomorphically (resp. continuously) if $\mu_{m}(\lambda)$ does and $\mu_{m}^{ \pm}(\sigma) \neq \pm 1$. Theorem 4.3 shows that the vertex values $y_{ \pm}(w)$ extend in the same fashion as the multipliers $\mu_{m}$. Finally, the interpolation formula (4.2) provides a holomorphic extension of $y_{ \pm}$from the vertex values as long as $\sigma \notin Z_{0}$, that is $S_{m}\left(l_{m}, \sigma\right) \neq 0$ for $m=1, \ldots, M$.

Recall [25, p. 237,264] that if $P$ denotes the family of spectral projections for a self adjoint operator, in this case $\Delta+q$, then for any $f \in L^{2}(\mathcal{T})$

$$
\begin{equation*}
\frac{1}{2}\left[P_{[a, b]}+P_{(a, b)}\right] f=\lim _{\epsilon \downarrow 0} \frac{1}{2 \pi i} \int_{a}^{b}[R(\sigma+i \epsilon)-R(\sigma-i \epsilon)] f d \sigma \tag{4.23}
\end{equation*}
$$

Theorem 4.13. Suppose $(\alpha, \beta) \cap Z_{0}=\emptyset$. For $m=1, \ldots, M$ also assume that $(\alpha, \beta) \cap Z_{m}=\emptyset$ and that $\mu_{m}^{ \pm}(\sigma) \neq \pm 1$ for all $\sigma \in(\alpha, \beta)$. If $[a, b] \subset(\alpha, \beta)$, $e$ is an edge of type $m$, and $f \in L^{2}(e)$, then

$$
\begin{equation*}
P_{[a, b]} f=\frac{1}{2 \pi i} \int_{a}^{b}\left[R_{e}^{+}(\sigma)-R_{e}^{-}(\sigma)\right] f d \sigma \tag{4.24}
\end{equation*}
$$

If $\sigma_{1} \in(\alpha, \beta)$, then $\sigma_{1}$ is not an eigenvalue of $\Delta+q$.
Proof. As noted above, the assumption that $(\alpha, \beta) \cap Z_{m}=\emptyset$ means the multipliers $\mu_{m}$ extend continuously to $[a, b]$ from above and below. Since $\mu_{m}^{ \pm}(\sigma) \neq \pm 1$ the function $1 / W_{m}(\lambda)$ extends continuously to $[a, b]$. Based on Theorem 4.3 and the interpolation formula (4.2), the kernel $R_{e}(x, t, \lambda)$ described in (4.7) extends continuously to $[a, b]$ from above and below. The convergence of $R_{e}(x, t, \sigma \pm i \epsilon)$ to $R_{e}(x, t, \sigma)$ is uniform for $t, x$ coming from a finite set of edges.

If the support of $g \in L^{2}\left(\mathcal{T}_{M}\right)$ is contained in a finite set of edges, then (4.23) and the uniform convergence of $R_{e}(x, t, \sigma \pm i \epsilon)$ to $R_{e}(x, t, \sigma)$ gives

$$
\left\langle\frac{1}{2}\left[P_{[a, b]}+P_{(a, b)}\right] f, g\right\rangle=\frac{1}{2 \pi i} \int_{a}^{b}\left[R_{e}^{+}(\sigma)-R_{e}^{-}(\sigma)\right]\langle f, g\rangle d \sigma
$$

The set of $g$ with with support in a finite set of edges is dense in $L^{2}\left(\mathcal{T}_{M}\right)$, so the restriction on the support of $g$ may be dropped. Suppose $g$ is an eigenfunction with eigenvalue $\sigma_{1} \in(a, b)$ and with $\|g\|=1$, while $f$ is the restriction of $g$ to the edge $e$. Then the continuity of $R_{e}(x, t, \sigma)$ means there is a $C_{e}$ such that

$$
\left|\frac{1}{2 \pi i} \int_{a}^{b}\left[R_{e}^{+}(\sigma)-R_{e}^{-}(\sigma)\right]\langle f, g\rangle d \sigma\right| \leq C_{e}|b-a|
$$

This implies $\left\langle P_{\sigma_{1}} g, g\right\rangle=0$, so the eigenfunction $g$ doesn't exist. Finally, the absence of point spectrum in $(\alpha, \beta)$ means that $P_{[a, b]}=P_{(a, b)}$, giving the formula (4.24).

Theorem 4.14. Assume $\sigma \in[0, \infty) \backslash Z_{0}$ and for $m=1, \ldots, M$ suppose $\mu_{m}^{ \pm}(\sigma) \neq$ $\pm 1$. Then $\sigma$ is in the resolvent set of $\Delta+q$ if and only if $\delta_{m}(\sigma)=0$ in an open neighborhood of $\sigma$ for $m=1, \ldots, M$.

Proof. If $\sigma$ is in the resolvent set then the kernels described in (4.7) will have a common holomorphic extension to $\sigma$ from above and below. Evaluation gives

$$
R_{m}\left(l_{m}, 0, \lambda\right)=\frac{\mu_{m}^{2}(\lambda)}{1-\mu_{m}^{2}(\lambda)} S_{m}\left(l_{m}, \lambda\right)=\left[\frac{1}{1-\mu_{m}^{2}(\lambda)}-1\right] S_{m}\left(l_{m}, \lambda\right)
$$

so that $\left(\mu_{m}^{+}\right)^{2}(\sigma)=\left(\mu_{m}^{-}\right)^{2}(\sigma)$. A second evaluation,

$$
R_{m}(0,0, \lambda)=\frac{\mu_{m}(\lambda)}{1-\mu_{m}^{2}(\lambda)} S_{m}\left(l_{m}, \lambda\right),
$$

shows $\mu_{m}^{+}(\sigma)-\mu_{m}^{-}(\sigma)=\delta_{m}(\sigma)=0$.
Now suppose $\delta_{m}(\sigma)=0$ in open neighborhood of $\sigma$. Theorem 4.12 notes that $R_{m}(x, t, \lambda)$ extends holomorphically to a neighborhood of $\sigma$. If $g \in L^{2}(\Gamma)$ with support in a finite set of edges, the function $\left\langle R_{m}(\lambda) f, g\right\rangle$ also extends holomorphically as a single valued function in an interval $(\alpha, \beta)$ containing $\sigma$. If $[a, b] \subset(\alpha, \beta)$, then for any $f \in L^{2}(e)$

$$
\left\langle\frac{1}{2}\left[P_{[a, b]}+P_{(a, b)}\right] f, g\right\rangle=0 .
$$

The set of $g$ with with support in a finite set of edges is dense in $L^{2}(\Gamma)$, so $\frac{1}{2}\left[P_{[a, b]}+P_{(a, b)}\right] f=0$ for all $f \in L^{2}(e)$. By linearity $\left[P_{[a, b]}+P_{(a, b)}\right] h=0$ for any $h \in L^{2}(\Gamma)$ with support in a finite set of edges, and since the projections are bounded we conclude that $P_{[a, b]}+P_{(a, b)}=0$ and $(\alpha, \beta)$ is in the resolvent set [18, p. 357].

Corollary 4.15. Assume $\sigma \in[0, \infty) \backslash Z_{0}$ and for $m=1, \ldots, M$ suppose $\mu_{m}^{ \pm}(\sigma) \neq \pm 1$. Then $\sigma$ is in the resolvent set of $\Delta+q$ if and only if $\mu_{m}^{+}(\sigma)$ is real valued in open neighborhood of $\sigma$ for $m=1, \ldots, M$.

Proof. If $\mu_{m}^{+}(\sigma)$ is real valued, then the symmetry $\mu_{m}(\bar{\lambda})=\overline{\mu_{m}(\lambda)}$ established in Lemma 3.7 means $\mu_{m}^{-}(\sigma)$ has the same real value. The same symmetry also implies that $\delta_{m}(\sigma) \neq 0$ if $\mu_{m}^{+}(\sigma)$ is not real valued.

Theorem 4.16. For $q \geq 0$ and $M \geq 2$ the spectrum of $\Delta+q$ has a strictly positive lower bound.

Proof. Since

$$
\langle(\Delta+q) f, f\rangle=\langle\Delta f, f\rangle+\int_{\mathcal{J}_{M}} q|f|^{2}
$$

it suffices to verify the result when $q=0$.
Consider the case when the edge lengths $l_{m}$ are all equal to 1 . Then the system (4.8) reduces to

$$
(2 M-1) \mu^{2}(\lambda)-2 M C(1, \lambda) \mu(\lambda)+1=0 .
$$

The quadratic formula gives

$$
\mu(\lambda)=\frac{2 M C(1, \lambda) \pm \sqrt{4 M^{2} C^{2}(1, \lambda)-4(2 M-1)}}{2(2 M-1)} .
$$

Since $C(1,0)=\cos (0)=1$, the discriminant has the positive value $4 M^{2}-$ $4(2 M-1)=4(M-1)^{2}$ when $\lambda=0$, and $\mu(\sigma)$ is real as long as $\cos ^{2}(\sqrt{\sigma}) \geq$ $(2 M-1) / M^{2}$.

Returning to the general case of a graph $\Gamma$ with unconstrained edge lengths, recall (2.3) that the quadratic form for $\Delta$ is

$$
\langle\Delta f, f\rangle=\int_{\mathcal{J}_{M}}\left(f^{\prime}\right)^{2}
$$

Let $x$ be a coordinate for intervals $\left[0, l_{m}\right]$ and $t$ for the interval $[0,1]$. For $m=$ $1, \ldots, M$ let $x=\phi_{m}(t)$ be a smooth change of variables. Assume $\phi^{\prime} \geq C_{1}>0$ and $\phi^{\prime}(t)=1$ for $t$ in neighborhoods of 0 and 1 . If $f$ is in the domain of $\Delta$ for the graph $\Gamma$, then $f \circ \phi$ will be in the domain of $\Delta$ for a graph $\Gamma_{1}$ whose edge lengths are all 1 .

The chain rule and the change of variables formula for integrals give

$$
\int_{0}^{l_{m}}|f(x)|^{2} d x=\int_{0}^{1}\left|f\left(\phi_{m}(t)\right)\right|^{2} \phi_{m}^{\prime}(t) d t,
$$

and

$$
\int_{0}^{l_{m}}\left|\frac{d f(x)}{d x}\right|^{2} d x=\int_{0}^{1}\left|\frac{d}{d t} f\left(\phi_{m}(t)\right)\right|^{2} \frac{1}{\phi_{m}^{\prime}(t)} d t
$$

As a consequence there is a constant $C>0$ such that

$$
\frac{\int_{\Gamma}\left|\frac{d f(x)}{d x}\right|^{2} d x}{\int_{\Gamma}|f(x)|^{2} d x} \geq C \frac{\int_{\Gamma_{1}}\left|\frac{d f(\phi(t))}{d t}\right|^{2} d t}{\int_{\Gamma_{1}}|f(t)|^{2} d t}
$$

The calculation for graphs with edge lengths 1 shows that the expression on the right has a strictly positive lower bound.

Corollary 4.17. Suppose $M \geq 2$ and the lengths $l_{m}$ are rational. Then the resolvent set of $\Delta$ includes an unbounded subset of $[0, \infty)$.

Proof. Assume $\lambda \in \mathbb{C} \backslash(-\infty, 0)$ so that $\sqrt{\lambda}$ may be taken to be continuous and positive for $\lambda>0$. In case $q=0$,

$$
C\left(l_{m}, \lambda\right)=\cos \left(l_{m} \sqrt{\lambda}\right), \quad \sqrt{\lambda} S\left(l_{m}, \lambda\right)=\sin \left(l_{m} \sqrt{\lambda}\right),
$$

and these functions are periodic in $\sqrt{\lambda}$ with period $2 \pi / l_{m}$. If $l_{m}=\tau_{m} / \eta_{m}$ with $\tau_{m}, \eta_{m}$ positive integers, then the functions have a common period $p=$ $2 \pi \prod_{m=1}^{M} \eta_{m}$.

The functions $C\left(l_{m}, \lambda\right)$ and $S\left(l_{m}, \lambda\right)$ appear as coefficients in (4.8). After multiplication by $1 / \sqrt{\lambda}$, the equations (4.8) exhibit the same periodicity, so have
identical solutions for $\lambda$ and $\lambda_{1}$ whenever $\sqrt{\lambda_{1}}=\sqrt{\lambda}+2 n p$ for any positive integer $n$.

By Theorem 4.6 the solutions of (4.8) which are multipliers are determined by the summability condition if $\lambda \in \mathbb{C} \backslash[0, \infty)$, so $\mu_{m}\left([\sqrt{\lambda}+2 n p]^{2}\right)=\mu_{m}(\lambda)$ for non-real $\lambda$. This identity extends by continuity to $\lambda \in[0, \infty)$. By Theorem 4.16 there is a $\sigma_{0}>0$ such that $\left[0, \sigma_{0}\right)$ is in the resolvent set of $\Delta$. Corollary 4.15 shows that except possibly at a discrete set of points, the points $\sigma \in[0, \infty)$ which are in the resolvent set are characterized by real values of the multipliers $\mu_{m}(\sigma)$, so except for a discrete set of possible exceptions, $\left(4 n^{2} p^{2},\left[\sqrt{\sigma_{0}}+2 n p\right]^{2}\right)$ is a subset of the resolvent set for $\Delta$.

## 5. Sample computations

In this section some sample spectral computations are carried out for the case $M=2$. The first step is to reduce the system of equations (4.8) to equations for individual multipliers. Two equations of degree four with entire coefficients are obtained. For $q=0$ these equations are solved numerically (using Matlab) for positive values $\sigma$ of the spectral parameter. After eliminating spurious solutions, the multiplier data is displayed in several figures.
5.1. Elimination step. When $M=2$ the system of equations (4.8) may be written as

$$
\begin{align*}
& \frac{\mu_{1}^{2}(\lambda)-1}{S_{1}\left(l_{1}, \lambda\right) \mu_{1}(\lambda)}=2 \frac{\mu_{1}(\lambda)-C_{1}\left(l_{1}, \lambda\right)}{S_{1}\left(l_{1}, \lambda\right)}+2 \frac{\mu_{2}(\lambda)-C_{2}\left(l_{2}, \lambda\right)}{S_{2}\left(l_{2}, \lambda\right)}  \tag{5.1}\\
& \frac{\mu_{2}^{2}(\lambda)-1}{S_{2}\left(l_{2}, \lambda\right) \mu_{2}(\lambda)}=2 \frac{\mu_{1}(\lambda)-C_{1}\left(l_{1}, \lambda\right)}{S_{1}\left(l_{1}, \lambda\right)}+2 \frac{\mu_{2}(\lambda)-C_{2}\left(l_{2}, \lambda\right)}{S_{2}\left(l_{2}, \lambda\right)}
\end{align*}
$$

Subtracting the second equation from the first gives

$$
\frac{\mu_{1}^{2}(\lambda)-1}{S_{1}\left(l_{1}, \lambda\right) \mu_{1}(\lambda)}-\frac{\mu_{2}^{2}(\lambda)-1}{S_{2}\left(l_{2}, \lambda\right) \mu_{2}(\lambda)}=0
$$

Solving this quadratic equation for $2 \mu_{2}(\lambda)$ gives

$$
\begin{equation*}
2 \mu_{2}(\lambda)-\frac{\mu_{1}^{2}(\lambda)-1}{S_{1}\left(l_{1}, \lambda\right) \mu_{1}(\lambda)} S_{2}\left(l_{2}, \lambda\right)= \pm\left[\frac{\left(\mu_{1}^{2}(\lambda)-1\right)^{2}}{S_{1}^{2}\left(l_{1}, \lambda\right) \mu_{1}^{2}(\lambda)} S_{2}^{2}\left(l_{2}, \lambda\right)+4\right]^{1 / 2} \tag{5.2}
\end{equation*}
$$

Equation (5.1) is already first order in $\mu_{2}(\lambda)$, and may be rewritten as

$$
2 \mu_{2}(\lambda)-\frac{\mu_{1}^{2}(\lambda)-1}{S_{1}\left(l_{1}, \lambda\right) \mu_{1}(\lambda)} S_{2}\left(l_{2}, \lambda\right)=-2 S_{2}\left(l_{2}, \lambda\right) \frac{\mu_{1}(\lambda)-C_{1}\left(l_{1}, \lambda\right)}{S_{1}\left(l_{1}, \lambda\right)}+2 C_{2}\left(l_{2}, \lambda\right)
$$

Replacing the left hand side using (5.2) and squaring gives

$$
\begin{aligned}
& \frac{\left(\mu_{1}^{2}(\lambda)-1\right)^{2}}{S_{1}^{2}\left(l_{1}, \lambda\right) \mu_{1}^{2}(\lambda)} S_{2}^{2}\left(l_{2}, \lambda\right)+4 \\
& \quad=4 S_{2}^{2}\left(l_{2}, \lambda\right)\left[\frac{\mu_{1}(\lambda)-C_{1}\left(l_{1}, \lambda\right)}{S_{1}\left(l_{1}, \lambda\right)}\right]^{2} \\
& \quad-8 C_{2}\left(l_{2}, \lambda\right) S_{2}\left(l_{2}, \lambda\right) \frac{\mu_{1}(\lambda)-C_{1}\left(l_{1}, \lambda\right)}{S_{1}\left(l_{1}, \lambda\right)}+4 C_{2}^{2}\left(l_{2}, \lambda\right)
\end{aligned}
$$

After some clean-up we get

$$
\begin{aligned}
& 3 S_{2}^{2}\left(l_{2}, \lambda\right) \mu_{1}^{4}(\lambda)-8\left[S_{1}\left(l_{1}, \lambda\right) C_{2}\left(l_{2}, \lambda\right) S_{2}\left(l_{2}, \lambda\right)+S_{2}^{2}\left(l_{2}, \lambda\right) C_{1}\left(l_{1}, \lambda\right)\right] \mu_{1}^{3}(\lambda) \\
& \quad+\left[2 S_{2}^{2}\left(l_{2}, \lambda\right)-4 S_{1}^{2}\left(l_{1}, \lambda\right)+4 S_{2}^{2}\left(l_{2}, \lambda\right) C_{1}^{2}\left(l_{1}, \lambda\right)+4 C_{2}^{2}\left(l_{2}, \lambda\right) S_{1}^{2}\left(l_{1}, \lambda\right)\right. \\
& \left.\quad \quad+8 S_{1}\left(l_{1}, \lambda\right) C_{2}\left(l_{2}, \lambda\right) S_{2}\left(l_{2}, \lambda\right) C_{1}\left(l_{1}, \lambda\right)\right] \mu_{1}^{2}(\lambda)-S_{2}^{2}\left(l_{2}, \lambda\right) \\
& =0
\end{aligned}
$$

The equation satisfied by $\mu_{2}(\lambda)$ is obtained by interchanging the subscripts 1 and 2.
5.2. Numerical work. Figures 3,4 , and 5 display multiplier data for three cases. In all cases $q=0$ and $l_{1}=1$. The values of $l_{2}$ are (i) $l_{2}=1$, (ii) $l_{2}=0.89$, and (iii) $l_{2}=2$.

For a range of positive values of $\sigma$, solutions of the degree four polynomial equations for $\mu_{1}(\sigma)$ and $\mu_{2}(\sigma)$ are computed. Actual multiplier pairs $\left(\mu_{1}, \mu_{2}\right)$ must satisfy the system (4.8), as well as the eigenvalue bounds of Theorem 4.6. To eliminate spurious solutions, the expressions in (4.8) were evaluated, and candidate pairs $\left(\mu_{1}, \mu_{2}\right)$ were rejected if either equation had an expression with magnitude greater than $10^{-8}$. Pairs were also rejected if the eigenvalue bounds of Theorem 4.6 were exceeded.

Each figure contains two parts, the multiplier arguments and the logarithm of the magnitudes. Figure 3 is the case with $l_{1}=l_{2}=1$. In this case the two multipliers are equal. By Corollary 4.15, real points in the resolvent set can be recognized by real values for both multipliers, except when $\sigma$ lies in a discrete exceptional set. Eigenvalues in these sets are possible, as discussed in [7].

Figure 4 illustrates the case $l_{2}=0.89$. When the multipliers are not real they will appear in conjugate pairs; in this case the multipliers have distinct extensions $\mu_{m}^{ \pm}(\sigma)$ to the real axis, as discussed before Proposition 4.11. One then sees four multipliers in the figure. Unlike the classical Hill's equation, multipliers may vary in magnitude when they are not real valued. The multiplier arguments may exhibit occasional discontinuities.

Figure 5 illustrates the case $l_{2}=2$. The multiplier argument discontinuities are clearly visible. Notice that the horizontal axis displays $\sigma^{1 / 2}$; the predicted periodicity from the proof of Corollary 4.17 is evident.


Figure 3. Case $l_{1}=1, l_{2}=1$.


Figure 4. Case $l_{1}=1, l_{2}=0.89$.


Figure 5. Case $l_{1}=1, l_{2}=2$.
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