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Introduction

The goal of this article is to state and prove a ‘noncommutative Lefschetz formula’ for a certain class of orbifold C*-algebras $A$, and for a certain class of endomorphisms $\alpha: A \to A$. The C*-algebras in question are the crossed products $A = C_0(X) \rtimes G$, where $X$ is a manifold and $G$ is a countable group acting co-compactly and properly on $X$. It is well known that such actions give rise to orbifolds, and that the groupoids $X \rtimes G$ are Morita equivalent to the corresponding orbifold groupoids (e.g., see [12]). The endomorphism $\alpha: A \to A$ is associated to a covariant pair $(\phi, \zeta)$, where $\phi: X \to X$ is a map and $\zeta \in \text{Aut}(G)$ is a group automorphism, with $\zeta$ and $\phi$ satisfying the equivariance condition $\phi(\zeta(g)x) = g\phi(x)$. Note that this data corresponds to a self-map $\hat{\phi}: G\backslash X \to G\backslash X$ of the space of orbits, together with a coherent family of (finite) group homomorphisms, going between the isotropy groups attached to the orbits. It corresponds to an automorphism of the orbifold determined by the action of $G$ on $X$. We consider the corresponding orbifold Lefschetz number taken
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by the trace of the induced map on the K-theory of the crossed-product C*-algebra \( A = C_0(X) \rtimes G \):

\[
\text{Lef}(\alpha) := \text{trace}_s(\alpha_* : K_*(A) \to K_*(A)).
\]

The symbol \( \text{trace}_s \) denotes the graded trace (the trace on \( K_0 \) minus the trace on \( K_1 \)), and \( \alpha_* \) is of course the map induced on K-theory by the automorphism \( \alpha : A \to A \). We aim to compute the Lefschetz number of \( \alpha \) in geometric terms. Specifically, we are going to compute it in terms of 1) the fixed orbits of the spatial map of the orbit space \( G \setminus X \), and 2) representation-theoretic information about the isotropy assigned to each such fixed orbit.

The geometry here is therefore in some sense the geometry of the primitive ideal space of the crossed-product C*-algebra \( A \), which as a set is a bundle over \( G \setminus X \) with fibre over \( \hat{x} \in G \setminus X \) the irreducible dual of \( \text{Stab}_G(x) \), for any choice of \( x \in \hat{x} \), but which as a topological space has multiple points at orbits with nontrivial isotropy.

If \( G \) is trivial, or more generally, acts freely, then only fixed points of the induced map on the quotient \( G \setminus X \) are detected, and we get essentially the classical Lefschetz fixed point theorem for \( G \setminus X \).

At the other extreme, where \( X \) is trivial (is a point) and, hence \( G \) is finite, we just have an automorphism of a finite group. Our Lefschetz theorem then recovers the following well-known fact about automorphisms of finite groups,\(^{#(\text{Fix}(\hat{\zeta} : \hat{G} \to \hat{G})) = \frac{1}{|G|} \sum_{g \in G} |Z_\xi(g)|,}\)

where \( Z_\xi(g) = \{ h \in G \mid \xi(h)g = gh \} \) and \( \hat{\zeta} : \hat{G} \to \hat{G} \) is the permutation of the irreducible dual of \( G \) induced by the automorphism. This theorem is often expressed in terms of ‘twisted conjugacy classes’ instead, the right hand side is trivially seen to be the number of \( \xi \)-twisted conjugacy classes in \( G \).

In the general case, the local Lefschetz data around a fixed orbit in our theorem can be described as follows: the automorphism generates a family of subgroups of the isotropy group of each fixed point, and for each such subgroup, a virtual character of that subgroup. The characters are individually averaged, and the results added up.

We now explain this in a little more detail.

Let \( \rho : \Gamma \to O(n, \mathbb{R}) \) be an orthogonal representation of a finite group \( \Gamma \), and \( A \in \text{GL}(n, \mathbb{R}) \) a self-intertwiner of this representation, i.e., \( A \) commutes with \( \rho(\Gamma) \). Using this data we can define a conjugation-invariant function

\[
\chi_{(\rho, A)} : \Gamma \to \mathbb{Z}, \quad \chi_{(\rho, A)}(g) = \text{sign det}(A_{|\text{Fix}(g)}), \quad (0.1)
\]

which we call the orientation character of the pair \((\rho, A)\). Of course if \( g \in \Gamma \) then \( \text{Fix}(g) \) is an \( A \)-invariant linear subspace of \( \mathbb{R}^n \) so this makes sense.

A pleasant and apparently not entirely obvious fact is that \( \chi_{(\rho, A)} \) is a virtual character, that is, a difference of characters, of the group \( \Gamma \). We prove this. Indeed,
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This ‘integrality result’ follows from index theory. It turns out that \( \chi(\rho, A) \) is the virtual character associated to the \( \Gamma \)-equivariant analytic index of the \( \Gamma \)-equivariant Schrödinger-type operator obtained by perturbing the de Rham operator \( d + d^* \) on \( L^2 \)-forms on \( \mathbb{R}^n \) by the covector field \( \mathcal{X}_A \), where \( \mathcal{X}_A(x) = Ax \cdot dx \).

Of course, now the fact that \( \chi(\rho, A) \) is a character implies that its average over the group with respect to normalized Haar measure is an integer, since by elementary representation theory this gives the dimension of the component of the trivial representation of the virtual representation corresponding to the virtual character \( \chi(\rho, A) \).

Returning to the general situation of \( G \) acting on \( X \), choose a point \( p \) from each fixed orbit of the induced map \( \hat{\phi} : G \setminus X \to G \setminus X \). For each \( p \) we have a secondary group action, and covariant pair, as follows.

Let \( L_p := \{ g \in G \mid \phi(gp) = p \} \); then we have a group action of the isotropy group \( \text{Stab}_G(p) \) on \( L_p \) by twisted conjugation \( h \cdot g := \zeta(h)gh^{-1} \). Let the orbits of this action be represented by elements \( g_1, \ldots, g_m \). For each \( i \), let \( \Gamma_{p,i} \subset \text{Stab}_G(p) \) be the stabilizer of \( g_i \) under this action. One easily checks that \( \Gamma_{p,i} \) commutes with \( \phi \circ g_i \), and hence, differentiating and identifying the tangent space at \( p \) with \( \mathbb{R}^n \), one obtains a representation \( \rho_{p,i} : \Gamma_{p,i} \to O(n, \mathbb{R}) \) and an intertwiner \( A_{p,i} := \text{Id} - (\phi \circ g_i)'(p) \). Then our Lefschetz theorem reads as following:

**Theorem 0.1.** In the above notation

\[
\text{Lef}(\alpha) = \sum_{p \in \text{Fix}(\hat{\phi})} \frac{1}{|\Gamma_{p,i}|} \sum_{h \in \Gamma_{p,i}} \chi_{p,i}(h),
\]

where the \( \chi_{p,i} \) are the index characters, as in (0.1), so that

\[
\chi_{p,i}(h) = \text{sign det}(\text{Id} - D_p(\phi \circ g_i)_{\text{Fix}(h)}).
\]

The technique on which the proof of our orbifold fixed point theorem relies on is quite general, and can be phrased for general C*-algebras: we use the fact that for C*-algebras satisfying the Künneth theorem and the UCT and in addition satisfying Poincaré duality in K-theory, the Lefschetz number of an endomorphism can be phrased as an index problem. This index problem arises from the automorphism and the cycles representing the fundamental classes of the duality. More precisely, the Lefschetz number can be realized as a Kasparov product in \( KK(\mathbb{C}, \mathbb{C}) \): one twists the fundamental class of the Poincaré duality by the automorphism, then pair with the dual fundamental class. This index is computable in some situations by a local formula, as happens here. For more details of the general idea and an application to endomorphisms of Cuntz–Krieger algebras, see the preprint [9].

That the C*-algebras \( C_0(X) \rtimes G \) and \( C_r(X) \rtimes G \) are Poincaré dual is proved in [6]. It can be deduced from results of Kasparov on equivariant KK-theory. However, for purposes of applying the abstract Lefschetz formula of [9] we need explicit descriptions of the fundamental classes \( \Delta \) and \( \hat{\Delta} \). The first part of the article is devoted to finding such representatives.
In the second part, we analyse the orientation character $\chi_{(\rho, A)}$ and in the third this becomes the critical ingredient in the computation of the appropriate index pairing, which yields the Lefschetz theorem, Theorem 0.1.

The problem of giving a good description of the K-theory of such orbifolds as appear here will be dealt with elsewhere. Such a description is needed to give a good formula for the global Lefschetz number of an automorphism. At the moment it seems to us to be a (surprisingly) delicate problem, however, and to keep down the length of the article, we have restricted our attention here to establishing the formula modulo K-theory computations with a focus on the geometric, local description of our Lefschetz invariants.

Note. All groups occurring in this article are discrete. We generally use group-algebra notation in connection with crossed products. Thus, if $A$ is a $G$-C*-algebra, then $A \rtimes G$ is a completion of the linear span of the elements $a[g]$, with $a \in A$ and $g \in G$.

1. Fundamental classes

Let $X$ be a complete Riemannian manifold and let $G$ be a countable group acting isometrically, co-compactly and properly on $X$. Let $C_{\tau}(X)$ denote the algebra of continuous sections of the Clifford algebra bundle of $X$ which vanish at infinity. Since the group $G$ acts isometrically on $X$, the action extends to an action of $G$ on $C_{\tau}(X)$. We can form the crossed product $C_{\tau}(X) \rtimes G$. To fix notation, we denote by

$$d^x_g: T_{g^{-1}x}X \to T_xX$$

the differential of the action of $g$ on $X$ at the point $y = g^{-1}x$. It extends uniquely to a *-homomorphism $d^x_g: \mathcal{Cl}(T_{g^{-1}x}X) \to \mathcal{Cl}(T_xX)$ and the action of $G$ on the Clifford bundle $C_{\tau}(X)$ is given by

$$g(\varphi)(x) = d^x_g(\varphi(g^{-1}x)),$$

for $\varphi \in C_{\tau}(X)$, $x \in X$ and $g \in G$.

In this section, we are going to first review the proof of the Poincaré duality between $C_0(X) \rtimes G$ and $C_{\tau}(X) \rtimes G$, and then, using the proof, compute the fundamental classes for this duality. Let us first recall the following two equivalent definitions of Poincaré duality.

**Definition 1.1** (cf. [6], [7]). Let $\Lambda$ and $\hat{\Lambda}$ be C*-algebras. Then $\Lambda$ and $\hat{\Lambda}$ are Poincaré dual

(i) if there exist classes, called fundamental classes, $\Delta \in KK(\Lambda \hat{\otimes} \hat{\Lambda}, \mathbb{C})$ and $\hat{\Delta} \in KK(\mathbb{C}, \Lambda \hat{\otimes} \Lambda)$ such that $\hat{\Delta} \hat{\otimes} \Delta = 1_{\Lambda}$ and $\Delta \hat{\otimes} \hat{\Delta} = 1_{\hat{\Lambda}}$, or equivalently,
(ii) if for every pair of $C^*$-algebras $A$ and $B$, there is an isomorphism

$$\Phi_{A,B} : \text{KK}(\Lambda \hat{\otimes} A, B) \xrightarrow{\cong} \text{KK}(A, \hat{\Lambda} \hat{\otimes} B)$$

natural with respect to intersection and composition products.

**Remark 1.2.** It is easy to see the equivalence of the two definitions of Poincaré duality. The isomorphism $\Phi_{A,B}$ of (ii) can be obtained by the cap product with the class $\hat{\Lambda}$ over $\Lambda$ and the inverse is given by the cap product with the class $\Delta$ over $\hat{\Lambda}$. On the other hand, for a given system of isomorphisms $\{\Phi_{A,B}\}$, one can get classes $\Delta = \Phi_{\Lambda,\hat{\Lambda}}^{-1}(1_{\hat{\Lambda}})$ and $\hat{\Lambda} = \Phi_{\hat{\Lambda},\Lambda}(1_{\Lambda})$.

**Remark 1.3.** Note that when we say $\Lambda$ and $\hat{\Lambda}$ are Poincaré dual, we already implicitly used the fact that Poincaré duality is symmetric. Indeed one can show that $\Delta' := \sigma^*(\Delta) \in \text{KK}(\hat{\Lambda} \hat{\otimes} \Lambda, \mathbb{C})$ and $\hat{\Delta}' := \sigma_*^*(\hat{\Lambda}) \in \text{KK}(\mathbb{C}, \Lambda \hat{\otimes} \hat{\Lambda})$ satisfy condition (i) in Definition 1.1, where $\sigma$ is the flip isomorphism.

**Note 1.4.** Under these circumstances, the maps

$$\Delta_* : K_*(\Lambda) \to K^*(\hat{\Lambda}), \quad x \mapsto \hat{x} := (x \otimes 1_{\hat{\Lambda}}) \otimes_{\Lambda \hat{\otimes} \hat{\Lambda}} \Delta$$

and

$$\hat{\Delta}_* : K^*(\hat{\Lambda}) \to K_*(\Lambda), \quad y \mapsto \hat{y} := \hat{\Delta} \otimes_{\hat{\Lambda} \hat{\otimes} \Lambda}(y \otimes 1_{\Lambda})$$

are inverse isomorphisms. Similarly, the maps

$$\Delta^* : K_*(\hat{\Lambda}) \to K^*(\Lambda), \quad x \mapsto \hat{x} := (1_{\Lambda} \otimes x) \otimes_{\Lambda \hat{\otimes} \hat{\Lambda}} \Delta$$

and

$$\hat{\Delta}^* : K^*(\Lambda) \to K_*(\hat{\Lambda}), \quad y \mapsto \hat{y} := \hat{\Delta} \otimes_{\hat{\Lambda} \hat{\otimes} \Lambda}(1_{\hat{\Lambda}} \otimes y)$$

are inverse isomorphisms.

Recall that Kasparov duality (see [10] for an extensive discussion, or the original source [16], Theorem 4.9) states that, in this situation, and more generally where $G$ is allowed to be locally compact, there is a canonical isomorphism

$$K_{A,B} : \text{RKK}^G(X; A, B) \xrightarrow{\cong} \text{KK}^G(C_\tau(X) \hat{\otimes} A, B)$$

for any $G$-$C^*$-algebras $A$ and $B$. If $G$ is discrete, then for $A$ and $B$ equipped with the trivial $G$-action, we have the following canonical isomorphism

$$C_{A,B} : \text{KK}^G(C_\tau(X) \hat{\otimes} A, B) \xrightarrow{\cong} \text{KK}((C_\tau(X) \rtimes G) \hat{\otimes} A, B),$$

$$[(\mathbb{E}, \varphi, F)] \mapsto [(\mathbb{E}, \varphi \rtimes \pi, F)].$$
where \( \pi \) is the group representation on \( \mathcal{E} \). Moreover, if such \( G \) acts properly on \( X \), then, as a consequence of [18], Theorem 5.4, we have an isomorphism

\[
E_{A,B} : \text{RKK}^G(X; A, B) \overset{\cong}{\rightarrow} \text{KK}(A, (C_0(X) \rtimes G) \hat{\otimes} B).
\]

Combining all the isomorphisms above, we have Poincaré duality between \( C_0(X) \rtimes G \) and \( C_\tau(X) \rtimes G \) as follows: for all \( C^* \)-algebras \( A \) and \( B \) with trivial \( G \)-action, there exists an isomorphism

\[
\Phi_{A,B} : \text{KK}((C_\tau(X) \rtimes G) \hat{\otimes} A, B) \xrightarrow{C_{A,B}^{-1}} \text{KK}^G(C_\tau(X) \hat{\otimes} A, B) \xrightarrow{K_{A,B}^{-1}} \text{RKK}^G(X; A, B) \xrightarrow{E_{A,B}} \text{KK}(A, (C_0(X) \rtimes G) \hat{\otimes} B),
\]

which is natural with respect to intersection and external products.

Now using the above system of isomorphisms \( \Phi_{A,B} \) and the equivalence of the two definitions of Poincaré duality (see Definition 1.1 and Remark 1.2) as well as the symmetry of Poincaré duality (Remark 1.3), we can compute fundamental classes

\[
\Delta = \sigma^* (\Phi_{C_0(X) \rtimes G, C}^{-1}(1_{C_0(X) \rtimes G})) \quad \text{and} \quad \hat{\Delta} = \sigma^* (\Phi_{C_\tau(X) \rtimes G}^{-1}(1_{C_\tau(X) \rtimes G})).
\]

For explicit descriptions for \( \Delta \) and \( \hat{\Delta} \), we need an extensive discussion on the map \( \Phi_{A,B} \), i.e., the maps \( C_{A,B}, K_{A,B} \) and \( E_{A,B} \). We already know the map \( C_{A,B} \). The map \( K_{A,B} \) is the isomorphism of Kasparov’s first Poincaré duality. Recall the following Remark 1.5 and Lemma 1.6 from [16].

**Remark 1.5.** (i) Let \( d : L^2(\Lambda^*_C X) \rightarrow L^2(\Lambda^*_C X) \) denote the (densely defined) de Rham operator. Let \( D = d + d^* \) and let \( \hat{F} \) be the pseudodifferential operator \( D(1 + D^2)^{-\frac{1}{2}} \). Then \( (L^2(\Lambda^*_C X), F) \) is a cycle for an element in \( \text{KK}^G(C_\tau(X), C) \) where the action of \( C_\tau(X) \) on \( L^2(\Lambda^*_C X) \) comes from the identification as vector bundles of the Clifford bundle of \( X \) and the exterior bundle. We denote this cycle by \( \hat{D} \).

(ii) The map

\[
\sigma_{X,C_\tau(X)} : \text{RKK}^G(X; A, B) \rightarrow \text{KK}^G(C_\tau(X) \hat{\otimes} A, C_\tau(X) \hat{\otimes} B)
\]

associates to a cycle \( (\mathcal{E}, F) \) for \( \text{RKK}^G(X; A, B) \) the cycle \( (C_\tau(X) \hat{\otimes} C_0(X) \hat{\otimes} 1, \hat{\otimes} F) \) for \( \text{KK}^G(C_\tau(X) \hat{\otimes} A, C_\tau(X) \hat{\otimes} B) \). The map \( \sigma_{X,C_\tau(X)} \) is natural with respect to intersection products in the sense that

\[
\sigma_{X,C_\tau(X)}(f \hat{\otimes}_B f') = \sigma_{X,C_\tau(X)}(f) \hat{\otimes}_C \sigma_{X}(f'),
\]

for \( f \in \text{RKK}^G(X; A, B), f' \in \text{RKK}^G(X; B, C) \).
(iii) At the level of cycles, the map
\[ p_X^* : \text{KK}^G(A, B) \to \text{RKK}^G(X; A, B) \]
tensors with the standard representative of \( 1_{C_0(X)} \in \text{KK}^G(C_0(X), C_0(X)) \). Note that \( p_X^* \) is natural with respect to intersection products in the sense that \( p_X^* (f_1 \hat{\otimes} B f_2) = (p_X^* (f_1)) \hat{\otimes}_{X, B} (p_X^* (f_2)) \) for \( f_1 \in \text{KK}^G(A, B) \), \( f_2 \in \text{KK}^G(B, C) \).

(iv) Let \( \rho \) denote the metric on \( X \). Then there exists an open neighbourhood \( U \) of the diagonal in \( X \times X \) where for every point \( (x, y) \in U \) there exists a unique geodesic from \( x \) to \( y \). For such \( U \) let \( \mathcal{F}_U \) be the ideal of \( C_0(X) \hat{\otimes} C_\tau(X) \) of Clifford sections supported on \( U \). Since \( G \) acts isometrically and cocompactly on \( X \), there exists \( \varepsilon > 0 \) such that \( U_\varepsilon := \{ (x, y) \mid \rho(x, y) < \varepsilon \} \) is contained in the set \( U \). Let \( \theta_\varepsilon(x, y) = \frac{\rho(x, y)}{\varepsilon} (d_\rho)(x, y) \). Then \( (\mathcal{F}_{U_\varepsilon}, \theta_\varepsilon) \) defines a cycle in \( \text{RKK}^G(X; \mathbb{C}, C_\tau(X)) \) with \( \theta_\varepsilon \) as a multiplicative operator and \( [(\mathcal{F}_{U_\varepsilon}, \theta_\varepsilon)] = [(\mathcal{F}_{U_{\varepsilon'}}, \theta_{\varepsilon'})] \) for any \( 0 < \varepsilon' \leq \varepsilon \). We denote the class \( [(\mathcal{F}_{U_\varepsilon}, \theta_\varepsilon)] \) by \( \Theta \), and we shall simply write \( (\mathcal{F}_U, \theta) \) if we do not want to specify the special \( \varepsilon \) used in the construction. A slightly more complicated construction yields a similar class \( \Theta = [(\mathcal{F}_U, \theta)] \) for possibly non-cocompact isometric actions.

The following is a special case of Kasparov’s [16], Theorem 4.9:

**Lemma 1.6.** Let \( G \) act isometrically on a complete Riemannian manifold \( X \). The composition

\[ K_{A, B} : \text{RKK}^G(X; A, B) \xrightarrow{\sigma^X.C_\tau(X)} \text{KK}^G(C_\tau(X) \hat{\otimes} A, C_\tau(X) \hat{\otimes} B) \xrightarrow{- \hat{\otimes} [D]} \text{KK}^G(C_\tau(X) \hat{\otimes} A, B) \]

is an isomorphism with inverse the composition

\[ K_{A, B}^{-1} : \text{KK}^G(C_\tau(X) \hat{\otimes} A, B) \xrightarrow{p_X^*} \text{RKK}^G(X; C_\tau(X) \hat{\otimes} A, B) \xrightarrow{\Theta \hat{\otimes}} \text{RKK}^G(X; A, B). \]

The map \( E_{A, B} \) is the isomorphism from [18], Theorem 5.4. To understand the map \( E_{A, B} \) explicitly, we need to understand two ingredients. Firstly, the *descent homomorphism*

\[ \text{descent} : \text{RKK}^G(X; A, B) \to \text{KK}(C_0(X, A) \rtimes G, C_0(X, B) \rtimes G). \]

Secondly, the *unit class* \( [E] \in K_0(C_0(X) \rtimes G) \), defined whenever \( G \backslash X \) is compact: \( [E] \) is defined by the finitely generated projective right \( C_0(X) \rtimes G \)-module \( E \) which is the completion of \( C_c(X) \) with respect to the inner product

\[ \langle \varphi, \varphi' \rangle(x, g) = \varphi(x)\varphi'(gx). \]
For future reference, the right action of $C_0(X) \rtimes G$ on $E$ is given by
\[ \varphi f(x) = \varphi(x) f(x), \quad \varphi g(x) = \varphi(gx), \quad g \in G, \, f \in C_0(X). \] (1.5)

**Remark 1.7.** $[E]$ is also represented by the projection $P \in C_0(X) \rtimes G$,
\[ P = \sum_{g \in G} \varphi g(\varphi), \]
where $\varphi \in C_c(X)$ is chosen so that $0 \leq \varphi \leq 1$, $\sum_{g \in G} g(\varphi)^2 = 1$. See [4].

**Lemma 1.8** ([18], Theorem 5.4; [11], Lemma 20). Let $G$ act properly and cocompactly on $X$. The map $E_{A,B} : \text{RK}_G(X; A, B) \to \text{KK}(A, (C_0(X) \rtimes G) \otimes B)$ given by the composition
\[ \text{RK}_G(X; A, B) \xrightarrow{\text{desc}} \text{KK}(C_0(X, A) \rtimes G, C_0(X, B) \rtimes G) \]
\[ \xrightarrow{[E] \otimes -} \text{KK}(A, (C_0(X) \rtimes G) \hat{\otimes} B) \]
is an isomorphism whenever $A$ and $B$ are $G$-trivial $C^*$-algebras.

**Remark 1.9** (cf. [18]). The map $E_{A,B}$ can be explicitly described as follows. Suppose that we have a cycle $(\mathcal{E}, F)$ for $\text{RK}_G(X; A, B)$. Then $\mathcal{E}$ is a right $C_0(X, B)$-module, and a left $C_0(X, A)$-module, and the two actions of $C_0(X)$ on the left and right agree. Furthermore, the group $G$ acts on $\mathcal{E}$. We can assume by averaging that $F$ is exactly $G$-invariant. Now we complete the compactly supported elements of $\mathcal{E}$ to a right $C_0(X, B) \rtimes G$-module $\hat{\mathcal{E}}$ using the inner product valued in $C_0(X, B) \rtimes G$,
\[ \langle \xi, \xi' \rangle = \sum_{h \in G} \langle \xi, h(\xi') \rangle[h]. \]
The right action of $C_0(X, A) \rtimes G$ is given by letting $C_0(X, A)$ act as originally, and $G$ acting by $\xi h = h^{-1}(\xi)$.

Finally, we note that adjointable operators on the right $C_0(X, B) \rtimes G$-module $\hat{\mathcal{E}}$ are in 1-1-correspondence with $G$-equivariant operators on $\mathcal{E}$. (Generalizations of the isomorphism $E_{A,B}$ are given in [11], [6].)

Now we are going to construct fundamental classes $\Delta$ and $\hat{\Delta}$. First, we construct the class $\Delta$. Recall Remark 1.5 (i) for the discussion below. We define two commuting *-homomorphisms $C_*(X) \rtimes G \to \mathbb{B}(L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G)$ and $C_0(X) \rtimes G \to \mathbb{B}(L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G)$, by constructing two corresponding covariant pairs. We let $e_g \in \ell^2 G$ denote the point-mass at $g \in G$.

The *-homomorphism $C_*(X) \rtimes G \to \mathbb{B}(L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G)$ is defined by the covariant pair
\[ \varphi(\xi \hat{\otimes} e_g) = \varphi \cdot \xi \hat{\otimes} e_g, \quad h(\xi \hat{\otimes} e_g) = h \cdot \xi \hat{\otimes} e_{gh^{-1}} \] (1.6)
for \( g, h \in G, \xi \in L^2(\Lambda_{+}^* X), \varphi \in C_\tau (X) \). The \(*\)-homomorphism \( C_0 (X) \times G \to \mathbb{B} (L^2(\Lambda_{+}^* X) \otimes \ell^2 G) \) is defined by the covariant pair

\[
  f (\xi \otimes e_g) = g^{-1} (f) \cdot \xi \otimes e_g, \quad h (\xi \otimes e_g) = \xi \otimes e_{hg}
\]  
(1.7)

for \( f \in C_0 (X), g, h \in G, \xi \in L^2(\Lambda_{+}^* X) \). The dots indicate the actions already implied in the cycle \( D = (L^2(\Lambda_{+}^* X), F) \) of Kasparov (see Remark 1.5 (i)); note that \( C_0 (X) \) embeds in \( C_\tau (X) \). Observe that the two \(*\)-homomorphisms just defined commute, and so determine a \(*\)-homomorphism

\[
  \Pi : C_0 (X) \rtimes G \otimes C_\tau (X) \rtimes G \to \mathbb{B} (L^2(\Lambda_{+}^* X) \otimes \ell^2 G).
\]

Let \( g \in G, f \in C_0 (X) \) and \( \varphi \in C_\tau (X) \) be compactly supported. If \( T \) is a locally compact operator on \( L^2 (\Lambda_{+}^* X) \), e.g., if \( T = F^2 - 1 \), then

\[
  (f \otimes \varphi) (T \otimes 1) (\xi \otimes e_g) = g^{-1} (f) \varphi T \xi \otimes e_g,
\]

so that \( (f \otimes \varphi) (T \otimes 1) \) acts as the block diagonal operator \( \bigoplus_{g \in G} (g^{-1} (f) \varphi T) \otimes 1 \), which has compact blocks. As

\[
  g^{-1} (f) \varphi = 0 \quad \text{for} \quad g \notin H := \{ h \in G \mid h^{-1} (\text{supp} (f)) \cap \text{supp} (\varphi) \neq \emptyset \},
\]

since the indicated set \( H \) is finite and since \( G \) acts properly, there are only finitely many blocks. Thus \( (f \otimes \varphi) ((F^2 - 1) \otimes 1) \) is compact. This observation and similar ones prove that the Hilbert space \( L^2 (\Lambda_{+}^* X) \otimes \ell^2 G \) equipped with the \(*\)-homomorphism \( \Pi : C_\tau (X) \rtimes G \otimes C_0 (X) \rtimes G \to \mathbb{B} (L^2(\Lambda_{+}^* X) \otimes \ell^2 G) \) defined above and the operator \( F \otimes 1 \) defines a cycle for \( KK (C_0 (X) \rtimes G \otimes C_\tau (X) \rtimes G, \mathbb{C}) \).

**Definition 1.10.** We define

\[
  \Delta \in KK (C_0 (X) \rtimes G \otimes C_\tau (X) \rtimes G, \mathbb{C})
\]

to be the class of the cycle \( (L^2 (\Lambda_{+}^* X) \otimes \ell^2 G, \Pi, F \otimes 1) \) above.

We shall show below that \( \Delta \) coincides with the fundamental class of (1.2).

The dual class \( \hat{\Delta} \) is more complicated to write down. Recall the class \( \Theta = [\mathcal{F}_U, \theta] \) from Remark 1.5 (iv). We consider the completion \( \mathcal{E} \) of \( C_c (X) \mathcal{F}_U \otimes \mathbb{C} G \) (with action of \( C_c (X) \) with respect to the first variable in \( U \subseteq X \times X \)) equipped with the following \( C_\tau (X) \rtimes G \otimes C_0 (X) \rtimes G \)-valued inner product:

\[
  \langle \alpha \otimes [g], \alpha' \otimes [g'] \rangle = \sum_{h \in G} g^{-1} (\alpha^* h (\alpha')) [g^{-1} h g'] \otimes [g^{-1} h].
\]

Here \( [g^{-1} h] \) is understood as in \( G \subset C_0 (X) \rtimes G \), \( [g^{-1} h g'] \) is understood as in \( G \subset C_\tau (X) \rtimes G \) and \( g^{-1} (\alpha^* h (\alpha')) \) is understood as in \( C_\tau (X) \otimes C_0 (X) \), equipped with the diagonal \( G \)-action. The right module-structure is given by

\[
  (\alpha \otimes [g]) f = f \alpha \otimes [g], \quad (\alpha \otimes [g]) h = h^{-1} (\alpha) \otimes [h^{-1} g],
\]

\[
  (\alpha \otimes [g]) \varphi = \alpha g (\varphi) \otimes [g], \quad (\alpha \otimes [g]) h' = \alpha \otimes [gh'],
\]

(1.9)
where \( f \in C_0(X) \), \( h \in G \subset C_0(X) \rtimes G \) and \( \varphi \in C_\tau(X) \), \( h' \in G \subset C_\tau(X) \rtimes G \).

Note that any \( G \)-invariant element of \( M(C_\tau(X) \widehat{\otimes} C_0(X)) \) acts as an operator on \( E \) by multiplication in the \( F_U \)-variable. The \( G \)-invariance is needed to commute with the action of \( G \subset C_0(X) \rtimes G \) on the right.

**Definition 1.11.** The class \( \hat{\Delta} \in \text{KK}(\mathbb{C}, C_\tau(X) \rtimes G \widehat{\otimes} C_0(X) \rtimes G) \) is given by the pair \((E, \theta_G)\), where we let \( \theta_G \) be the operator on \( E \) induced by the \( G \)-invariant multiplier \( \theta \) of \( F_U \subset C_0(X) \widehat{\otimes} C_\tau(X) \) as described in Remark 1.5 (iv), and \( E \) is the Hilbert module as above with the inner product and the right actions given in (1.8) and (1.9).

Now we need to prove that the classes \( \Delta \) and \( \hat{\Delta} \) defined above are actually the fundamental classes for \( \Lambda = C_0(X) \rtimes G \) and \( \hat{\Lambda} = C_\tau(X) \rtimes G \), i.e., they satisfy identities \( \Delta = \sigma^*(\Phi_{C_0(X) \rtimes G, C}(1_{C_0(X) \rtimes G})) \in \text{KK}(\Lambda \widehat{\otimes} \hat{\Lambda}, \mathbb{C}) \) and \( \hat{\Delta} = \sigma^*(\Phi_{C_\tau(X) \rtimes G}(1_{C_\tau(X) \rtimes G})) \in \text{KK}(\mathbb{C}, \hat{\Lambda} \widehat{\otimes} \Lambda) \) from (1.2), where \( \sigma \) denotes the flip isomorphism. This will follow from

**Proposition 1.12.** Let \( \Delta \) and \( \hat{\Delta} \) be the classes defined in Definitions 1.10 and 1.11 and let \( \Phi(\cdot, \cdot, \cdot) \) be the isomorphisms (1.1). Then

\[
\sigma^*(\Phi_{C_\tau(X) \rtimes G}(1_{C_\tau(X) \rtimes G})) = \hat{\Delta} \quad \text{and} \quad \Phi_{C_0(X) \rtimes G, C}(\sigma^* \Delta) = 1_{C_0(X) \rtimes G}.
\]

For the proof we need some preliminary discussion.

**Definition and Remark 1.13.** We give – here and elsewhere – the crossed product \( C_0(X) \rtimes G \) the structure of a trivial \( G \)-\( C^* \)-algebra. Let \( A \) be an \( X \rtimes G \)-algebra. The multiplication class \( m_A \) is the class

\[
m_A \in \text{RKK}^G(X; A \widehat{\otimes} C_0(X) \rtimes G, A)
\]
given by the cycle \((A \widehat{\otimes} \ell^2 G, 0)\), where the right Hilbert \( A \)-structure of \( A \widehat{\otimes} \ell^2 G \) is the obvious one, and the further module structures are as follows.

Note that there are two \( G \)'s involved here; one the \( G \) which appears in \( \text{RKK}^G \), the other which appears in the crossed product \( C_0(X) \rtimes G \). To reduce confusion, we refer to the action of the former as the *equivariant* action. The equivariant action of \( G \) on \( A \widehat{\otimes} \ell^2 G \) is then given by \( h(a \widehat{\otimes} e_g) = h(a) \widehat{\otimes} e_{gh^{-1}} \). The \( C_0(X) \)-structure is by multiplication in the \( \Lambda \) factor.

The representation of the crossed product is given by the covariant pair

\[
f(a \widehat{\otimes} e_g) = g^{-1}(f) a \widehat{\otimes} e_g, \quad h(a \widehat{\otimes} e_g) = a \widehat{\otimes} e_{hg}.
\]

One easily checks that this is a covariant pair. The left actions of \( C_0(X) \rtimes G \) and of \( C_0(X) \) clearly commute, and the *-homomorphism \( C_0(X) \rtimes G \to \mathbb{B}(A \widehat{\otimes} \ell^2 G) \) is equivariant, that is, \( C_0(X) \rtimes G \) acts as \( G \)-invariant operators on \( A \widehat{\otimes} \ell^2 G \). Since the action of \( A \widehat{\otimes} C_0(X) \rtimes G \) is by compact operators on \( A \widehat{\otimes} \ell^2 G \) we get a cycle as required.
**Lemma 1.14.** The isomorphism

\[ E_{C_0(X) \rtimes G, \mathbb{C}} : \text{RKK}^G(X; C_0(X) \rtimes G, \mathbb{C}) \to KK(C_0(X) \rtimes G, C_0(X) \rtimes G) \]

maps \( m_{C_0(X)} \) to \( 1_{C_0(X) \rtimes G} \).

**Proof.** Apply the explicit description in Remark 1.9. We get the completion of \( C_0(X) \hat{\otimes} \mathbb{C}G \) with respect to the inner product

\[ \langle a \hat{\otimes} e_g, a' \hat{\otimes} e_{g'} \rangle = a^* g^{-1}(g'(a'))[g^{-1}g'] \in C_0(X) \rtimes G \]

for \( a, a' \in C_0(X), g, g' \in G \), and the right \( C_0(X) \rtimes G \)-module structure

\[ (a \hat{\otimes} e_g)f = fa \hat{\otimes} e_g, \quad (a \hat{\otimes} e_g)h = h^{-1}(a) \hat{\otimes} e_{gh}. \]

The left action of \( C_0(X) \rtimes G \) is given by

\[ f(a \hat{\otimes} e_g) = g^{-1}(f)a \hat{\otimes} e_{g}, \quad h(a \hat{\otimes} e_g) = a \hat{\otimes} e_{hg}. \]

Let \( C_0(X) \hat{\otimes} \ell^2 G \) be the completion of the above to a Hilbert module. We define a map \( W : C_0(X) \hat{\otimes} \ell^2 G \to C_0(X) \rtimes G \), where the co-domain has its standard \( C_0(X) \rtimes G \)-bimodule structure, by the formula

\[ W(a \hat{\otimes} e_g) = g(a)[g]. \]

Then

\[ \langle W^{-1}(a[g]), W^{-1}(a'[g']) \rangle = \langle g^{-1}(a) \hat{\otimes} e_g, (g')^{-1}(a') \hat{\otimes} e_{g'} \rangle = g^{-1}(a^*a')[g^{-1}g'], \]

and

\[ W^{-1}(a[g]h) = W^{-1}(a[gh]) = h^{-1}(g^{-1}(a)) \hat{\otimes} e_{gh} = (g^{-1}(a) \hat{\otimes} e_g)h, \]

\[ W^{-1}(a[g])f = W^{-1}(ag(f)[g]) = g^{-1}(a)f \hat{\otimes} e_g = (W^{-1}(a[g]))f. \]

Hence \( W \) gives an isometry between the inner product we have defined initially on \( C_0(X) \hat{\otimes} \mathbb{C}G \), and the usual inner product on the free, rank one Hilbert \( C_0(X) \rtimes G \)-module.

Similarly, one checks that \( W \) conjugates the left \( C_0(X) \rtimes G \)-module structure we have defined above and the standard one by algebra multiplication.

Therefore the image of the class \( m_{C_0(X)} \) under the map \( E_{C_0(X) \rtimes G, \mathbb{C}} \) sends the cycle for the multiplication class to a cycle which is unitarily equivalent to the standard representative of \( 1_{C_0(X)} \), so that \( E_{C_0(X) \rtimes G, \mathbb{C}}(m_{C_0(X)}) = 1_{C_0(X)} \) as claimed.

**Proof of Proposition 1.12.** Consider first the fundamental class \( \Delta \). This is accomplished by a direct computation: by Lemma 1.14, it remains to apply the map from Remark 1.5 (ii),

\[ \sigma_{X, C_\tau(X)} : \text{RKK}^G(X; C_0(X) \rtimes G, \mathbb{C}) \to KK^G(C_\tau(X) \hat{\otimes} C_0(X) \rtimes G, C_\tau(X)). \]
to the class $m_{\mathcal{C}_0(X)}$. A straightforward application of the definition gives the cycle $(C_\tau(X) \otimes \ell^2 G, 0)$. The left action of $C_\tau(X)$ is given by $\varphi(a \otimes e_g) = \varphi a \otimes e_g$, the group $G$ acts by $h(a \otimes e_g) = h(a) \otimes e_{gh^{-1}}$. The left action of $C_0(X) \rtimes G$ is given by the covariant pair

$$f(a \otimes e_g) = g^{-1}(f)a \otimes e_g, \quad h(a \otimes e_g) = a \otimes e_{hg}.$$ 

Finally, we take the product of the class of this cycle, with the class $D \in \text{KK}^G(C_\tau(X), \mathbb{C})$ of Kasparov (see Remark 1.5 (i)). Comparing with Definition 1.10, we see that the modules are the same. The axioms for a Kasparov product imply that the operator involved in the product is also that described in Definition 1.10.

The assertion regarding $\hat{\Delta}$ is similar but slightly more straightforward; we leave its confirmation to the reader.

2. The orientation character

Before proceeding to the Lefschetz theorem, we need to perform an index calculation on Euclidean space $\mathbb{R}^n$ generalising the computation of the index of the Schrödinger operator $\frac{d}{dx} x$ on $L^2(\mathbb{R})$ (see [13]). The analogue for $\mathbb{R}^n$ of the harmonic oscillator in dimension 1 is the operator $D + \mathcal{X}$, where $D = d + d^*$ is the de Rham operator acting on $L^2(\Lambda^*_{\mathbb{C}} \mathbb{R}^n)$, and $\mathcal{X}$ is Clifford multiplication by the form $x_1 dx_1 + \cdots + x_n dx_n$ on $\mathbb{R}^n$. The (unbounded) cycle $(L^2(\Lambda^*_{\mathbb{C}} \mathbb{R}^n), D + \mathcal{X})$ represents the Kasparov product

$$[\mathcal{X}] \otimes_{C_\tau(\mathbb{R}^n)} [D] \in \text{KK}^{O(n, \mathbb{R})}(\mathbb{C}, \mathbb{C}) = R(O(n, \mathbb{R}))$$

of the class $[D]$ of the de Rham operator (see Remark 1.5) the generator $[\mathcal{X}] \in \text{KK}^{O(n, \mathbb{R})}(\mathbb{C}, C_\tau(\mathbb{R}^n))$ constructed via the covector field $\mathcal{X}$ as explained below (by identifying $\mathcal{X}$ with the vector field $x \mapsto x$ on $\mathbb{R}^n$). It is the content of Kasparov’s Bott-periodicity theorem [15], Theorem 7 of § 5, that $[\mathcal{X}] \otimes_{C_\tau(\mathbb{R}^n)} [D] = 1 \in R(O(n, \mathbb{R}))$.

In this section we extend Kasparov’s calculations to the following more general situation: we assume that $\Gamma$ is a compact group acting on $\mathbb{R}^n$ via an orthogonal representation $\rho : \Gamma \to O(n, \mathbb{R})$. Moreover, we shall assume that $A \in \text{GL}(n, \mathbb{R})$ commutes with $\rho$. Let $\mathcal{X}_A$ denote the covector field $x \mapsto Ax \cdot dx$ acting on $L^2(\Lambda^*_{\mathbb{C}} \mathbb{R}^n)$ via Clifford multiplication. We then obtain a $\Gamma$-invariant Fredholm operator $\mathcal{X}_A + D$ (or a bounded version of it) and we need to compute the $\Gamma$-index

$$\text{ind}^{\Gamma}(\mathcal{X}_A + D) \in R(\Gamma).$$

We shall do this in two different ways: in a first version we make use of Kasparov’s ideas for the proof of his Bott-periodicity theorem by reducing the computations to appropriate two- and one-dimensional subspaces. In a second version we sketch the argument how the result can also be obtained from a use of the Atiyah–Singer Index Theorem for open subsets of $\mathbb{R}^N$ (see [1]) together with some calculations given by Atiyah and Segal in [2].
Before we do this we need to recall the relation between vector fields on a manifold $X$ and corresponding classes in $K^0_\Gamma(C_r(X))$. So let $X$ be any Riemannian manifold such that the compact group $\Gamma$ acts isometrically on $X$. Suppose that $v: X \to TX$ is a $\Gamma$-invariant continuous vector field on $X$ such that there exists a compact set $K \subseteq X$ with $v(x) \neq 0$ outside $K$. We then say that $v$ is co-compactly supported. From $v$ we construct a new vector field $\tilde{v}$ as follows: choose a $\Gamma$-invariant positive continuous function $\varphi: X \to [0, 1]$ such that $\varphi \equiv 0$ on $K$ and such that $1 - \varphi \in C_0(X)$. Then set

$$\tilde{v}(x) := \varphi(x) \frac{v(x)}{\|v(x)\|}.$$  

The vector field $\tilde{v}$ acts as self-adjoint bounded operator on $C_r(X)$ by point-wise Clifford multiplication such that $\tilde{v}^2 - 1$ (which is point-wise multiplication by $x \mapsto (\|\tilde{v}(x)\|^2 - 1)$) lies in $C_r(X)$. It thus defines a class $[v] \in \text{KK}^\Gamma(\mathbb{C}, C_r(X)) = K^0_\Gamma(C_r(X))$.

Two such vector fields $v_0, v_1: X \to TX$ are said to be homotopic, if there exists a co-compactly supported $\Gamma$-invariant continuous map $v: X \times [0, 1] \to TX$ such that $v(x, t) \in T_xX$ for all $(x, t) \in X \times [0, 1]$ and

$$v|_{X \times \{0\}} = v_0 \quad \text{and} \quad v|_{X \times \{1\}} = v_1.$$

**Lemma 2.1.** Suppose that $v: X \to TX$ is a co-compactly supported $\Gamma$-invariant continuous vector field. Then the class $[v] \in K^0_\Gamma(C_r(X))$ does not depend on the choice of the function $\varphi$. Moreover, two homotopic co-compactly supported vector fields on $X$ determine the same class in $K^0_\Gamma(C_r(X))$.

**Proof.** Suppose that $v(x) \neq 0$ outside the compact set $K \subseteq X$ and suppose that $\varphi_0$ and $\varphi_1$ are two functions which vanish on $K$ and which have value 1 at $\infty$. Then

$$t \mapsto \tilde{v}_t = (t\varphi_1 + (1-t)\varphi_0) \frac{v}{\|v\|}$$

is an operator homotopy between $\tilde{v}_0$ and $\tilde{v}_1$ which proves the first assertion. A similar argument gives the second assertion. \qed

Recall from Remark 1.5 the construction of the Dirac class $[D] = [D_X] \in \text{KK}^\Gamma_0(C_r(X), \mathbb{C})$ given by the de Rham operator $D = d + d^*: L^2(\Lambda^*_c(X)) \to L^2(\Lambda^*_c(X))$. Note that if $U \subseteq X$ is any open $\Gamma$-invariant sub-manifold, then $[D_X]$ restricts to the class $[D_U]$ under the canonical inclusion $\iota_U: C_r(U) \to C_r(X)$. The following basic (and certainly well-known) lemma turns out to be extremely useful for our computations.

**Lemma 2.2.** Suppose that $v: X \to TX$ is a co-compactly supported $\Gamma$-invariant vector field on $X$. Let $K \subseteq X$ be compact such that $v$ does not vanish outside $K$ and let $U \subseteq X$ be an open $\Gamma$-invariant neighborhood of $K$ in $X$. Then

$$[v_U] \otimes_{C_r(U)} [D_U] = [v] \otimes_{C_r(X)} [D] \in \text{R}(\Gamma),$$

where $v_U: U \to TU$ denotes the restriction of $v$ to $U$.  


\begin{proof}
By the construction of the class \([v]\) we may assume without loss of generality that there exists a compact \(\Gamma\)-invariant set \(C \subseteq U\) such that \(\|v(x)\| = 1\) for all \(x \notin C\). The Kasparov product \([v] \otimes_{C_r(X)} [D]\) is represented by the pair
\[
(L^2(\Lambda^*_C(X)), T) \quad \text{with} \quad T = \lambda_{v(x)} + \lambda^*_v(x) + \frac{D}{\sqrt{1 + D^2}} (2.1)
\]
and with \(D = d + d^*\), which can be deduced from \([15]\), Remark 3 on p. 541. Since \(\|v(x)\|^2 = 1\) outside \(U\), it follows that the second summand vanishes on \(X \setminus U\). It is then clear that \(L^2(\Lambda^*_C(X))\) decomposes into the direct product of \(T\)-invariant subspaces \(L^2(\Lambda^*_C(U)) \oplus L^2(\Lambda^*_C(X \setminus U))\) such that the restriction of \(T\) to \(L^2(\Lambda^*_C(U))\) gives the product \([v_U] \otimes_{C_r(U)} [D_U]\) (since \(D\) is local). The restriction of \(T\) to \(L^2(\Lambda^*_C(X \setminus U))\) is given point-wise by the unitary operator \(\lambda_{v(x)} + \lambda^*_v(x)\) (it is unitary since \(\|v(x)\| = 1\)) and hence has index 0.
\end{proof}

\textbf{Remark 2.3.} Suppose that \((\mathcal{E}_1, \phi_1, F_1)\) and \((\mathcal{E}_2, \phi_2, F_2)\) are two Kasparov cycles giving elements \(x \in \text{KK}^G(A, B)\) and \(y \in \text{KK}^G(B, C)\), respectively, where we assume here that \(G\) is a compact group. Assume that both operators \(F_1, F_2\) are \(G\)-invariant and self-adjoint with \(|F_1| \leq 1\). Suppose further that \(F \in \mathcal{B}(\mathcal{E}_1 \otimes_B \mathcal{E}_2)\) is a self-adjoint \(F_2\)-connection, i.e.,
\[
\Theta_{\xi} F_2 - (-1)^{\text{deg}(\xi) \cdot \text{deg}(F_2)} F \Theta_{\xi} \in \mathcal{K}(\mathcal{E}_2, \mathcal{E}_1 \otimes_B \mathcal{E}_2)
\]
for all \(\xi \in \mathcal{E}_1\), where \(\Theta_{\xi} : \mathcal{E}_2 \to \mathcal{E}_1 \otimes_B \mathcal{E}_2; \eta \mapsto \xi \otimes_B \eta\). Let
\[
T = (F_1 \otimes 1) + (1 - F_1^2 \otimes 1)^{1/2} F \in \mathcal{B}(\mathcal{E}_1 \otimes_B \mathcal{E}_2).
\]
It then follows from \([5]\), 18.10.1, that \((\mathcal{E}_1 \otimes_B \mathcal{E}_2, \phi_1 \otimes 1, T)\) is a representative for the Kasparov product \(x \otimes_B y \in \text{KK}^G(A, C)\), provided that \([T, \phi_1(A) \otimes 1] \in \mathcal{K}(\mathcal{E}_1 \otimes_B \mathcal{E}_2)\). Formula (2.1) is a direct consequence of this principle. But we shall use this principle also in a more advanced setting in \S\ 3 below.

We now specialize to the case where \(X = V\) is a finite dimensional Euclidean vector space together with a linear action \(\rho : \Gamma \to \text{O}(V)\). We want to give explicit computations of the product \([v] \otimes_{C_r(V)} [D_V]\) in the case where \(v : V \to TV = V \times V\) is given by \(v(x) = Ax\) for some \(A \in \text{GL}(V)\) which commutes with the representation \(\rho\). We shall always write \(\mathcal{X}_A\) for this vector field. We shall show below that the product \([\mathcal{X}_A] \otimes_{C_r(V)} [D] \in \text{KK}^\Gamma(\mathbb{C}, \mathbb{C}) = \text{R}(\Gamma)\) is equal to the orientation character \(\chi_{(\rho, A)}\) as in

\begin{definition}
Let \(\rho : \Gamma \to \text{O}(V)\) and \(A \in \text{GL}(V)\) as above. The \textit{orientation character} \(\chi_{(\rho, A)} : \Gamma \to \mathbb{Z}\) is the conjugation-invariant function on \(\Gamma\)
\[
\chi_{(\rho, A)}(g) := \text{sign} \text{det}(A|_{\text{Fix}(g)}),
\]
where \(\text{Fix}(g) \subseteq V\) denotes the space of fixed-points for \(g \in \Gamma\).
\end{definition}
Theorem 2.5. The orientation character $\chi_{(\rho, A)}$ is a virtual character of $\Gamma$ (i.e., a difference of two characters). Under the identification of $R(\Gamma)$ as the ring of $\mathbb{Z}$-linear combinations of characters of $\Gamma$, we have

$$\chi_{(\rho, A)} = [\mathcal{X}_A] \otimes_{C_r(V)} [D].$$

Remark 2.6. (a) Recall that the identification of $R(\Gamma)$ with the ring of $\mathbb{Z}$-linear combinations of characters of $\Gamma$ is given by sending a finite dimensional representation $\pi: \Gamma \to \text{End}(\mathcal{H})$ to its character $\chi_\pi(g) = \text{trace}(\pi(g))$ (the non-normalized trace on $\text{End}(\mathcal{H})$). If a class in $KK^\Gamma(\mathbb{C}, \mathbb{C}) = R(\Gamma)$ is represented by a $\Gamma$-invariant Fredholm operator $F: \mathcal{H}_{\text{even}} \to \mathcal{H}_{\text{odd}}$, then the corresponding virtual character in $R(\Gamma)$ is given by the difference function $\chi = \chi_+ - \chi_-$, where $\chi_+$ and $\chi_-$ denote the traces of the $\Gamma$-representations on $\mathcal{H}_+ = \ker(F)$ and $\mathcal{H}_- = \coker(F)$, respectively. Since the value at a point $g \in \Gamma$ only depends on the action of $g$ on these spaces, it follows that in order to compute it we may always restrict our attention to the closed subgroup $\Gamma_g \subseteq O(V)$ generated by $\rho(g)$.

Recall also that the identification $KK^\Gamma(\mathbb{C}, \mathbb{C}) \cong R(\Gamma)$ is multiplicative in the sense that it sends the Kasparov product $\hat{\otimes}_\mathbb{C}$ on $KK^\Gamma(\mathbb{C}, \mathbb{C})$ to the pointwise product of characters in $R(\Gamma)$.

(b) We may always assume that $A \in O(V)$. Indeed, if $A = O |A|$ is the polar decomposition of $A$ with $O = A |A|^{-1}$, then the homotopy $t \mapsto O(t \text{Id} + (1 - t)|A|)$ between $A$ and $O$ induces a $\Gamma$-invariant homotopy between the vector fields $\mathcal{X}_A$ and $O \mathcal{X}$, and the result follows from Lemma 2.1.

(c) In case where $A = \text{Id}$ is the identity, we obtain the class $[\mathcal{X}] \in K_0^\Gamma(C_r(V))$. It is the “canonical” generator of $K_0^\Gamma(C_r(V))$ as described by Kasparov in [15], § 5, and it follows from Kasparov’s Bott-periodicity theorem [15], Theorem 7 of § 5, that $[\mathcal{X}] \otimes_{C_r(V)} [D] = 1 \in R(\Gamma)$ (in the language of [15], the class $[\mathcal{X}]$ is denoted $\beta_V$ and $[D]$ is denoted $\alpha_V$).

Note that in case of the trivial group $\Gamma = \{e\}$ the above theorem reduces to an index computation given by Lück and Rosenberg in [20].

The quantity we will be interested in for our Lefschetz theorem is the component of the trivial representation in $\chi_{(\rho, A)}$: this is obtained by averaging the character over $\Gamma$; thus we derive the formula

Corollary 2.7. Suppose that $F: \mathcal{H}_{\text{even}} \to \mathcal{H}_{\text{odd}}$ is a $\Gamma$-equivariant Fredholm operator representing the Kasparov product $[\mathcal{X}_A] \otimes_{C_r(V)} [D] \in R(\Gamma)$. Then

$$\dim_{\mathbb{C}}(\ker^\Gamma F) - \dim_{\mathbb{C}}(\coker^\Gamma F) = \int_\Gamma \chi_{(\rho, A)}(g) \, dg$$

(normalized Haar measure) where $V^\Gamma$ denotes the $\Gamma$-fixed points of a $\Gamma$-module $V$. 
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Example 2.8. In this example we want to compute the class \([\mathcal{X}_A] \otimes \mathcal{C}_r(\mathbb{R}) [D_\mathbb{R}] \in \mathbb{R}(\Gamma)\) in the special case where \(V = \mathbb{R}\) is one-dimensional, following the lines of Kasparov’s [14], Example 3 on p. 760. This gives the key calculation for the proof of Theorem 2.5. By part (b) and (c) of the above remark we may assume that \(A\) is multiplication by \(-1\). Also, by Lemma 2.2 we may restrict everything to the interval \((-\pi, \pi)\). If we identify \(L^2(\Lambda^0_{\mathbb{C}}(-\pi, \pi))\) and \(L^2(\Lambda^1_{\mathbb{C}}(-\pi, \pi))\) with \(L^2(-\pi, \pi)\) in the canonical way, we can realize the class \([D_\mathbb{R}]\) by the matrix \(D = \begin{pmatrix} 0 & d/dx \\ d/dx & 0 \end{pmatrix}\). On the basis \(\{e_n \mid n \in \mathbb{Z}\}\) with \(e_n(x) = e^{inx}\) the operator \(d/dx\) acts by \(e_n \mapsto ine_n\), thus we obtain a bounded version \(\tilde{d}: L^2(-\pi, \pi) \to L^2(-\pi, \pi)\) of the operator \(d = d/dx\) by defining

\[
\tilde{d}e_n = i \text{sign}(n)e_n \quad \text{with} \quad \text{sign}(n) = \begin{cases} 0 & \text{if } n = 0, \\
 & n \neq 0. 
\end{cases}
\]

The vector field \(x \mapsto -x\) on \((-\pi, \pi)\) is homotopic to \(x \mapsto -\sin(\frac{x}{2})\). Thus, using Lemma 2.2 and the formula for the Kasparov product as given in (2.1) it follows that \([\mathcal{X}] \otimes \mathcal{C}_r(\mathbb{R}) [D_\mathbb{R}]\) is given by the \(\Gamma\)-equivariant index of the operator

\[
T := -\sin(\frac{x}{2}) + \cos(\frac{x}{2})\tilde{d}: L^2(-\pi, \pi) \to L^2(-\pi, \pi).
\]

To compute it we first calculate the index of the operator

\[
S := 2i e^{i\frac{\pi}{2}} T = (1 - e^{ix}) + i(e^{ix} + 1)\tilde{d},
\]

which in terms of the orthonormal basis \(\{e_n \mid n \in \mathbb{Z}\}\) is given by

\[
Se_n = \begin{cases} -2e_{n+1} & \text{if } n > 0, \\
e_0 - e_1 & \text{if } n = 0, \\
2e_n & \text{if } n < 0. 
\end{cases}
\]

It then follows from a short computation that \(\ker S = \{0\}\) and \(\coker S = \langle e_0 + e_1 \rangle\). Going back to the original operator \(T\) we get \(\ker T = \{0\}\) and \(\coker T\) is generated by \(\frac{1}{2}e^{-i\frac{\pi}{2}}(1 + e^{ix}) = \cos(\frac{x}{2})\).

If we write \(O(\mathbb{R}) = \{1, -1\}\), then the corresponding action of \(-1\) on \(L^2(-\pi, \pi) \cong L^2(\Lambda^1_{\mathbb{C}}(-\pi, \pi))\) is given by \(\xi \mapsto (x \mapsto -\xi(-x))\). Thus, on the generator \(\xi(x) = \cos(\frac{x}{2})\) of \(\coker T\) it acts by multiplication with \(-1\). It follows that \([\mathcal{X}] \otimes \mathcal{C}_r(\mathbb{R}) [D_\mathbb{R}] \in \mathbb{R}(\Gamma)\) is represented by the virtual character \(\chi\) given by

\[
\chi(g) = \begin{cases} -1 & \text{if } \rho(g) = 1, \\
1 & \text{if } \rho(g) = -1. 
\end{cases}
\]

The following lemma will allow to reduce the proof of Theorem 2.5 to the case of the above example.
Lemma 2.9. For \( i = 1, 2 \) let \( V_i \) be an Euclidean vector space with representation \( \rho_i : \Gamma \to O(V_i) \) and let \( A_i \in \text{GL}(V_i) \) commute with \( \rho_i \). Let \( V = V_1 \oplus V_2 \), \( \rho = \rho_1 \oplus \rho_2 \) and \( A = A_1 \oplus A_2 \). Then
\[
[X_A] \otimes_{C_r(V)} [D_V] = ([X_{A_1}] \otimes_{C_r(V_1)} [D_{V_1}]) \cdot ([X_{A_2}] \otimes_{C_r(V_2)} [D_{V_2}]) \in \text{R}(\Gamma).
\]

Proof. It is not difficult to check that under the canonical isomorphism \( C_r(V) \cong C_r(V_1) \otimes C_r(V_2) \) we get \([X_A] = [X_{A_1}] \otimes_{\mathbb{C}} [X_{A_2}]\) in \( \text{KK}^\Gamma(C_r(V), \mathbb{C}) \) (compare with the formula for \( \beta_V \) in [15], p. 546) and it is shown in [15], p. 547, that \([D_V] = [D_{V_1}] \otimes_{\mathbb{C}} [D_{V_2}]\) in \( \text{KK}^\Gamma(\mathbb{C}, C_r(V)) \). The result then follows from the associativity of the Kasparov product.

Proof of Theorem 2.5. Let \( g \in \Gamma \) be fixed. As observed in Remark 2.6 we may assume that \( \Gamma = \Gamma_g \) is the closed subgroup of \( O(V) \) generated by \( \rho(g) \) (which we then identify with \( g \)). We also observed that we may assume without loss of generality that \( A \in O(V) \). Let \( F \subseteq V \) be the set of \( g \)-fixed-points in \( V \) and let \( N = F^\perp \). Then \( F \) and \( N \) are both, \( g \)- and \( A \)-invariant, and therefore the result will follow from the above lemma if we can show that
\[
([X_{A_F}] \otimes_{C_r(F)} [D_F])(g) = \text{sign det}(A_F),
\]
where \( A_F \) denotes the restriction of \( A \) to \( F \), and
\[
([X_{A_N}] \otimes_{C_r(F)} [D_N])(g) = 1.
\]
Since \( \Gamma_g \) acts trivially on \( F \), we may choose an orthonormal basis \( \{v_1, \ldots, v_l\} \) of \( F \) and, up to homotopy, we may assume that \( A_F \) is given with respect to this basis by
\[
\begin{pmatrix}
\pm 1 & 0 \\
0 & I_{l-1}
\end{pmatrix}.
\]
If the upper left entry is 1 we have \([X_{A_F}] = [X]\) and the result follows from Kasparov’s Bott-periodicity theorem (see Remark 2.6 (c)). If the upper left entry is \(-1\), we apply the above lemma to the decomposition \( F = \langle v_1 \rangle \oplus \langle v_2, \ldots, v_l \rangle \).

Since \( A_F \) restricts to the identity on \( \langle v_1, \ldots, v_l \rangle \), this summand provides the factor \( +1 \) to the character at \( g \) and since \( g \) acts trivially on \( \langle v_1 \rangle \) it follows from Example 2.8 that the first summand provides the factor \(-1\) to the character at \( g \). This verifies (2.2).

To verify (2.3) we first consider the \(-1\) eigenspace \( V_{-1} \) for the action of \( g \) on \( N \). This is clearly \( \Gamma_g \)- and \( A \)-invariant, and we may consider the decomposition \( N = V_{-1} \oplus V_{-1}^\perp \) of \( N \) as in the lemma. If \( B \) denotes the restriction of \( A \) to \( V_{-1} \) we may again assume, up to \( \Gamma_g \)-invariant homotopy, that \( B = \begin{pmatrix} \pm 1 & 0 \\ 0 & I_{k-1} \end{pmatrix} \) with respect to a suitable orthonormal base \( \{w_1, \ldots, w_k\} \) of \( V_{-1} \). Decomposing
\[
V_{-1} = \langle w_1 \rangle \oplus \langle w_2, \ldots, w_k \rangle
\]
the second summand provides the factor \(-1\) by Bott-periodicity and the summand \( \langle w_1 \rangle \) provides also the factor \(-1\) by Example 2.8, since \( g \) acts via the flip on \( \mathbb{R}w_1 \).

We therefore may assume without loss of generality that the action of \( g \) on \( N \) does not have eigenvalues 1 or \(-1\). If \( N \neq \{0\} \) let \( \lambda_t = \cos(t) + i \sin(t) \) be a complex
eigenvalue for the action of $g$ on the complexification $N_{\mathbb{C}} = N + iN$ of $N$ and let $V_i \subseteq N_{\mathbb{C}}$ denote the corresponding eigenspace. Again, since $A$ commutes with $g$, it follows that $V_i$ is $A$-invariant. Since $A$ is orthogonal (and hence it acts unitarily on the complex vector space $V_i$) there exists a non-zero $A$-eigenvector $u = u_1 + iu_2 \in V_i$ for some eigenvalue $\lambda_s = \cos(s) + i \sin(s), s \in [0, 2\pi)$. It follows then from basic linear algebra that if we choose $u$ to be a unit vector in $N_{\mathbb{C}}$, then $\sqrt{2}u_1, \sqrt{2}u_2$ are orthogonal unit vectors in $N$ and then $g$ and $A$ act on the invariant subspace $\langle u_1, u_2 \rangle \subseteq N$ via rotation by the angles $t$ and $s$, respectively. But then we can $\Gamma_g$-equivariantly homotop the restriction of $A$ to $\langle u_1, u_2 \rangle$ to the identity, which shows that the direct summand $\langle u_1, u_2 \rangle$ provides the factor 1 to the character at $g$. Equation (2.3) now follows from a straightforward induction argument.

In the remaining part of this section we want to discuss briefly how Theorem 2.5 can also be obtained by appealing to Atiyah and Singer [1]. For ease of notation let $V = \mathbb{R}^n$ with standard inner product. The cycle $(L^2(\Lambda^*_C \mathbb{R}^n), D + X_A)$ is an unbounded representative for the Kasparov product of the classes $[\mathcal{X}] \otimes C_\tau(\mathbb{R}^n)/D$ (see [17], Lemma 4, and also [3] and [19] for the realization of KK-classes by unbounded operators), it therefore is a $\Gamma$-equivariant Fredholm operator on $L^2(\Lambda^*_C (\mathbb{R}^n))$ and has a $\Gamma$-equivariant index $\text{ind}_{\Gamma}^\Gamma(D + \mathcal{X}) \in \Gamma(R)$ such that

$$\text{ind}_{\Gamma}^\Gamma(D + \mathcal{X}) = [\mathcal{X}] \otimes C_\tau(\mathbb{R}^n)[D] \in \Gamma(R).$$

We now eliminate Clifford algebras from the picture, using the tangent bundle instead, using the well known KK$^\Gamma$-equivalence between $C_\tau(\mathbb{R}^n)$ and $C_0(T\mathbb{R}^n)$ (a consequence of Kasparov’s Bott-periodicity – see [15], § 5, Theorem 8, [5], 24.5). Under this equivalence $[D]$ becomes the class $[\mathcal{B}]$ of the Dolbeault operator on $T\mathbb{R}^n \cong \mathbb{C}^n$, and $[\mathcal{X}]$ becomes in the notation of Atiyah–Singer the Bott generator, $j_0!(1) \in KK^\Gamma(\mathbb{C}, C_0(T\mathbb{R}^n)) = K_0^\Gamma(T\mathbb{R}^n)$, where $j_0 : \{0\} \to \mathbb{R}^n$ is the inclusion of the origin of $\mathbb{R}^n$. Atiyah and Singer say the index map takes the class $j_0!(1)$ to 1. On the other hand, the class $[\mathcal{X}_A] \in K_0^\Gamma(C_\tau(\mathbb{R}^n))$ corresponds to $A_*(j_0!(1)) \in K_1^\Gamma(T\mathbb{R}^n)$. Therefore, following [1], computing $[\mathcal{X}_A] \otimes C_\tau(\mathbb{R}^n)[D] = \text{ind}_{\Gamma}^\Gamma(D + \mathcal{X}_A)$ is equivalent to computing the topological index $\text{ind}_{\Gamma}^\Gamma(A_*(j_0!(1))) \in \Gamma(R)$ as introduced in [1].

As before, in order to compute the character at $g$ it suffices to assume that $\Gamma = \Gamma_g$ is the subgroup of $O(n, \mathbb{R})$ generated by $\rho(g)$. For convenience, let $\beta_W \in O(n, \mathbb{R})(TW)$ be the Bott generator, whenever $W$ is a $\Gamma$-invariant linear subspace of $\mathbb{R}^n$. As is well known, $O(n, \mathbb{R})(TW)$ is a rank-one $R(\Gamma)$-module with generator $\beta_W$. Equivariant Bott periodicity $\text{ind}_{\Gamma}^\Gamma : O(n, \mathbb{R})(TW) \to \Gamma(R)$ commutes with the module action, and $\text{ind}_{\Gamma}^\Gamma(\beta_W) = 1 \in \Gamma(R)$ by Atiyah–Singer [1]. To be explicit, let $\sigma : \pi^*E \to \pi^*E$ be an odd endomorphism of $\mathbb{Z}/2$-graded bundles, with $\sigma$ an isomorphism outside of a compact subset of $T\mathbb{R}^n$, and so representing a class $a \in O(n, \mathbb{R})(T\mathbb{R}^n)$. Suppose $b \in \Gamma(R)$ is represented by a finite-dimensional $\Gamma$-vector space $V$. Then $a \cdot b$ is represented by $\sigma \otimes \text{Id}_V : \pi^*(E \otimes V) \to \pi^*(E \otimes V)$. 

\[\]
The cycle for $O(n, \mathbb{R})(T^n)$ representing $A_* \beta \mathbb{R}^n$ is given by the trivial $\mathbb{Z}/2$-graded bundle $T^n \times \Lambda^n_\mathbb{C}(\mathbb{R}^n)$ together with the odd endomorphism $\sigma : T^n \times \Lambda^n_\mathbb{C}(\mathbb{R}^n) \to T^n \times \Lambda^n_\mathbb{C}(\mathbb{R}^n)$ determined by the map $T^n \to \mathbb{C}^n$, $(x, \xi) \mapsto Ax + i\xi$ (using Clifford multiplication.) Note that as $Ax + i\xi$ vanishes only at the origin of $T^n$, the endomorphism $\sigma$ is an isomorphism outside of a compact set.

Let $F$ denote the fixed subspace of $g$ and $N = F^\perp$. We have a well-known isomorphism

$$\Lambda^n_\mathbb{C}(\mathbb{R}^n) \cong \Lambda^n_\mathbb{C}(F) \otimes \Lambda^n_\mathbb{C}(N)$$

(2.4)

of graded vector spaces, and there is a corresponding isomorphism of (trivial) bundles. Note that $F$ and $N$ are also $A$-invariant.

If we restrict $\sigma : T^n \times \Lambda^n_\mathbb{C}(\mathbb{R}^n) \to T^n \times \Lambda^n_\mathbb{C}(\mathbb{R}^n)$ to $TF$, then under the identification (2.4), the endomorphism $\sigma$, when restricted to $TF$, becomes the endomorphism $\sigma \otimes \text{Id}_N : TF \times \Lambda^n_\mathbb{C}(F) \otimes \Lambda^n_\mathbb{C}(N) \to TF \times \Lambda^n_\mathbb{C}(F) \otimes \Lambda^n_\mathbb{C}(N)$. Thus we have the following.

**Lemma 2.10.** If $i_F : F \to \mathbb{R}^n$ is the $\Gamma$-equivariant inclusion, then

$$i_F^*(A_*(\beta \mathbb{R}^n)) = \text{sign} \det(A_{|F}) \beta_F \cdot [\Lambda_\mathbb{C}^*(N)] \in O(n, \mathbb{R})(TF),$$

where $\Lambda_\mathbb{C}^*(N) \in R(\Gamma)$ is given by $\sum_i (-1)^i [\Lambda_\mathbb{C}^i N]$, an alternating sum of finite-dimensional $\Gamma$-spaces.

**Proof.** Given the preceding discussion, it is clear that

$$i_F^*(A_*(\beta \mathbb{R}^n)) = (A_{|F})_*(\beta_F) \cdot [\Lambda_\mathbb{C}^*(N)] \in O(n, \mathbb{R})(TF).$$

(2.5)

Since $\Gamma$ acts trivially on $F$ (and $TF$), if the restriction of $A$ to $F$ has positive determinant, it is $\Gamma$-equivariantly homotopic to the identity. If the determinant is negative, it is similarly homotopic to a reflection $Q$, and it is standard that $Q_*(\beta_F) = -\beta_F$ in non-equivariant K-theory, but then in this case also, because the $\Gamma$-action on $TF$ is trivial.

Following a pattern of argumentation in Atiyah–Segal [2], since $\rho(g)$ the generator of $\Gamma$ has no fixed points in $N$, the class $[\Lambda_\mathbb{C}^*(N)]$ is a unit in the localization $R(\Gamma)_g$ of the ring $R(\Gamma)$ at the prime ideal determined by $g$ (see [2], Lemma 2.7) – indeed, this prime ideal consists of all characters which vanish at $g$, while the character corresponding to $[\Lambda_\mathbb{C}^*(N)]$ is

$$g \mapsto \sum_{i=0}^{\text{dim}(N)} (-1)^i \text{trace}(g : \Lambda_\mathbb{C}^i N \to \Lambda_\mathbb{C}^i N) = \text{det}(1 - g|_N) \neq 0.$$

For this reason and the above calculation, it follows that $i_F^* : O(n, \mathbb{R})(T^n) \to O(n, \mathbb{R})(TF)$ is an isomorphism after localizing at $g$ (cf. [2], Proposition 2.8). Since $i_F^*(\beta \mathbb{R}^n) = \beta_F \cdot [\Lambda_\mathbb{C}^*(N)]$ by the same argumentation with $A$ set equal to the identity,
we get that $i_F^*(A_\cdot \beta_{\mathbb{R}^n}) = \text{sign det}(A|_F) i_F^*(\beta_{\mathbb{R}^n})$ and hence since $i_F^*$ is an isomorphism after localization at $g$, that $A_\cdot (\beta_{\mathbb{R}^n}) = \text{sign det}(A|_F) \beta_{\mathbb{R}^n}$ after localization at $g$. Therefore, taking $\text{ind}_G^1$ of both sides and using that $\text{ind}_G^1(\beta_{\mathbb{R}^n}) = 1 \in R(\Gamma)$, gives that $\text{ind}_G^1(A_\cdot \beta_{\mathbb{R}^n}) = \text{sign det}(A|_F) 1 \in R(\Gamma)_g$. Evaluation of characters at $g$ passes to the localization, and is compatible with evaluation before localization, whence evaluating the above expression at $g$ gives that $\text{ind}_G^1(A_\cdot \beta_{\mathbb{R}^n})(g) = \text{sign det}(A|_F)$ as required. This gives the second proof of Theorem 2.5.

3. The Lefschetz theorem

Let the countable group $G$ act isometrically, properly and co-compactly on the Riemannian manifold $X$ (it follows that $X$ is complete.) Let $\phi: X \to X$ be a smooth map. We are going to formulate and prove a Lefschetz fixed-point formula in this context using the discussion in Section 1 on Poincaré duality between $\Lambda = C_0(X) \rtimes G$ and $\hat{\Lambda} = C_F(X) \rtimes G$. To get an endomorphism of the algebra $\Lambda$ and to be adequate for the formulation of the Lefschetz theorem, we need a couple of assumptions on the map $\phi$ on the manifold $X$. First we require the following compatibility of the map $\phi$ and the $G$-action on $X$:

**Assumption 3.1.** There is an automorphism $\zeta: G \to G$ such that

$$\phi(\zeta(g)x) = g(\phi(x)) \quad \text{for all } x \in X.$$  

The assumption ensures that the maps $f \mapsto f \circ \phi$ and $g \mapsto \zeta(g)$ constitute a covariant pair for the action of $G$ on $C_0(X)$. We obtain an automorphism

$$\alpha: C_0(X) \rtimes G \to C_0(X) \rtimes G. \quad (3.1)$$

Next we require a transversality assumption on $\phi$. Suppose for the moment that the $G$-action on $X$ is free. Then $G \setminus X$ is a manifold, and since $\phi$ maps orbits to orbits, we obtain a smooth map $\hat{\phi}: G \setminus X \to G \setminus X$. In this case, we want to demand that $\hat{\phi}$ is in general position: that is, that its graph is transverse to the diagonal in $G \setminus X \times G \setminus X$.

By definition of the smooth structure on $G \setminus X$, this means the following: If $x \in X$, $g \in G$ such that $\phi(gx) = x$, then the map

$$\text{Id} - d(\phi \circ g)(x): T_x X \to T_x X \quad (3.2)$$

is non-singular.

If the $G$-action is not free, $G \setminus X$ is not a manifold. But the reformulation of the condition that $\hat{\phi}$ be in general position given above still makes sense. We thus impose the following
**Assumption 3.2.** For every \( g \in G \), the smooth map \( \phi \circ g : X \to X \) is in general position, i.e., (3.2) holds for all \( x \in X \) with \( \phi(gx) = x \).

The abstract Lefschetz theorem (see [9]) asserts that the Lefschetz number equals an index-theoretic pairing, i.e.,

\[
\text{Lef}([\alpha]) = ([\hat{\alpha}], \Delta),
\]

where \( \text{Lef}([\alpha]) \) is the Lefschetz number of \( \alpha \) defined by

\[
\text{Lef}([\alpha]) := \text{trace}_* (\alpha_* : K_*(C_0(X) \times G)_{\mathbb{Q}} \to K_*(C_0(X) \times G)_{\mathbb{Q}})
\]

(which only depends on \([\alpha] \in KK(C_0(X) \times G, C_0(X) \times G)) and \([\hat{\alpha}]\) denotes the Poincaré dual of \([\alpha]\) which more exactly equals \( \alpha_*(\sigma_* \Delta) \in KK(\mathbb{C}, \Lambda \otimes \hat{\Lambda}) \), where, as before, \( \sigma : \hat{\Lambda} \otimes \Lambda \to \Lambda \otimes \hat{\Lambda} \) denotes the flip map.

Therefore, in order to prove Theorem 0.1, we want to compute the pairing \( \alpha_*(\sigma_* \Delta) \otimes_{\Lambda \otimes \hat{\Lambda}} \alpha^*(\Delta) \), which we will focus on instead.

We set \( F_\varepsilon := \{(x, g) \in X \times G \mid \rho(gx, x) < \varepsilon\} \),

where \( \rho \) denotes the metric on \( X \). Give \( F_\varepsilon \) the structure of a \( G \)-space by restricting the following action of \( G \) on \( X \times G \):

\[
h(x, g) := (hx, \zeta(h)gh^{-1}).
\]

Let \( F = F_0 \) in the above notation, so \( F = \{(x, g) \mid \phi(gx) = x\} \). Then \( F_\varepsilon \) is a neighbourhood of \( F \) and \( F_\varepsilon \to F \) as \( \varepsilon \to 0 \). Note also that \( G \) leaves \( F_\varepsilon \) (and likewise \( F = F_0 \)) invariant, as if \( \rho(\phi(gx), x) < \varepsilon \) then

\[
\rho(\phi(\xi(h)gh^{-1}hx), hx) = \rho(h\phi(gx), hx) = \rho(\phi(gx), x) < \varepsilon.
\]

Let \( V_\varepsilon \) be the set of first coordinates of points in \( F_\varepsilon \). Then \( V_\varepsilon \) is a \( G \)-set for \( \varepsilon \geq 0 \). Let \( V := V_0 \).

**Lemma 3.3.** The set \( V \) is discrete. Furthermore, if \( \delta > 0 \), there exists \( \varepsilon > 0 \) such that every component of \( V_\varepsilon \) is contained in a \( \delta \)-ball in \( X \) with center in \( V \).

**Proof.** Suppose \((x_j)\) and \((g_j)\) are sequences in \( X \) and \( G \) respectively such that \( \phi(g_jx_j) = x_j \), the \( x_j \) are all distinct, and \( x_j \to x_0 \) for some \( x_0 \). Let \( h_j \) such that \( \zeta(h_j) = g_j^{-1} \). Then \( \phi(x_j) = h_jx_j \). Since \( x_j \to x_0, \phi(x_j) \to \phi(x_0), \) and hence \( h_jx_j \to \phi(x_0) \). But then

\[
\rho(h_jx_0, \phi(x_0)) \leq \rho(h_jx_0, h_jx_j) + \rho(h_jx_j, \phi(x_0)) \to 0.
\]

But since the \( G \)-action is proper, there are only finitely many \( h \in G \) which map \( x_0 \) to any fixed, pre-compact neighbourhood of \( \phi(x_0) \). Hence \( h_j = h \) for some \( h \) and
almost all $j$. We may assume $h_j = h$ for all $j$, which gives that $g_j = g$ for all $j$ and then $\phi \circ g$ has an accumulation point amongst its fixed points, which contradicts Assumption 3.2. This argument proves that $V$ is discrete.

For the second statement, observe that $\{V_{1/n}\}$ is a nested sequence whose intersection is $V$. Using the $G$-compactness of $X$, we see that, given $\delta > 0$, there exists $n \in \mathbb{N}$ such that $V_{1/n}$ is contained in the $\delta$-neighbourhood of $V$. By the first statement, the second statement now follows.

Since $V$ is discrete and the $G$-action on $X$ is co-compact, $V$ splits into finitely many $G$-orbits. Observe that the set of such orbits has an obvious correspondence with the set

$$\text{Fix}(\hat{\phi}) := \{ p \in X \mid \hat{\phi}(\hat{p}) = \hat{p} \},$$

where $\hat{\phi}$ is the induced map $G \setminus X \to G \setminus X$ and $\hat{p}$ denotes an orbit of $p$. Let us denote each $G$-orbit in $V$ corresponding to each point $p \in \text{Fix}(\hat{\phi})$ by $V_p$.

The $G$-set $F$ admits a similar decomposition, $F = \bigsqcup F_p$, where $F_p = \{(x, h) \in F \mid x \in V_p\}$. For each $V_p$ fix an element $g_p \in G$ such that $\phi(g_p p) = p$. Let $L_p := g_p K_p$ be the coset of $K_p := \text{Stab}_G(p)$. Then one can see that $L_p = \{g \in G \mid \phi(g p) = p\}$.

From this, we get the following. Consider a point $g p \in V_p$. Then there exists $h \in G$ such that $\phi(h g p) = g p$, and hence $\phi(\zeta(g)^{-1}h g p) = p = \phi(g p)$, so that $g_p p = \zeta(g)^{-1} h g p$ and $g_p^{-1} \zeta(g)^{-1} h g \in K_p$. Hence $h$ lies in the twisted conjugate $\zeta(g)L_p g^{-1}$ of $L_p$. The converse of this statement is also true.

Hence we can write

$$V_p = \{g p \mid g K_p \in G/K_p\}, \quad F_p = \{(g p, h) \mid g K_p \in G/K_p, \ h \in \zeta(g) L_p g^{-1}\}.$$  

Similarly, we get decompositions of $V_\varepsilon$ and $F_\varepsilon$. By Lemma 3.3, we may choose $\delta > 0$ small enough so that all the $\delta$-balls centered at the points of $V$ are disjoint and therefore there exists $\varepsilon > 0$ such that

$$V_\varepsilon = \bigsqcup_{\substack{p \in \text{Fix}(\hat{\phi})\ g K_p \in G/K_p}} V_{\varepsilon, g p}, \quad (3.4)$$

where $V_{\varepsilon, g p}$ is the part of $V_\varepsilon$ which is contained in the $\delta$-ball centered at the point $g p \in V$. Similarly,

$$F_\varepsilon = \bigsqcup_{\substack{p \in \text{Fix}(\hat{\phi})\ g K_p \in G/K_p}} F_{\varepsilon, g p}, \quad (3.5)$$

where

$$F_{\varepsilon, g p} = \{(x, h) \in X \times G \mid x \in V_{\varepsilon, g p}, \ h \in \zeta(g) L_p g^{-1}\}.$$  

In what follows, we shall describe the pairing $\sigma^* \hat{\Lambda} \otimes_{\hat{\Lambda} \hat{\Lambda}} \sigma^* \Delta$ as a direct sum of Kasparov products which live on the Hilbert spaces $L^2(\Lambda^2(V_\varepsilon)(p))^{\Gamma_{p,g}}$, where $\Gamma_{p,g} \subseteq K_p$ denotes the stabilizer of $g \in L_p$ under the conjugation action.
Proof. If we regard the elements of \( \mathcal{C}_\tau(X) \) for \( \tau \) above. Then the elements of \( \mathcal{C}_\tau(X) \) being \( C_0(X) \times G \) and \( \hat{\Lambda} \) for \( C_\tau(X) \times G \).

After twisting \( \Delta \) by \( \alpha \), we obtain the Hilbert space \( L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \) equipped with a twisted representation of \( \Lambda \otimes \hat{\Lambda} \) whose explicit form we state for the record (compare with the untwisted version in (1.6) and (1.7)): the algebra \( \Lambda = C_0(X) \times G \) acts via the covariant pair

\[
f(\xi \otimes e_g) = g^{-1}(f \circ \phi)(\xi \otimes e_g), \quad h \cdot (\xi \otimes e_g) = \xi \otimes e_{\xi(h)g}
\]

for \( f \in C_0(X), h \in G \) and \( \xi \otimes e_g \in L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \). The algebra \( \hat{\Lambda} = C_\tau(X) \times G \) acts by the covariant pair

\[
\varphi(\xi \otimes e_g) = \varphi(\xi) \otimes e_g, \quad h \cdot (\xi \otimes e_g) = h(\xi) \otimes e_{\xi^{-1}gh} \quad (3.7)
\]

for \( \varphi \in C_\tau(X), h \in G \) and \( \xi \otimes e_g \in L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \). Recall that \( \mathcal{E} \) is the completion of \( C_c(X) \mathcal{F}_U \otimes \mathbb{C} G \) with respect to a certain inner product, where \( U = \{(x, y) \mid \rho(x, y) < \varepsilon\} \) for some \( \varepsilon > 0 \) from Remark 1.5 (iv). We may choose (and fix) \( \varepsilon \) such that (3.4) is satisfied for a suitable \( \delta > 0 \).

Notice that there is a well-defined inclusion of the algebraic tensor product \( C_c(X) \mathcal{F}_U \otimes \mathbb{C} G \) into \( \Lambda \otimes \hat{\Lambda} \) given by sending the elementary tensor \( \alpha \otimes [h] \) to the element \( \alpha([h] \otimes [h])) \in (C_0(X) \otimes C_\tau(X)) \times (G \times G) \cong \Lambda \otimes \hat{\Lambda} \). Using this inclusion, we obtain a natural pairing

\[
M : (C_c(X) \mathcal{F}_U \otimes \mathbb{C} G) \times (L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G) \to L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G
\]

given by applying the action of \( \Lambda \otimes \hat{\Lambda} \) as described in (3.7) to the image of \( C_c(X) \mathcal{F}_U \otimes \mathbb{C} G \) under the above described inclusion.

Recall that \( F_\varepsilon = \{(x, g) \in X \times G \mid \rho(\phi(gx), x) < \varepsilon\} \). We denote by \( L^2(\Lambda^*_\mathcal{C}F_\varepsilon) \) the set of all \( \xi \in L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \) which live on \( F_\varepsilon \) in the obvious sense (by viewing the elements of \( L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \) as sections on \( X \times G \)). We then get

**Lemma 3.4.** Let \( \alpha \otimes [h] \in C_c(X) \mathcal{F}_U \otimes \mathbb{C} G \) act on \( L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \) as described above. Then \( (\alpha \otimes [h]) \cdot L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \subseteq L^2(\Lambda^*_\mathcal{C}F_\varepsilon) \), where \( L^2(\Lambda^*_\mathcal{C}F_\varepsilon) \) denotes the set of \( L^2 \)-sections on \( F_\varepsilon \) which vanish outside some compact subset of \( F_\varepsilon \).

**Proof.** If we regard the elements of \( L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \) as sections on \( X \times G \) in the canonical way, it follows from (3.7) that the action of \( \alpha \otimes [h] \) on such section \( \mu \in L^2(\Lambda^*_\mathcal{C}X) \otimes \ell^2 G \) is given by the formula

\[
((\alpha \otimes [h]) \cdot \mu)(x, g) = \alpha(\phi(gx), x) \ell_h^x(\mu(h^{-1}x, \xi(h^{-1}gh))), \quad (3.8)
\]
where $d_h^x : \mathcal{Cl}(T_h^{-1}X) \to \mathcal{Cl}(T_x X)$ is the isomorphism underlying the action of $G$ on $C_t(X)$. Thus the result follows directly from the fact that $\alpha$ is compactly supported in $U_\epsilon = \{(x, y) \mid \rho(x, y) < \epsilon\}$. 

In what follows let $P \subseteq X$ be a fixed set of representatives for $\text{Fix}(\phi^G) = G \setminus V$, with $V$ as in the discussion in the beginning of this section. Let

$$S := \{(p, gK_p) \mid p \in P, gK_p \in G/K_p\},$$

where $K_p$ denotes the stabilizer of $p$ in $G$. Recall from (3.5) that for $\epsilon > 0$ small enough, the set $F_\epsilon$ decomposes into a disjoint union

$$F_\epsilon = \bigsqcup_{(p, gK_p) \in S} F_{\epsilon,g_p},$$

with

$$F_{\epsilon,g_p} = \{(x, h) \in X \times G \mid x \in V_{\epsilon,g_p}, h \in \zeta(g)L_p g^{-1}\}.$$

Note that $G$ acts unitarily on $L^2(\Lambda^*_C F_\epsilon)$ via

$$(s\mu)(x, g) = d^x_h(\mu(s^{-1}x, \zeta(s^{-1})gs))$$

for $s \in G, \mu \in L_c^2(\Lambda^*_C F_\epsilon)$, where, by abuse of notation, $d^x_h : \Lambda^*_C(T_h^{-1}X) \to \Lambda^*_C(T_x X)$ is the isometry induced by the differential $d_h^x : T_h^{-1}X \to T_x X$. This action restricts to well-defined actions of $K_p = \text{Stab}_G(p)$ on $F_{\epsilon,g_p}$ for all $p \in P$. As usual, we let $L^2(\Lambda^*_C F_{\epsilon,p})^{K_p}$ denote the $K_p$-invariant elements in $L^2(\Lambda^*_C F_{\epsilon,p})$.

In what follows, we equip $L^2_c(\Lambda^*_C F_\epsilon)$ with a new inner product given by

$$\langle \mu, v \rangle = \sum_{s \in G} \langle s(\mu), v \rangle_{L^2(\Lambda^*_C F_\epsilon)}$$

with action of $G$ on $L^2_c(\Lambda^*_C F_\epsilon)$ as explained above. Note that this inner product makes sense, since $G$ acts properly on $F_\epsilon$ and $\mu$ and $v$ are compactly supported. We denote by $\mathcal{H}_\epsilon$ the Hausdorff completion of $L^2_c(\Lambda^*_C F_\epsilon)$ with respect to this inner product.

**Lemma 3.5.** Consider the composition $\Phi = \Psi \circ M$ of maps

$$\mathcal{E} \hat{\otimes} \Lambda \hat{\otimes} \Lambda (\mathcal{L}^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G) \xrightarrow{M} \mathcal{H}_\epsilon \xrightarrow{\Psi} \bigoplus_{p \in P} L^2(\Lambda^*_C F_{\epsilon,p})^{K_p},$$

where $M$ is given on elementary tensors by the pairing of Lemma 3.4 and where

$$\Psi(\eta) = \bigoplus_{p \in P} \frac{1}{\sqrt{|K_p|}} \sum_{s \in G} s\eta|_{F_{\epsilon,p}}$$

for $\eta \in L^2_c(\Lambda^*_C F_\epsilon)$. Then $\Phi$ is an isometric isomorphism of Hilbert spaces.
Proof. Using formulas (1.8), (3.6), (3.7) and (3.8), we compute for all \( \alpha_i \hat{\otimes} [h_i] \in C_c(X)\mathcal{F}_U \hat{\otimes} \mathbb{C} G \) and \( \mu_i \in L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G, \ i = 1, 2:

\[
\langle (\alpha_1 \hat{\otimes} [h_1]) \hat{\otimes}_{\Lambda} \mu_1, (\alpha_2 \hat{\otimes} [h_2]) \hat{\otimes}_{\Lambda} \mu_2 \rangle_{\mathcal{L}(\Lambda^*_C X) \hat{\otimes} \ell^2 G} = \sum_{g \in G} \int_X \langle (\alpha_2 \hat{\otimes} [h_2], \alpha_1 \hat{\otimes} [h_1]) \mu_1 (x, g), \mu_2 (x, g) \rangle \, dx
\]

\[
= \sum_{g \in G} \sum_{s \in G} \int_X \langle (h_2^{-1}(\alpha_2^* s(\alpha_1))[h_2^{-1} s h_1] \hat{\otimes} [h_2^{-1} s]) \mu_1 (x, g), \mu_2 (x, g) \rangle \, dx
\]

\[
= \sum_{g \in G} \sum_{s \in G} \int_X (h_2^{-1}(\alpha_2^* s(\alpha_1))(\phi(g x), x) d_x^{h_2^{-1} s h_1}) (\mu_1 (h_1^{-1} s^{-1} h_2, \xi(s^{-1} h_2) g h_2^{-1} s h_1), \mu_2 (x, g)) \, dx
\]

\[
= \sum_{g \in G} \sum_{s \in G} \int_X (d_x^{h_2^{-1} s h_1}(\alpha_2^* s(\alpha_1)(h_2 \phi(g x), h_2 x)) d_x^{h_2^{-1} s h_1}) (\mu_1 (h_1^{-1} s^{-1} h_2, \xi(s^{-1} h_2) g h_2^{-1} s h_1), \mu_2 (x, g)) \, dx.
\]

Now, applying on both sides the unitary transformation \( v \mapsto h_2 v \) given by the formula in (3.9), the above term transforms into

\[
\sum_{g \in G} \sum_{s \in G} \int_X (\langle d_x^{h_2^{-1} s h_1}(\alpha_2^* s(\alpha_1)(\phi(g x), x)) d_x^{h_2^{-1} s h_1}) (\mu_1 (h_1^{-1} s^{-1} h_2, \xi(s^{-1} h_2) g h_2^{-1} s h_1), \mu_2 (x, g)) \, dx
\]

\[
= \sum_{g \in G} \sum_{s \in G} \int_X (\langle d_x^{h_2^{-1} s h_1}(\alpha_2^* s(\alpha_1)(\phi(g x), x)) d_x^{h_2^{-1} s h_1}) (\mu_1 (h_1^{-1} s^{-1} h_2, \xi(s^{-1} h_2) g h_2^{-1} s h_1), \mu_2 (x, g)) \, dx
\]

\[
= \sum_{s \in G} \sum_{g \in G} \int_X (s((\alpha_1 \hat{\otimes} [h_1]) \cdot \mu_1)(x, g), (\alpha_2 \hat{\otimes} [h_2]) \cdot \mu_2(x, g)) \, dx
\]

\[
= \sum_{s \in G} \langle s((\alpha_1 \hat{\otimes} [h_1]) \cdot \mu_1), (\alpha_2 \hat{\otimes} [h_2]) \cdot \mu_2 \rangle_{\mathcal{L}(\Lambda^*_C F_\varepsilon)}.
\]

This demonstrates that \( M \) extends to a well-defined unitary homomorphism from \( \mathcal{E} \hat{\otimes}_{\Lambda} (L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G) \) to \( \mathcal{H}_\varepsilon \), and it is not difficult to see that it has dense image. Thus the result will follow if we can show that \( \Psi : \mathcal{H}_\varepsilon \to \bigoplus_{p \in P} L^2(\Lambda^*_C F_{\varepsilon,p})^{K_p} \) is also isometric (it clearly has dense image). After decomposing \( F_\varepsilon \) into the disjoint union \( \bigsqcup_{(p,g) \in S} F_{g,p} \), we may assume without loss of generality that \( P = \{ p \} \) is a single point. Then \( L_\varepsilon^2(\Lambda^*_C F_\varepsilon) \) can be written as the set of finite sums \( \eta = \sum_{g \in K_p} \eta_g \) with \( \eta_g \) supported on \( F_{g,p} \). Each such function is of the form \( g \eta' \) for some \( \eta' \in L^2(\Lambda^*_C F_{\varepsilon,p}) \). So assume now that \( \eta, \nu \in L^2(\Lambda^*_C F_{\varepsilon,p}) \) and \( g, h \in G \). Then

\[
\langle g \eta, h \nu \rangle_{\mathcal{H}_\varepsilon} = \sum_{s \in G} \langle s(g \eta, h \nu) \rangle_{\mathcal{L}^2(\Lambda^*_C F_\varepsilon)}
\]

\[
= \sum_{s \in G} \langle s(g \eta, h \nu) \rangle_{\mathcal{L}^2(\Lambda^*_C F_\varepsilon)} = \sum_{s \in K_p} \langle s(g \eta, h \nu) \rangle_{\mathcal{L}^2(\Lambda^*_C F_\varepsilon)}.
\]
On the other hand, we have

\[
\Psi(g\eta) = \frac{1}{\sqrt{|K_p|}} \sum_{s \in G} s \eta|_{F_{e,p}} = \frac{1}{\sqrt{|K_p|}} \sum_{s \in K_p} s \eta|_{F_{e,p}}
\]

from which we get

\[
\langle \Psi(g\eta), \Psi(hv) \rangle_{L^2(\Lambda_C^* F_{e,p})} = \frac{1}{|K_p|} \sum_{s,t \in K_p} \langle s\eta, tv \rangle_{L^2(\Lambda_C^* F_{e,p})} = \sum_{s \in K_p} \langle s\eta, vv \rangle_{L^2(\Lambda_C^* F_{e,p})},
\]

which now proves that \( \langle \Psi(\eta), \Psi(v) \rangle_{L^2(\Lambda_C^* F_{e,p})} = \langle \eta, v \rangle_{\mathcal{H}_e} \) for all \( \eta, v \in L^2(\Lambda_C^* F_{e}) \).

Since \( K_p \) acts on \( F_{e,p} = V_{e,p} \times L_p \) by \( h \cdot (x, g) = (hx, \zeta(h)gg^{-1}) \) as defined in (3.3), and also since one can consider \( L^2(\Lambda_C^* F_{e,p}) \) as a direct sum of copies of \( L^2(\Lambda_C^* V_{e,p}) \), one summand for each point in \( L_p \), we have

\[
L^2(\Lambda_C^* F_{e,p})_{K_p} = \bigoplus_g L^2(\Lambda_C^* V_{e,p})_{\Gamma_{p,g}},
\]

where \( g \) runs through a given set \( \Sigma_p \) of representatives for the orbits in \( L_p \) under the twisted conjugation by \( K_p \) and \( \Gamma_{p,g} \subset K_p \) denotes the stabilizer of \( g \) under this action. Thus, combining this observation with the above lemma we get

\[
\mathcal{E} \otimes \Lambda \otimes \hat{\Lambda} (L^2(\Lambda_C^* X) \otimes L^2G) \cong \bigoplus_{\Sigma} L^2(\Lambda_C^* V_{e,p})_{\Gamma_{p,g}} = \bigoplus_{\Sigma} \mathcal{H}_{p,g},
\]

with \( \Sigma = \bigcup_{p \in P} \Sigma_p \) and \( \mathcal{H}_{p,g} = L^2(\Lambda_C^* V_{e,p}) \).

We are now going to compute the operator. To this end let \( g \in L_p \). Since \( \rho(\phi(gx), x) < \varepsilon \) for all \( x \in V_{e,p} \) and \( g \in L_p \), we have \( (\phi(gx), x) \in U_e \) for all such \( x \) and \( g \). Thus we have a well-defined vector field \( \theta_{p,g} : V_{e,p} \rightarrow TV_{e,p} \) given by \( \theta_{p,g}(x) = \theta_e(\phi(gx), x) \) with \( \theta_e(z, x) = \rho(z, x) d_x \rho(z, x) \) as in Remark 1.5 (iv). It determines a class \( \Theta_{g,p} \in KK_{\Gamma_{p,g}}(\mathbb{C}, C_{\tau}(V_{e,p})) \) as in the previous section. Indeed, since \( ||d_x \rho(z, x)|| = 1 \) for all \( z, x \in X \) with \( z \neq x \), it follows that \( \theta_{p,g}(x)^2 - 1 \rightarrow 0 \) if \( x \rightarrow \infty \) in \( V_{e,p} \), and therefore the class \( \Theta_{p,g} \) is given directly via Clifford multiplication of \( \theta_{p,g} \) on \( C_{\tau}(V_{e,p}) \). On the other hand, we can consider the Dirac-class \( [D_{p,g}] = [DV_{e,p}] \) in \( KK_{\Gamma_{p,g}}(C_{\tau}(V_{e,p}), \mathbb{C}) \). It is represented by the restriction \( F_{p,g} \) of the bounded de Rham operator \( F = D(1 + D^2)^{-1/2} \) to \( L^2(\Lambda_C^* (V_{e,p})) \).

The Kasparov product \( \Theta_{p,g} \otimes_{C_{\tau}(V_{e,p})} [D_{p,g}] \in KK_{\Gamma_{p,g}}(\mathbb{C}, \mathbb{C}) \) is represented by the pair \( (\mathcal{H}_{p,g}, P_{p,g}) \), with \( \mathcal{H}_{p,g} = L^2(\Lambda_C^* (V_{e,p})) \) and

\[
P_{p,g} = \lambda_{\theta_{p,g}}(x) + \lambda_{\theta_{p,g}}^*(x) + \sqrt{1 - ||\theta_{p,g}(x)||^2} F_{p,g}.
\]
We then get well-defined classes $[(\mathcal{H}_{p,g}^\Gamma, Q_{p,g})] \in \text{KK}(\mathbb{C}, \mathbb{C})$ for each pair $(p, g) \in S$. We now get

**Proposition 3.6.** The class $\alpha^* \Delta \hat{\otimes} \Lambda \hat{\otimes} \Lambda \alpha^* \Delta \in \text{KK}(\mathbb{C}, \mathbb{C})$ is equal to the sum

$$\sum_{(p, g) \in \Sigma} [(H_{p,g}^\Gamma, Q_{p,g})] \in \text{KK}(\mathbb{C}, \mathbb{C}).$$

**Proof.** Recall the operators $F \hat{\otimes} 1 = D(1 + D^2)^{-1/2} \hat{\otimes} 1$ and $\theta_G$ from Definitions 1.10 and 1.11. Under the identification, $E \hat{\otimes} \Lambda \hat{\otimes} \Lambda L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G \cong \bigoplus_{p \in P} L^2(\Lambda^*_C F_{\epsilon,p})K_p$ of Lemma 3.5, $\theta_G \hat{\otimes} 1$ on $E \hat{\otimes} \Lambda \hat{\otimes} \Lambda L^2(\Lambda^*_C X) \hat{\otimes} \ell^2 G$ corresponds to the operator $\tilde{\Theta}$ given point-wise by $\lambda_{\tilde{\theta}(x,g)} + \lambda^*_v$, with $\tilde{\theta}(x,g) = \theta(\phi(gx), x)$ and where $\lambda_v$ denotes exterior multiplication with $v$. Observe that

$$h \tilde{\theta}(x,g) = d_h^X(\tilde{\theta}(h^{-1}x, \xi(h)^{-1}gh)) = d_h^X(\tilde{\theta}(h^{-1}gx, h^{-1}x)) = \tilde{\theta}(\phi(gx), x) = \tilde{\theta}(x,g),$$

since $\theta$ is $G$-invariant. Thus $\tilde{\Theta}$ descends to an operator on each $L^2(\Lambda^*_C F_{\epsilon,p})K_p$. Under the decomposition $L^2(\Lambda^*_C F_{\epsilon,p})K_p \cong \bigoplus_{g \in \Sigma_p} \mathcal{H}_{p,g}$, this operator becomes the sum $\bigoplus_{g \in \Sigma_p}(\lambda_{\theta_{p,g}(x)} + \lambda^*_{\theta_{p,g}(x)})$ as in (3.10). Similarly, the operator $1 \otimes (F \hat{\otimes} 1)$ descends to the sum of the de Rham operators $F_{p,g}$ under the decomposition $E \otimes \Lambda \hat{\otimes} \Lambda L^2(\Lambda^*_C X) \otimes \ell^2 G \cong \bigoplus_{(p,g) \in \Sigma} \mathcal{H}_{p,g}^{\Gamma_{p,g}}$. To check that the sum of the operators

$$Q_{p,g} = \lambda_{\theta_{p,g}(x)} + \lambda^*_{\theta_{p,g}(x)} + \sqrt{1 - ||\theta_{p,g}(x)||^2}F_{p,g}$$

on $\bigoplus_{(p,g) \in \Sigma} \mathcal{H}_{p,g}^{\Gamma_{p,g}}$ satisfies the axioms of a Kasparov product as explained in Remark 2.3, it is enough to check that $T := \bigoplus_{(p,g)} F_{p,g}$ is a $F \hat{\otimes} 1$ connection. But this follows from the description of the isomorphism $\Phi$ of Lemma 3.5: If $\xi = \alpha \hat{\otimes} [h] \in C_c(X)\mathcal{F}_U \hat{\otimes} \mathbb{C} G$, and if we consider $T$ as an operator on $\bigoplus_{p \in P} L^2(\Lambda^*_C F_{\epsilon,p})K_p$ via the obvious identifications, then the operator

$$F_\xi := \Theta_\xi(F \hat{\otimes} 1) - (-1)^{\deg \xi \deg F} T \Theta_\xi \in B(L^2(\Lambda^*_C(X) \hat{\otimes} \ell^2 G), \bigoplus_{p \in P} L^2(\Lambda^*_C F_{\epsilon,p})K_p)$$

can be described as the composition of the operator $[\Pi(\alpha[h] \hat{\otimes} [h]), F_2 \hat{\otimes} 1] \in \mathcal{K}(L^2(\Lambda^*_C(X) \hat{\otimes} \ell^2 G)$ followed by a projection to the $L^2$-sections on a finite union of

(Compare with (2.1) in the proof of Lemma 2.2 above.) Since $P_{p,g}$ is $\Gamma_{p,g}$-invariant, it restricts to an operator $Q_{p,g}$ on the subspace of the $\Gamma_{p,g}$-invariant vectors in $\mathcal{H}_{p,g}$. We then get well-defined classes

$$[(\mathcal{H}_{p,g}^\Gamma, Q_{p,g})] \in \text{KK}(\mathbb{C}, \mathbb{C})$$
components in $F_{\varepsilon}$ (which are determined by the support of $\alpha$), and then followed by the operator $\Psi$ of Lemma 3.5, which becomes bounded when restricted to the set of $L^2$-sections on a fixed finite number of components of $F_{\varepsilon}$. Thus $F_{\varepsilon}$ is a composition of a compact operator by bounded operators, hence it is compact. This finishes the proof.

Finally, in order to get the corresponding integer for the class $\hat{\Delta} \hat{\otimes} \hat{\Delta} \alpha^*\Delta \in KK(\mathbb{C}, \mathbb{C}) \cong \mathbb{Z}$, we want to compute the index of the operator $H$, which is the sum of indexes of $Q_{p,g}$ for all $(p, g) \in \Sigma$. That is,

$$\sigma_* \hat{\Delta} \hat{\otimes} \hat{\Delta} \alpha^*\Delta = \sum_{(p, g) \in \Sigma} \text{ind}(Q_{p, g}).$$

We do this by first computing the classes $[(\mathcal{H}_{p,g}, P_{p,g})] \in R(\Gamma_{p,g})$ and then computing from this the index of $Q_{p, g}$ as in Corollary 2.7.

To compute $[(\mathcal{H}_{p,g}, P_{p,g})] \in R(\Gamma_{p,g})$, we linearize using the exponential map so that we are considering a similar problem in Euclidean space. So in what follow we may assume that $p = 0$ is the origin in $\mathbb{R}^n$ and $V_{\varepsilon,p}$ is some open neighborhood of $p = 0$ in $\mathbb{R}^n$. By choosing $\varepsilon$ small enough, we may further assume that $p = 0$ is the only fixed point of the differential map $x \mapsto \phi(gx)$. This implies that the vector field $\theta_{p,g} : V_{\varepsilon,p} \to TV_{\varepsilon,p}$ only vanishes at the point $p = 0$. The group $\Gamma_{p,g}$ acts on $TV_{p,0}$ through the standard action of $O(n, \mathbb{R})$ on $\mathbb{R}^n$. Let $\rho_{p,g} : \Gamma_{p,g} \to O(n, \mathbb{R})$ be the corresponding representation.

We know from Lemma 2.1 that the class $[(\mathcal{H}_{p,g}, P_{p,g})] \in R(\Gamma_{p,g})$ only depends on the homotopy class of $\theta_{p,g}$, where, by Lemma 2.2 we may restrict $\theta_{p,g}$ to arbitrarily small open balls around 0.

Note first that under the identification of $V_{\varepsilon,p}$ with a neighborhood of 0 in $\mathbb{R}^n$ via the exponential map, the metric, call it $\rho$, on $V_{\varepsilon,p}$ is not necessarily the flat metric coming from $\mathbb{R}^n$. However the convex combination of the metric $\rho$ and the Euclidean metric, $\rho_{\mathbb{R}^n}$, gives a homotopy, $\rho_t$, between these two metrics. That, in turn, gives a homotopy, $\theta_t := \frac{\partial}{\partial \varepsilon}(d_x(\rho_t))(\phi(gx), x)$ of corresponding vector fields. Therefore without loss of generality, we may assume that the set $V_{\varepsilon,p}$ is equipped with the Euclidean metric and that $\theta_{p,g}(x) = x - (\phi \circ g)(x)$. By calculus, $x - (\phi \circ g)(x) = (\text{Id}_{\mathbb{R}^n} - d(\phi \circ g)(p)) \cdot x + \psi(x)$ for some $\psi$ such that $\frac{\psi(x)}{||x||} \to 0$ as $x \to 0$. Then, in a small neighbourhood of $p = 0$, $t \mapsto (\text{Id}_{\mathbb{R}^n} - d(\phi \circ g)(p)) \cdot x + t\psi(x)$ gives a homotopy, $\theta_{p,g} \sim (\text{Id}_{\mathbb{R}^n} - d(\phi \circ g)(p)) \cdot x = W_{p,g}X$ with $W_{p,g} = \text{Id}_{\mathbb{R}^n} - d(\phi \circ g)(p)$.

It follows then from Lemma 2.5 together with Corollary 2.7 that

$$\text{ind}(Q_{p,g}) = \frac{1}{||\gamma_{p,g}||} \sum_{g \in \Gamma_{p,g}} \chi(\rho_{p,g}, W_{p,g})(g),$$

where $\chi(\rho, A)(h) = \text{sign det}(A|_{\text{Fix}(h)})$ is the orientation character as in Definition 2.4.

Putting all together, we have the following theorem:
Theorem 3.7. The pairing \([\langle \hat{\alpha}, \Delta \rangle] \) is given by

\[
\langle \hat{\alpha}, \Delta \rangle = \sum_{(p,g) \in \Sigma} \frac{1}{|\Gamma_{p,g}|} \sum_{h \in \Gamma_{p,g}} \chi_{(\rho_{p,g}, w_{p,g})}(h).
\]

The above theorem together with the abstract Lefschetz theorem of [9] proves our Lefschetz fixed point theorem, Theorem 0.1.

We now discuss an example.

Example 3.8. Let \(G \cong \mathbb{Z} \times \mathbb{Z} / 2\mathbb{Z} \) be the infinite dihedral group. It is the subgroup of \(\text{Iso}(\mathbb{R})\) generated by \(u(x) = -x\) and \(w(x) = x + 1\). It has the relation \(uwu = w^{-1}\), and has two conjugacy classes of finite subgroups \(K_1 := \langle u \rangle = \text{Stab}_G(0)\), and \(K_2 := \langle wu \rangle = \text{Stab}_G(\frac{1}{2})\). A fundamental domain for the action is the interval \([0, \frac{1}{2}]\).

Note that \(0 \neq \frac{1}{2} \in \hat{\mathbb{R}}\), where we use dot notation to indicate orbits.

The K-theory of \(C_0(\mathbb{R}) \rtimes G\) is \(\mathbb{Z}^3\) in dimension 0 and is trivial in dimension 1. A general property of proper actions tells us that \(C(G \setminus \mathbb{R}) = C[0, 1]\) is strongly Morita equivalent to an ideal in \(C_0(\mathbb{R}) \rtimes G\), and one K-theory generator corresponds under this strong Morita equivalence and the inclusion of the ideal, to the class of the unit in \(C(G \setminus \mathbb{R})\). We denote this class \([E]\). The other two projections come from the \(C^*(K_i), i = 1, 2\). We denote them \([p_i]\), \(i = 1, 2\).

Let \(\phi : \mathbb{R} \to \mathbb{R}, \phi(x) = -x - \frac{1}{2}\).

Let \(\zeta : G \to G\) be \(\zeta(u) = uw\) and \(\zeta(w) = w^{-1}\). Then \(\zeta\) extends to an automorphism of \(G\), and \(\phi(\zeta(x)) = g\phi(x)\) is easily checked for \(g = w, u\), so that we get a covariant pair. The map \(\phi\) has one fixed orbit, which is \(\frac{1}{4}\); note that \(\phi\) itself fixes \(\frac{1}{4}\). The derivative at this point is \(-1\), so that we get a positive sign attached to this point. Since \(\frac{1}{4}\) has no isotropy in \(G\), we only get a contribution of \(+1\) from this fixed orbit: the local side of the Lefschetz formula is equal to \(1\). On the global side, since \(\zeta(K_1) = K_2\), there is no tracial contribution from the summands \(\mathbb{Z} p_1 \oplus \mathbb{Z} p_2\), and therefore \(\text{trace}_s(\alpha_*) = 1\), with \(\alpha : C_0(\mathbb{R}) \rtimes G \to C_0(\mathbb{R}) \rtimes G\) the induced automorphism.

For a second example, let \(\zeta\) be the identity. Let \(\phi\) be a small perturbation of the identity map \(\mathbb{R} \to \mathbb{R}\) which can be roughly described as follows. Firstly, \(\phi\) maps the interval \([0, \frac{1}{2}]\) to itself. It fixes \(0\) and \(\frac{1}{2}\), and has derivative zero at both these points. It also fixes the point \(\frac{4}{4}\), and has derivative rather large at this point (in particular greater than \(1\)). Finally, \(\phi\) is extended to a \(G\)-equivariant map \(\mathbb{R} \to \mathbb{R}\) in the obvious way.

Clearly \(\phi\) is proper \(G\)-homotopic to the identity, so its graded trace on K-theory is \(3\). It has three fixed orbits \(\hat{0}, \hat{1} 4, \text{and } \hat{1} 2\), which are actually fixed points in \(\mathbb{R}\). The first and third of these come with a positive sign, and are weighted by the number of conjugacy classes (i.e., the number of elements) in the isotropy groups \(K_1\) and \(K_2\) of these points. We thus get a contribution of \((1 + 1) + (1 + 1) = 4\) from the first and third fixed points, and, since \(\frac{1}{2}\) has no isotropy and \(\phi'(\frac{1}{2}) > 1\), we get a contribution of \(-1\) from the second fixed point, with a net contribution of \(3\), as required.
On the other hand, if we change the above map \( \phi \) just to have now large derivatives at 0 and \( \frac{1}{2} \) and zero derivative at \( \frac{1}{4} \). Then we get a contribution \( 0 + 1 \) from 0 and also the same from \( \frac{1}{2} \), and 1 from \( \frac{1}{4} \), with a net contribution of 3 again.
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