Variational models for phase separation
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The paper deals with the asymptotic behaviour (as $\varepsilon \to 0$) of a family $F_\varepsilon(u,v)$ of integral functionals in the framework of phase separation. In order to obtain a selection criterion for the minima of the usual double-well, non-convex free energy involving the phase-variable $u$, we add a gradient term in a new variable $v$ which is related to $u$ through the $L^2$-distance between $u$ and $v$, weighted by a coefficient $\alpha$. We prove that the limit as $\varepsilon \to 0$ is a minimal area model with a surface tension of non-local form. The well-known Modica–Mortola constant can be recovered in this setting as a limit case when $\alpha \to +\infty$.
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1. Introduction

In this paper we study the asymptotic behaviour of a family of integral functionals, showing their close connection with classical models for phase separation.

A material, e.g. a fluid, which may be in either of two phases, fills a bounded regular region $\Omega$ in space. A configuration of the system can be described by a function on $\Omega$ which takes value 0 on the subset of $\Omega$ occupied by one phase, and value 1 where the material is in the other phase. We could also think of $u$ as the density of the fluid, taking either of two different values $a$ and $b$.

A physically reasonable criterion requires that the interface between the two phases at the equilibrium has minimal area. This corresponds to postulating a free energy of the form

$$F(u) = \sigma \mathcal{H}^2(S(u)), \quad (1.1)$$

where $\sigma$ is the surface tension, $S(u)$ is the discontinuity set of $u$ and $\mathcal{H}^2$ denotes the 2-dimensional surface measure. The minimization of $F$ is considered among all admissible configurations $u$.

A different approach assumes that the free energy, per unit volume, is a prescribed function $W$ of the density distribution $u$. Thus the stable configurations of the fluid minimize the total energy

$$E(u) = \int_\Omega W(u(x)) \, dx,$$

under the constraint of prescribed total mass: $\int_\Omega u(x) \, dx = m$. Assume $W$ is of “double-well” type, with minima located at $u = a$ and $u = b$. The addition of an affine function to $W$ does not change the minimum problem because of the condition $\int_\Omega u(x) \, dx = m$; thus we can assume the same level for both the minima at $a$ and $b$.
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If $a|\Omega| < m < b|\Omega|$, the minimum problem for $E(u)$ admits infinitely many piecewise constant solutions with values $a$ and $b$ (see, e.g., [10]), without any condition on the interface between the sets $\{u = a\}$ and $\{u = b\}$ corresponding to the phases. A modification of the model therefore is needed to select some sort of “physically preferred” solutions. The Van der Waals and Cahn–Hilliard approach consists in the addition of a penalty on the density gradient, thus considering the total energy

$$G_\varepsilon(u) = \int_\Omega (W(u) + \varepsilon^2 |\nabla u|^2) \, dx,$$

where $\varepsilon > 0$ is a small parameter. A link between the two models can be established via the asymptotic analysis for $\varepsilon \to 0$. More precisely, a suitable rescaling $\lambda_\varepsilon G_\varepsilon$ (which admits the same minimizers) is needed to give rise to a non-trivial limit functional. In [17] (see also [18]) Modica proved that, under the constraint of prescribed mass, the $\Gamma$-limit of

$$F_\varepsilon(u) = \frac{1}{\varepsilon} G_\varepsilon(u) = \frac{1}{\varepsilon} \int_\Omega W(u) + \varepsilon \int_\Omega |\nabla u|^2$$

is finite only if $u$ is a function of bounded variation and $u \in \{a, b\}$ a.e., and in that case it is given by (1.1), with

$$\sigma = 2 \int_a^b \sqrt{W(s)} \, ds = \inf \left\{ \int_\mathbb{R} \left( W(u) + (u')^2 \right) : \lim_{{t \to -\infty}} u(t) = a, \lim_{{t \to +\infty}} u(t) = b \right\}. \quad (*)$$

A variant proposed for the Cahn–Hilliard functional $F_\varepsilon$ reads as follows (see [15], [1], [2]):

$$E_\varepsilon(u) = \frac{1}{\varepsilon} \int_\Omega W(u(x)) \, dx + \frac{1}{4\varepsilon^2} \int_\Omega \int_\Omega e^{-|x-y|/\varepsilon} (u(x) - u(y))^2 \, dx \, dy. \quad (1.3)$$

This corresponds to the replacement of the Dirichlet term $\varepsilon^2 \int_\Omega |\nabla u|^2$ in $G_\varepsilon$ with a non-local term where spatial inhomogeneity, weighted with an influence kernel, is penalized.

In such a case (see [3] for interaction potentials more general than the exponential kernel above) the limit as $\varepsilon \to 0$ is again the functional (1.1), but with a different surface tension:

$$\sigma = \inf \left\{ \int_\mathbb{R} W(u(t)) \, dt + \frac{1}{4} \int_\mathbb{R} \int_\mathbb{R} e^{-|x-t|/\varepsilon} (u(t) - u(x))^2 \, dx \, dt : \lim_{{t \to -\infty}} u(t) = a, \lim_{{t \to +\infty}} u(t) = b \right\}. \quad (**)$$

In this paper we consider the following generalization of $F_\varepsilon$:

$$F_\varepsilon(u, v) = \frac{1}{\varepsilon} \int_\Omega W(u) + \frac{\alpha}{\varepsilon} \int_\Omega (u - v)^2 + \varepsilon \int_\Omega |\nabla v|^2,$$

where $\alpha$ is a positive parameter. Let us notice that in the one-dimensional setting these functionals were proposed by Rogers and Truskinovsky in [21] (see also [9]) as a model for the longitudinal deformation of an elastic bar which could take into account an elastic energy of Ericksen’s type together with an internal scalar variable which measures the deviation from one-dimensional deformation.
We shall show that the limit functional $F(u, v)$ is finite if and only if $u$ is a function of bounded variation and $u = v \in [a, b]$ a.e., and again it is given by (1.1), with a surface tension of type $(\ast \ast)$ (here we assume $a = 0$ and $b = 1$):

$$\sigma = \sigma(\alpha) = \sqrt{\alpha} \inf \left\{ \int_{\mathbb{R}} W(u) + \frac{\alpha^2}{4} \int_{\mathbb{R}^2} e^{-\sigma|x-y|} (u(x) - u(y))^2 \, dx \, dy : \lim_{t \to -\infty} u(t) = 0, \lim_{t \to +\infty} u(t) = 1 \right\}.$$ 

However, the surface tension $(\ast)$ corresponding to the family $F_\epsilon(u)$ in (1.2) will be recovered for $\alpha \to +\infty$.

Actually, we shall consider, in place of $\int_{\Omega} |\nabla v|^2$ in $F_\epsilon(u, v)$, a more general anisotropic term $\int_{\Omega} g^2(\nabla v)$, with $g$ positively 1-homogeneous. This will give rise, in the limit, to an anisotropic term of the form $\int_{S(u)} \varphi(v_u) \, d\mathcal{H}^2$, where $v_u$ is a normal unit vector field on $S(u)$.

**Notation and preliminaries.**

The Lebesgue measure in $\mathbb{R}^n$ and the $(n-1)$-dimensional Hausdorff measure will be denoted respectively by $\mathcal{L}^n$ and $\mathcal{H}^{n-1}$; we shall also use the notation $|E|$ instead of $\mathcal{L}^n(E)$. $B_r(x)$ will be the open ball with centre $x$ and radius $r$, and $S^{n-1}$ the boundary of the ball $B_1(0)$.

**Functions of bounded variation and sets of finite perimeter.** For the general theory of this topic we refer to [13][14][16]; here we recall some definitions and properties we shall use in what follows.

Given an open subset $\Omega$ of $\mathbb{R}^n$, a function $u : \Omega \to \mathbb{R}$ is said to be of bounded variation ($u \in BV(\Omega)$) if $u \in L^1(\Omega)$ and its distributional derivatives $D_i u$ are Radon measures with finite total variation in $\Omega$.

If $u \in L^1_{\text{loc}}(\Omega)$ we say that $z \in \mathbb{R}$ is the approximate limit of $u$ in $\Omega$ ($z = \text{ap}\lim_{y \to x} u(y)$) if

$$\lim_{\rho \to 0} \rho^{-n} \int_{B_\rho(x) \cap \Omega} |u(y) - z| \, dy = 0.$$ 

The set $S(u)$ of points where this property does not hold is called the approximate discontinuity set of $u$. The set $S(u)$ is a Borel set, and $|S(u)| = 0$. If $u \in BV(\Omega)$, then $S(u)$ is countably $(n-1)$-rectifiable, and there exist Borel functions $u^+ , u^- : S(u) \to \mathbb{R}$ such that for $\mathcal{H}^{n-1}$-a.e. $x \in S(u)$,

$$\lim_{\rho \to 0} \rho^{-n} \int_{B_\rho(x) \cap \Omega} |u(y) - u^+(x)| \, dy = 0, \quad \lim_{\rho \to 0} \rho^{-n} \int_{B_\rho(x) \cap \Omega} |u(y) - u^-(x)| \, dy = 0,$$

where $B_\rho^+(x) = \{ y \in B_\rho(x) : \langle y-x, v_y(x) \rangle > 0 \}$ and $B_\rho^-(x) = \{ y \in B_\rho(x) : \langle y-x, v_y(x) \rangle < 0 \}$.

If $u \in BV(\Omega)$ we denote by $\nabla u$ the density of the absolutely continuous part $D^a u$ of the vector measure $Du$ with respect to the Lebesgue measure. Let $D^j u$ be the singular part of $Du$, and define $D^j u = Du \setminus S(u)$ and $D^c u = Du \setminus (\Omega \setminus S(u))$ (the jump and Cantor part of $Du$, respectively). We say that $u$ is a *special function of bounded variation* ($u \in SBV(\Omega)$) if $D^c u = 0$; in that case the following decomposition of $Du$ holds:

$$Du = \nabla u \mathcal{L}^n + (u^+ - u^-) v_u \mathcal{H}^{n-1} \setminus S(u).$$
If $E$ is a Borel subset of $\mathbb{R}^n$, the essential boundary $\partial^* E$ of $E$ is defined as
\[ \partial^* E = \{ x \in \mathbb{R}^n : \limsup_{\rho \to 0} \rho^{-n} |B_\rho(x) \cap E| > 0, \limsup_{\rho \to 0} \rho^{-n} |B_\rho(x) \setminus E| > 0 \}. \]

It turns out that the discontinuity set of the characteristic function $\chi_E$ coincides with $\partial^* E$, i.e.
\[ S(\chi_E) = \partial^* E. \tag{1.4} \]

It can be proved (see [14]) that for any open subset $\Omega$ of $\mathbb{R}^n$,
\[ \int_{\Omega} |D\chi_E| = \mathcal{H}^{n-1}(\Omega \cap \partial^* E). \tag{1.5} \]

In particular, if $E$ is a bounded Borel subset, then $\chi_E \in BV(\Omega)$ if and only if $\mathcal{H}^{n-1}(\Omega \cap \partial^* E) < +\infty$ (in such a case, $E$ is said to have finite perimeter in $\Omega$).

**Supremum of a family of measures.** Taking into account the regularity of positive Borel measures and the standard properties of the least upper bound of a family of measures, we get the following result (see, e.g., [3] Proposition 1.16):

**Proposition 1.1** Let $\Omega$ be an open subset of $\mathbb{R}^n$ and $\mathcal{F}$ a finite, positive set function defined on the family of open subsets of $\Omega$. Let $\mu$ be a positive Borel measure on $\Omega$, and $(f_i)_{i \in I}$ a family of positive Borel functions on $\Omega$. Assume that $\mathcal{F}(A) \geq \int_A f_i \, d\mu$ for all $A$ and $i$, and that $\mathcal{F}(A \cup B) \geq \mathcal{F}(A) + \mathcal{F}(B)$ whenever $A, B \subseteq \Omega$ and $\overline{A \cap B} = \emptyset$ (superadditivity). Then $\mathcal{F}(A) \geq \int_A (\sup_i f_i) \, d\mu$ for every $A$.

**$\Gamma$-convergence.** We recall the notion of $\Gamma$-convergence (we refer to [11] for a complete analysis of the subject). Let $(X, d)$ be a metric space, $F_\varepsilon : X \to \overline{\mathbb{R}} (\varepsilon > 0)$ a family of functionals, and $F : X \to \overline{\mathbb{R}}$. We say that $\{F_\varepsilon\}$ $\Gamma$-converges to $F$ at $x \in X$ as $\varepsilon \to 0$ if:

(i) for every infinitesimal sequence $\{\varepsilon_j\}$ and for every sequence $\{x_j\}$ converging to $x$ in $X$, we have $F(x) \leq \liminf_{j \to \infty} F_{\varepsilon_j}(x_j)$;

(ii) for every infinitesimal sequence $\{\varepsilon_j\}$ there exists a sequence $\{x_j\}$ converging to $x$ in $X$ such that $F(x) = \lim_{j \to \infty} F_{\varepsilon_j}(x_j)$.

If (i) and (ii) hold for every $x \in X$ we say that $\{F_\varepsilon\}$ $\Gamma$-converges to $F$ in $X$, and write $F = \Gamma\lim_{\varepsilon \to 0} F_\varepsilon$.

**Remark 1.2** (a) Condition (ii) in the previous definition can be replaced by

(ii') for every $\eta > 0$ and for every infinitesimal sequence $\{\varepsilon_j\}$ there exists a sequence $\{x_j\}$ converging to $x$ in $X$ such that $F(x) \geq \limsup_{j \to \infty} F_{\varepsilon_j}(x_j) - \eta$.

(b) If $F_\varepsilon = G$ is constant with respect to $\varepsilon$, the $\Gamma$-limit exists and coincides with the lower semicontinuous envelope of $G$ with respect to the topology induced by $d$.

**Remark 1.3** The $\Gamma'$-lower limit and the $\Gamma''$-upper limit of $\{F_\varepsilon\}$ are defined as follows:
\[ F'(x) = \inf \{ \liminf_{j \to \infty} F_{\varepsilon_j}(x_j) : \varepsilon_j \to 0, x_j \to x \}, \]
\[ F''(x) = \inf \{ \limsup_{j \to \infty} F_{\varepsilon_j}(x_j) : \varepsilon_j \to 0, x_j \to x \}. \]

It is not difficult to see that $F'$ and $F''$ are both lower semicontinuous and that $\{F_\varepsilon\}$ $\Gamma$-converges if and only if $F' = F''$. 


2. Setting of the problem and statement of the results

Let \( n \geq 1 \) be fixed. Let \( W \) and \( g \) be given functions satisfying the following conditions:

- \( W : \mathbb{R} \to [0, +\infty) \) belongs to \( C^0(\mathbb{R}) \) and \( W(t) = 0 \) if and only if \( t \in \{0, 1\} \); moreover \( W \) has at least linear growth at \( \pm\infty \);
- \( g : \mathbb{R}^n \to [0, +\infty) \) is Lipschitz continuous and positively 1-homogeneous, and \( g(\xi) > 0 \) if \( \xi \neq 0 \). Moreover, we assume that \( g(-\xi) = g(\xi) \) for every \( \xi \).

For every open subset \( \Omega \) of \( \mathbb{R}^n \) and for every \( \varepsilon > 0 \), we define \( F_\varepsilon(u, v; \Omega) : [L^1(\Omega)]^2 \to [0, +\infty] \) as follows:

\[
F_\varepsilon(u, v; \Omega) = \begin{cases} 
\frac{1}{\varepsilon} \int_{\Omega} W(u) + \frac{\alpha}{\varepsilon} \int_{\Omega} (u - v)^2 + \varepsilon \int_{\Omega} g^2(Dv) & \text{if } v \in H^1(\Omega), \\
+\infty & \text{otherwise},
\end{cases}
\]

where \( \alpha \) is a given positive constant. Moreover, for every measurable \( \varphi : \mathbb{R} \to \mathbb{R} \) and \( \psi \in H^1_{\text{loc}}(\mathbb{R}) \) let

\[
\mathcal{F}^\alpha(\varphi, \psi) = \int_{\mathbb{R}} W(\varphi) + \alpha \int_{\mathbb{R}} (\varphi - \psi)^2 + \int_{\mathbb{R}} (\psi')^2,
\]

\[
\mathcal{E}^\alpha(\varphi) = \int_{\mathbb{R}} W(\varphi) + \alpha^2 \int_{\mathbb{R}^2} e^{-\alpha|x-y|}(\varphi(x) - \varphi(y))^2 \, dx \, dy.
\]

It will be useful to introduce the following function spaces. Given \( a, b \in \mathbb{R} \) and a bounded interval \( I \subseteq \mathbb{R} \), we shall denote by \( H^1_{a,b}(I) \) (respectively \( H^1_{a,b}(\mathbb{R}) \)) the subset of \( H^1(I) \) (respectively \( H^1_{\text{loc}}(\mathbb{R}) \)) whose elements have (limit) boundary values \( a, b \).

Moreover, we set

\[
X = \{ \varphi : \mathbb{R} \to [0, 1] \text{ measurable such that } \lim_{x \to -\infty} \varphi(x) = 0, \lim_{x \to +\infty} \varphi(x) = 1 \}.
\]

In this paper we prove the following theorem about the asymptotic behaviour of \( \{F_\varepsilon\} \) as \( \varepsilon \to 0 \):

**Theorem 2.1** For every bounded open subset \( \Omega \) of \( \mathbb{R}^n \) the functionals \( F_\varepsilon(\cdot, \cdot; \Omega) : [L^1(\Omega)]^2 \to [0, +\infty] \) as \( \varepsilon \to 0 \), to the functional \( F(\cdot, \cdot; \Omega) : [L^1(\Omega)]^2 \to [0, +\infty] \) defined by

\[
F(u, v; \Omega) = \begin{cases} 
c_w(\alpha) \int_{S(u)} g^{**}(v_u) \, dH^{n-1} & \text{if } u, v \in BV(\Omega) \text{ and } u = v \in \{0, 1\} \text{ a.e.,} \\
+\infty & \text{otherwise},
\end{cases}
\]

where \( g^{**} \) denotes the convex hull of \( g \), and

\[
c_w(\alpha) = \sqrt{\alpha} \inf \\{ \mathcal{E}^\alpha(\varphi) : \varphi \in X \}.
\]

Furthermore, we shall look into the behaviour of the surface tension term \( c_w(\alpha) \), recovering, in the limit as \( \alpha \to +\infty \), the well-known Modica–Mortola constant (17, 18). More precisely we prove (see §5):

**Proposition 2.2** (a) The following representation holds:

\[
c_w(\alpha) = \inf \{ \mathcal{F}^\alpha(\varphi, \psi) : \varphi \in X, \psi \in H^1_{0,1}(\mathbb{R}), \varphi, \psi \text{ increasing} \}.
\]

Moreover, the infimum on the right-hand side is attained.
(b) The map \( c_w : \alpha \mapsto c_w(\alpha) \) is strictly increasing, and
\[
\lim_{\alpha \to +\infty} c_w(\alpha) = \min \left\{ \int_{\mathbb{R}} W(\varphi) + \int_{\mathbb{R}} (\varphi')^2 : \varphi \in H^1_0(\mathbb{R}) \right\}.
\]

**Remark 2.3** (a) One can easily see that it is enough to establish Theorem 2.1 when \( \alpha = 1 \), the general case following with \( W \) and \( g \) replaced by \( W/\alpha \) and \( g/\sqrt{\alpha} \), respectively.

(b) The proof of Theorem 2.1 relies on the study of functionals obtained by suitable restrictions of \( F_\varepsilon \) to parallel lines ("slicing method"). Thus, we consider the 1-dimensional case first, taking the following family \( F^\beta_\varepsilon(\cdot, \cdot ; I) : [L^1(I)]^2 \to [0, +\infty] \) into account:
\[
F^\beta_\varepsilon(u, v; I) = \begin{cases} 
\frac{1}{\varepsilon} \int_I W(u) + \frac{1}{\varepsilon} \int_I (u - v)^2 + \varepsilon \beta^2 \int_I (u')^2 & \text{if } v \in H^1(I), \\
+\infty & \text{otherwise},
\end{cases}
\]
where \( I \subseteq \mathbb{R} \) is an open set and \( \beta > 0 \). Notice that for every \( \sigma > 0 \),
\[
F^\beta_{\varepsilon/\sigma} = \sigma F^\beta_{\varepsilon/\sigma};
\]
in particular
\[
F^\beta_{\varepsilon/\beta} = \beta F^\beta_{\varepsilon}.
\]
Therefore, the proof will come down to the case \( \beta = 1 \).

### 3. The 1-dimensional case

As noticed in Remark 2.3, the asymptotic behaviour of \( \{F^\beta_\varepsilon\} \), stated in Corollary 3.2 below, can be immediately deduced from the case \( \beta = 1 \); hence, for every open subset \( I \) of \( \mathbb{R} \) we shall consider the functionals \( F_\varepsilon(\cdot, \cdot ; I) : [L^1(I)]^2 \to [0, +\infty] \) defined by
\[
F_\varepsilon(u, v; I) = \begin{cases} 
\frac{1}{\varepsilon} \int_I W(u) + \frac{1}{\varepsilon} \int_I (u - v)^2 + \varepsilon \beta^2 \int_I (u')^2 & \text{if } v \in H^1(I), \\
+\infty & \text{otherwise},
\end{cases} \tag{3.1}
\]

**Theorem 3.1** For every open subset \( I \subseteq \mathbb{R} \), \( \{F_\varepsilon(\cdot, \cdot ; I)\} \) \( \Gamma \)-converges, in \([L^1(I)]^2 \) as \( \varepsilon \to 0 \), to the functional \( F : [L^1(I)]^2 \to [0, +\infty] \) defined by
\[
F(u, v; I) = \begin{cases} 
c \#S(u) & \text{if } u, v \in BV(I), u = v \text{ and } u \in \{0, 1\} \text{ a.e.}, \\
+\infty & \text{otherwise},
\end{cases}
\]
where
\[
c = \inf[\mathcal{E}(\cdot) : \varphi \in X]
\]
\[
= \inf \left\{ \int_{\mathbb{R}} W(\varphi) + \frac{1}{4} \int_{\mathbb{R}^2} e^{-|x-y|} (\varphi(x) - \varphi(y))^2 \, dx \, dy : \varphi \in X \right\}.
\]

**Corollary 3.2** Let \( F^\beta_\varepsilon \) be as in Remark 2.3(b). Then for every open subset \( I \subseteq \mathbb{R} \), \( \{F^\beta_\varepsilon(\cdot, \cdot ; I)\} \) \( \Gamma \)-converges, in \([L^1(I)]^2 \) as \( \varepsilon \to 0 \), to \( \beta F(\cdot, \cdot ; I) \), where \( F \) is defined in Theorem 3.1

In the proof of Theorem 3.1 it will be enough to consider the case \( I = (-1, 1) \). The extension to an arbitrary interval \((a, b)\) is immediate since \( F_\varepsilon(u, v, (a, b)) = F_\sigma(\varphi, \psi, (-1, 1)) \) with \( \sigma = \frac{2\varepsilon}{b-a} \).
\[ u(x) = \psi \left( \frac{2x-a-b}{b-a} \right) \text{ and } v(x) = \psi \left( \frac{2x-a-b}{b-a} \right). \] Moreover, it is not difficult to see that the \( \Gamma^- \)-\( \lim \inf \) inequality for a single bounded interval implies the same inequality for a disjoint countable union of open intervals (bounded or unbounded), hence for an arbitrary open set (recall property (1.5) for characteristic functions). Finally, the recovery sequence exhibited in the proof of the \( \Gamma^- \)-\( \lim \sup \) inequality is obtained by a local argument which naturally extends to the case of a general open set.

The \( \Gamma^- \)-\( \lim \inf \) and \( \Gamma^- \)-\( \lim \sup \) inequalities will be proved in Proposition 3.3 and 3.6 respectively, when \( I = (-1, 1) \) (recall Remark 1.2). We shall refer to \( F_e(u,v;(-1,1)) \) simply as \( F_e(u,v) \).

### 3.1 The \( \Gamma^- \)-lower limit

This section is devoted to proving the following:

**Proposition 3.3** Let \( \{\varepsilon_j\} \) be a positive infinitesimal sequence. Then

\[
\liminf_{j \to \infty} F_{\varepsilon_j}(u_j, v_j) \geq F(u,v) \tag{3.2}
\]

whenever \( \{u_j\}, \{v_j\} \) are sequences converging in \( L^1(-1,1) \) to \( u \) and \( v \), respectively.

Let \( u, v \) and \( \{u_j\}, \{v_j\} \) be as in the statement. We can suppose that the left-hand side in (3.2) is finite and is a limit; therefore we can also assume that \( \sup_j F_{\varepsilon_j}(u_j,v_j) = k < +\infty \), and that \( \{u_j\}, \{v_j\} \) also converge a.e. Since \( F_{\varepsilon_j}(u_j,v_j) \leq k \) for every \( j \), an application of the Fatou Lemma gives

\[
\int_{-1}^{1} (W(u) + (u - v)^2) \, dx \leq \liminf_{j \to \infty} \int_{-1}^{1} (W(u_j) + (u_j - v_j)^2) \, dx \leq \lim_{j \to \infty} (\varepsilon_j k) = 0.
\]

Hence \( u \in [0,1] \) a.e. and \( u = v \) a.e. We can assume \( u_j, v_j \in [0,1] \); indeed, if \( \hat{u}_j = (0 \vee u_j) \wedge 1 \) and \( \hat{v}_j = (0 \vee v_j) \wedge 1 \) then \( \{\hat{u}_j\} \) and \( \{\hat{v}_j\} \) converge to \( u \) and \( v \) in \( L^1 \), and \( F_{\varepsilon_j}(\hat{u}_j, \hat{v}_j) \leq F_{\varepsilon_j}(u_j, v_j) \).

If \( S(u) = \emptyset \) there is nothing to prove. Let \( N \leq \#S(u) \), and \( \{t_1, \ldots, t_N\} \subseteq S(u) \). Then we can find intervals \( I_i = (a_i, b_i), i = 1, \ldots, N, \) such that \( -1 < a_1 < b_1 < \cdots < a_N < t_N < b_N < 1 \), and, as \( j \to \infty \),

\[
u_j(a_i), v_j(a_i) \to u(a_i) \in [0,1], \quad u_j(b_i), v_j(b_i) \to u(b_i) \in [0,1],
\]

with \( u(a_i) \neq u(b_i) \). We have

\[
F_{\varepsilon_j}(u_j, v_j) \geq \sum_{i=1}^{N} F_{\varepsilon_j}(u_j, v_j, I_i). \tag{3.3}
\]

Now, consider the \( i \)th term of the sum; without loss of generality we can suppose \( u(a_i) = 0, \) \( u(b_i) = 1 \); indeed, the following argument is easily adapted to the case \( u(a_i) = 1, u(b_i) = 0 \), and gives exactly the same result. For every \( j \) define

\[
\tilde{u}_j(x) = \begin{cases}
0 & \text{if } x \in (-1, a_i - \varepsilon_j), \\
u_j(a_i) + \frac{u_j(a_i)}{\varepsilon_j}(x - a_i) & \text{if } x \in [a_i - \varepsilon_j, a_i), \\
u_j(x) & \text{if } x \in [a_i, b_i], \\
u_j(b_i) + \frac{1 - u_j(b_i)}{\varepsilon_j}(x - b_i) & \text{if } x \in (b_i, b_i + \varepsilon_j], \\
1 & \text{if } x \in (b_i + \varepsilon_j, 1),
\end{cases}
\]
and analogously $\tilde{v}_j^i$ (clearly, we can suppose $\varepsilon_j < \min\{a_i + 1, 1 - b_i\}$ for every $j$). It is easy to verify that

$$F_{\varepsilon_j}(u_j, v_j, I_j) = F_{\varepsilon_j}(\tilde{u}_j^i, \tilde{v}_j^i) + o(1)_{j \to \infty}. \tag{3.4}$$

Since $\tilde{u}_j^i$ and $\tilde{v}_j^i$ take the boundary values 0 and 1 in a neighbourhood of $-1$ and 1, respectively, we have

$$F_{\varepsilon_j}(\tilde{u}_j^i, \tilde{v}_j^i) \geq \inf \{F_{\varepsilon_j}(\tilde{u}_j^i, \psi) : \psi \in H^1_{0,1}(-1, 1)\}. \tag{3.5}$$

We want to show that

$$\inf \{F_{\varepsilon_j}(\tilde{u}_j^i, \psi) : \psi \in H^1_{0,1}(-1, 1)\} = E_{\varepsilon_j}(\tilde{u}_j^i, (-1, 1)) + o(1)_{j \to \infty}, \tag{3.6}$$

where, for every open $I \subseteq \mathbb{R}$ and $\psi: I \to \mathbb{R}$ measurable, we define

$$E_\varepsilon(\psi, I) = \frac{1}{\varepsilon} \int_I W(\psi) + \frac{1}{4\varepsilon^2} \int_{I \times I} e^{-|x-y|/\varepsilon}(\psi(x) - \psi(y))^2 \, dx \, dy.$$ 

This is the key point of the proof, since it leads to a family of functionals whose asymptotic behaviour is known (a similar procedure has been used, e.g., in [21]). Indeed, the one-dimensional version of a result due to G. Alberti and G. Bellettini reads as follows (see [1, Th. 1.4 and §1.9]):

**THEOREM 3.4** For every open interval $I \subseteq \mathbb{R}$, $\{E_\varepsilon(\cdot; I)\}$ $\Gamma$-converges, in $L^1(I)$ as $\varepsilon \to 0$, to $\tilde{F}: L^1(I) \to [0, +\infty]$ defined by

$$\tilde{F}(u) = \begin{cases} e\#S(u) & \text{if } u \in BV(I) \text{ and } u \in [0, 1] \text{ a.e.}, \\ +\infty & \text{otherwise.} \end{cases}$$

where $e$ is as in Theorem 3.1.

In order to obtain (3.6), we start by proving the following lemma. Set

$$K_\varepsilon(\varphi, \psi) = \frac{1}{\varepsilon} \int_{-1}^{1} (\varphi - \psi)^2 + \varepsilon \int_{-1}^{1} (\psi')^2,$$

whenever $\varphi \in L^2(-1, 1)$ and $\psi \in H^1(-1, 1)$.

**LEMMA 3.5** Let $a, b \in \mathbb{R}$ and $0 < \delta < 1$. Let $\mathcal{A}$ be a subset of $L^\infty(-1, 1)$ such that $\varphi = a$ in $(-1, -1 + \delta)$ and $\varphi = b$ in $(1 - \delta, 1)$, whenever $\varphi \in \mathcal{A}$. Assume that $\mathcal{A}$ is bounded in $L^\infty(-1, 1)$. Then for every $\varepsilon > 0$ and $\varphi \in \mathcal{A}$,

$$\inf \{K_\varepsilon(\varphi, \psi) : \psi \in H^1_{a,b}(-1, 1)\} = \frac{1}{4\varepsilon^2} \int_{-1}^{1} \int_{-1}^{1} e^{-|x-y|/\varepsilon}(\varphi(x) - \varphi(y))^2 \, dx \, dy + o(1), \tag{3.7}$$

where $\lim_{\varepsilon \to 0} o(1) = 0$ uniformly with respect to $\varphi \in \mathcal{A}$.

**Proof.** In what follows we denote by $\sigma(\varepsilon)$ any function $\sigma(\varepsilon, \varphi)$ such that $\lim_{\varepsilon \to 0} \sigma(\varepsilon, \varphi) = 0$ uniformly with respect to $\varphi \in \mathcal{A}$. It is easy to see that the infimum in (3.7) is attained when $\psi$ is the solution of the following Euler equation:

$$\begin{cases} 
\psi(x) - e^2\psi''(x) = \varphi(x), \quad x \in [-1, 1], \\
\psi(-1) = a, \quad \psi(1) = b. 
\end{cases} \tag{3.8}$$
The solution $\psi$ of (3.8) is the sum of $\psi_o$, solution of the homogeneous problem with the given boundary conditions, and $\psi_g$, solution of the Euler equation with Dirichlet homogeneous conditions; we obtain (see, e.g., [19, pp. 312–315] for the calculation of the Green function):

$$\psi_o(x) = \frac{1}{\sinh(2/\varepsilon)} \left( b \sinh \frac{x + 1}{\varepsilon} - a \sinh \frac{x - 1}{\varepsilon} \right),$$

$$\psi_g(x) = \frac{1}{2\varepsilon \sinh(2/\varepsilon)} \int_{-1}^{1} \left( \cosh \frac{2 - |x - y|}{\varepsilon} - \cosh \frac{x + y}{\varepsilon} \right) \psi(y) \, dy.$$

Integrating by parts and taking (3.8) into account, we have

$$K_{\varepsilon}(\varphi, \psi) = \frac{1}{\varepsilon} \int_{-1}^{1} \varphi^2 - \frac{1}{\varepsilon} \int_{-1}^{1} (2\varphi \psi - (\psi)^2) - \varepsilon \int_{-1}^{1} \psi'' + \varepsilon [\psi \psi']_{-1}^{1}$$

$$= \frac{1}{\varepsilon} \int_{-1}^{1} \varphi^2 - \frac{1}{\varepsilon} \int_{-1}^{1} \varphi \psi_o + \frac{1}{\varepsilon} \int_{-1}^{1} \varphi \psi_g + \varepsilon [\psi \psi']_{-1}^{1}$$

$$=: \mathcal{I}_1(\varphi) + \mathcal{I}_2(\varphi) + \mathcal{I}_3(\varphi) + \mathcal{I}_4(\varphi).$$

A simple computation yields

$$\frac{1}{\varepsilon} \int_{-1}^{-1+\delta} \varphi \psi_o - \frac{1}{\varepsilon} \int_{1-\delta}^{1} \varphi \psi_o = -\frac{a^2 + b^2}{\tanh(2/\varepsilon)} + \sigma(\varepsilon),$$

and

$$\left| \frac{1}{\varepsilon} \int_{-1+\delta}^{1-\delta} \varphi \psi_o \right| \leq \|\varphi\|_{L^1([-1,1])} (|a| + |b|) \frac{\sinh[(2 - \delta)/\varepsilon]}{\varepsilon \sinh(2/\varepsilon)}.$$

Hence

$$\mathcal{I}_2(\varphi) = -(a^2 + b^2) + \sigma(\varepsilon).$$

Now we consider $\mathcal{I}_3(\varphi)$. Since $\cosh(s - t) = e^{-t} \sinh s + e^{-s} \cosh t$ and $\cosh(s + t) = \cosh s \cosh t + \sinh s \sinh t$, it turns out that

$$\mathcal{I}_3(\varphi) = \frac{1}{2\varepsilon^2 \sinh(2/\varepsilon)} \left[ \left( \int_{-1}^{1} \varphi(x) \cosh \frac{x}{\varepsilon} \, dx \right)^2 + \left( \int_{-1}^{1} \varphi(x) \sinh \frac{x}{\varepsilon} \, dx \right)^2 \right]$$

$$- \frac{1}{2\varepsilon^2} \int_{-1}^{1} \varphi(x) \varphi(y) e^{-|x-y|/\varepsilon} \, dy$$

$$- \frac{1}{2\varepsilon^2 \sinh(2/\varepsilon)} \int_{-1}^{1} \varphi(x) \varphi(y) e^{-2/\varepsilon} \cosh \frac{|x - y|}{\varepsilon} \, dx \, dy.$$

It is immediate to see that the last term is infinitesimal with $\varepsilon$ uniformly with respect to $\varphi \in \mathcal{A}$. Consider now the first one; splitting the integral as above, we have:

$$\int_{-1}^{-1+\delta} \varphi(x) \cosh \frac{x}{\varepsilon} \, dx = a\varepsilon \left( \sinh \frac{1}{\varepsilon} - \sinh \frac{1 - \delta}{\varepsilon} \right),$$

$$\left| \int_{1-\delta}^{1} \varphi(x) \cosh \frac{x}{\varepsilon} \, dx \right| \leq \|\varphi\|_{L^1([-1,1])} \cosh \frac{1 - \delta}{\varepsilon}.$$
\[
\int_{1-\delta}^{1} \varphi(x) \cosh \frac{x}{\epsilon} \, dx = b\epsilon \left( \sinh \frac{1}{\epsilon} - \sinh \frac{1-\delta}{\epsilon} \right).
\]

Therefore
\[
\frac{1}{2\epsilon^2 \sinh(2/\epsilon)} \left( \int_{-1}^{1} \varphi(x) \cosh \frac{x}{\epsilon} \, dx \right)^2 = \frac{1}{4}(a^2 + b^2) + \sigma(\epsilon).
\]

In the same way we compute the analogous quadratic term. Thus we conclude that
\[
I_3(\varphi) = -\frac{1}{2\epsilon^2} \int_{-1}^{1} \int_{-1}^{1} e^{-|x-y|/\epsilon} \varphi(x)\varphi(y) \, dx \, dy + \frac{1}{2}(a^2 + b^2) + \sigma(\epsilon).
\]

Finally, we want to show that
\[
I_4(\varphi) = \sigma(\epsilon). \tag{3.9}
\]

A straightforward computation gives
\[
[\psi_o \psi'_o]_{-1}^{1} = \frac{a^2 + b^2}{\epsilon \tanh(2/\epsilon)} - \frac{2ab}{\sinh(2/\epsilon)},
\]
\[
[\psi_o \psi'_g]_{-1}^{1} = -\frac{1}{\epsilon^2 \sinh(2/\epsilon)} \left( a \int_{-1}^{1} \varphi(y) \sinh \frac{1-y}{\epsilon} \, dy + b \int_{-1}^{1} \varphi(y) \sinh \frac{1+y}{\epsilon} \, dy \right).
\]

Splitting the integral as above we obtain
\[
[\psi_o \psi'_g]_{-1}^{1} = -\frac{a^2 + b^2}{\epsilon \tanh(2/\epsilon)} + \sigma(\epsilon).
\]

Therefore (3.9) follows.

The results just proved allow us to say that
\[
K_{\epsilon}(\varphi, \psi) = \frac{1}{\epsilon} \int_{-1}^{1} \varphi^2 - \frac{1}{2\epsilon^2} \int_{-1}^{1} \int_{-1}^{1} e^{-|x-y|/\epsilon} \varphi(x)\varphi(y) \, dx \, dy - \frac{1}{2}(a^2 + b^2) + \sigma(\epsilon). \tag{3.10}
\]

Notice now that, since \( \int_{-1}^{1} e^{-|x-y|/\epsilon} \, dy = 2\epsilon(1 - e^{-1/\epsilon} \cosh \frac{y}{\epsilon}) \),
\[
\frac{1}{4\epsilon^2} \int_{-1}^{1} \int_{-1}^{1} e^{-|x-y|/\epsilon} (\varphi(x) - \varphi(y))^2 \, dx \, dy = \frac{1}{\epsilon} \int_{-1}^{1} \varphi^2 - \frac{e^{-1/\epsilon}}{\epsilon} \int_{-1}^{1} \varphi^2(x) \cosh \frac{x}{\epsilon} \, dx
\]
\[
- \frac{1}{2\epsilon^2} \int_{-1}^{1} \int_{-1}^{1} e^{-|x-y|/\epsilon} \varphi(x)\varphi(y) \, dx \, dy.
\]

Recalling (3.10), it is now sufficient to show that
\[
\frac{e^{-1/\epsilon}}{\epsilon} \int_{-1}^{1} \varphi^2(x) \cosh \frac{x}{\epsilon} \, dx - \frac{1}{2}(a^2 + b^2) = \sigma(\epsilon).
\]

This can be easily done splitting the integral in the same way as above. \qed
Let us go back to the proof of (3.6); apply the lemma just proved to the case $A = \{\tilde{u}_j^i : j \in \mathbb{N}\}$.

In view of the properties of $\{\tilde{u}_j^i\}$, the assumptions on $A$ are satisfied for a suitable $\delta$ (depending on $i$), with $a = 0$ and $b = 1$. Since $F_{\varepsilon_j}(\tilde{u}_j^i, \psi) = \varepsilon^{-1} \int_{-1}^1 W(\tilde{u}_j^i) + K_{\varepsilon_j}(\tilde{u}_j^i, \psi)$, we obtain (3.6).

Collecting (3.3)–(3.6), it turns out that

$$F_{\varepsilon_j}(u_j, v_j) \geq \sum_{i=1}^N E_{\varepsilon_j}(\tilde{u}_j^i, (-1, 1)) + o(1)_{j \to \infty}.\]

Notice now that $\tilde{u}_j^i \to \tilde{u}^i$ in $L^1(-1, 1)$, where $\tilde{u}^i$ is defined by:

$$\tilde{u}^i(x) = \begin{cases} 0 & \text{if } x \in (-1, a_i), \\ u(x) & \text{if } x \in (a_i, b_i), \\ 1 & \text{if } x \in (b_i, 1). \end{cases}$$

Then Theorem 3.4 (with $I = (-1, 1)$) yields

$$\liminf_{j \to \infty} F_{\varepsilon_j}(u_j, v_j) \geq \sum_{i=1}^N \liminf_{j \to \infty} E_{\varepsilon_j}(\tilde{u}_j^i, (-1, 1)) \geq \sum_{i=1}^N \tilde{F}(\tilde{u}^i) \geq cN.$$

The left-hand side is finite by assumption, and $N \leq \#\mathcal{S}(u)$ is arbitrary: it follows that $\#\mathcal{S}(u) < +\infty$, therefore $u \in BV(-1, 1)$ (recall (1.5)). Furthermore

$$\liminf_{j \to \infty} F_{\varepsilon_j}(u_j, v_j) \geq c\#\mathcal{S}(u).$$

This implies the required inequality (3.2).

### 3.2 The $\Gamma$-upper limit

In this subsection we prove the following:

**Proposition 3.6** Let $\eta > 0$ and $\{\varepsilon_j\}$ be a positive infinitesimal sequence. For every $u, v$ in $L^1(-1, 1)$ there exist sequences $\{u_j^\eta\}, \{v_j^\eta\}$ converging, in $L^1(-1, 1)$ as $j \to \infty$, to $u$ and $v$ respectively, and such that

$$\limsup_{j \to \infty} F_{\varepsilon_j}(u_j^\eta, v_j^\eta) \leq F(u, v) + \eta. \tag{3.11}$$

**Proof.** Notice that if $F(u, v) = +\infty$ or $\mathcal{S}(u) = \emptyset$ the inequality (3.11) is obvious. Thus, since the approximation is invariant under translations and reflections with respect to $u = 1/2$, and modifies $u$ only in a small neighbourhood of $\mathcal{S}(u)$, we can deal only with the case $\#\mathcal{S}(u) = 1$, and it is enough to prove (3.11) for $u = v = \chi_{(0, 1)}$, the characteristic function of $(0, 1)$. Then $F(u, v) = c = c_{\chi}(1)$.

In view of the representation of $c_{\chi}(u)$ which will be given in Proposition 5.1, for every $\eta > 0$ we can find $\varphi_\eta \in X$ and $\psi_\eta \in H^1_{\text{loc}}(\mathbb{R})$ such that $\varphi_\eta = \psi_\eta = \chi_{(0, +\infty)}$ on $\mathbb{R} \setminus (-T_\eta, T_\eta)$ for some $T_\eta > 0$, and

$$\mathcal{F}^1(\varphi_\eta, \psi_\eta) \leq c + \eta.$$

Define now $u_j^\eta(x) = \varphi_\eta(x/\varepsilon)$ and $v_j^\eta(x) = \psi_\eta(x/\varepsilon)$ for every $\varepsilon > 0$. Clearly, $\{u_j^\eta\}$ and $\{v_j^\eta\}$ converge to $u = \chi_{(0, 1)}$ in $L^1(-1, 1)$. Moreover

$$F_{\varepsilon}(u_j^\eta, v_j^\eta) = F_{\varepsilon}(u_j^\eta, v_j^\eta, \mathbb{R}) = \mathcal{F}^1(\varphi_\eta, \psi_\eta).$$


Then we have
\[ F(u, v) + \eta \geq F_{\varepsilon}(u^\eta, v^\eta) \]
for every \( \varepsilon < 1/T\eta \).

\[ \square \]

4. The \( n \)-dimensional case

In this section we prove Theorem 2.1 in the general case of \( \Omega \) an open subset of \( \mathbb{R}^n \). We assume \( \alpha = 1 \) (recall Remark 2.3(a)).

For every \( u, v \in L^1(\Omega) \) and \( A \) an open subset of \( \Omega \) let
\[ F'(u, v; A) = \inf \{ \liminf_{j \to \infty} F_{\varepsilon_j}(u_j, v_j; A) : \varepsilon_j \to 0, \ u_j \to u, \ v_j \to v \ \text{in} \ L^1(A) \} \]
(\( \Gamma \)-lower limit of \( \{ F_{\varepsilon}(\cdot, \cdot; A) \} \)).

Proposition 4.1 For every \( u, v \in L^1(\Omega) \),
\[ F'(u, v; \Omega) \geq F(u, v; \Omega) \]
Proof. The proof follows the steps outlined in [8], where the slicing method is applied to get the lower semicontinuity inequality for \( \Gamma \)-limits.

Let \( E \subseteq \mathbb{R}^n \), and \( f : E \to \mathbb{R} \); for every \( \xi \in S^{n-1} \) let \( E_\xi \) be the orthogonal projection of \( E \) on \( \xi^\perp \) (the \( (n-1) \)-dimensional vector space orthogonal to \( \xi \)); for every \( y \in E_\xi \) let \( f_{\xi,y} : E_\xi \to \mathbb{R} \) be defined by \( f_{\xi,y}(t) = f(y + t\xi) \).

We recall the following basic facts (see, e.g., [6, §3.11]).

(i) Let \( u \in BV(\Omega) \) and let \( D^k \) stand for any of \( D^a, D^j \) or \( D^c \) (the absolutely continuous, jump or Cantor part of the derivative). Then, for every \( \xi \in S^{n-1} \) and for \( \mathcal{H}^{n-1} \)-a.e. \( y \in \Omega_\xi \) we have \( u_{\xi,y} \in BV(\Omega_{\xi,y}) \); moreover, if we denote by \( \langle D^k u, \xi \rangle \) the component of \( D^k u \) along \( \xi \), then the following representation holds:
\[ \int_{\Omega_\xi} \langle D^k u, \xi \rangle = \int_{B_{\xi,y}} D^k u_{\xi,y} \, d\mathcal{H}^{n-1}(y). \]

(ii) Let \( u \in L^1(\Omega) \); assume that \( u_{\xi,y} \in BV(\Omega_{\xi,y}) \) for every \( \xi \) in a basis of \( \mathbb{R}^n \) and for a.e. \( y \in \Omega_\xi \), and that
\[ \int_{\Omega_\xi} |D u_{\xi,y}|(\Omega_{\xi,y}) \, d\mathcal{H}^{n-1}(y) < \infty. \]

Then \( u \in BV(\Omega) \).

Let \( g_* \) be the polar function of \( g \), i.e.
\[ g_*(\xi) = \sup \left\{ \xi \cdot \eta : \eta \in S^{n-1} \right\}, \quad \xi \in \mathbb{R}^n. \]

It is not difficult to see that \( (g_*)_\xi \) is the convex hull of \( g \). For every open subset \( I \) of \( \mathbb{R} \) and \( \xi \in S^{n-1} \) denote by \( \phi^\beta_\xi \) the functional \( F^\beta_\xi \) of Remark 2.3(b), with \( \beta = 1/g_*(\xi) \), i.e.
\[ \phi^\beta_\xi(\varphi, \psi; I) := \begin{cases} \frac{1}{\varepsilon} \int_I W(\varphi) + \frac{1}{\varepsilon} \int_I (\varphi - \psi)^2 + \frac{\varepsilon}{g_*^2(\xi)} \int_I (\psi)^2 & \text{if } \psi \in H^1(I), \\ +\infty & \text{otherwise in } L^1(I)^2. \end{cases} \]
By Corollary 3.2 the $\Gamma$-limit as $\varepsilon \to 0$ is

$$\phi^\varepsilon (\varphi, \psi; I) = \begin{cases} c \# S(\varphi) & \text{if } \varphi, \psi \in BV(I), \varphi = \psi \text{ and } \varphi \in \{0, 1\} \text{ a.e.}, \\ +\infty & \text{otherwise}, \end{cases}$$

where $c$ is as in Theorem 3.1. Let

$$F^\varepsilon (u, v; A) = \int_{A^\varepsilon} \phi^\varepsilon (u_{\varepsilon, y}, v_{\varepsilon, y}; A_{\varepsilon, y}) \, d\mathcal{H}^{n-1}(y)$$

for every open set $A$ of $\Omega$ and for every $u, v \in L^1(A)$. An application of Fubini’s Theorem shows that if $u, v \in L^1(A)$ and $v \in H^1(A)$ then

$$F^\varepsilon (u, v; A) = \frac{1}{\varepsilon} \int_A W(u) + \frac{1}{\varepsilon} \int_A (u - v)^2 + \frac{\varepsilon}{g^* (\xi)} \int_A |(Dv, \xi)|^2.$$ 

Clearly, $F^\varepsilon \leq F$ (recall that $g(-\eta) = g(\eta)$ for every $\eta$). Therefore, by Fatou’s Lemma

$$F'(u, v; A) \geq F^\varepsilon (u, v; A),$$

where

$$F^\varepsilon (u, v; A) = \int_{A^\varepsilon} \phi^\varepsilon (u_{\varepsilon, y}, v_{\varepsilon, y}; A_{\varepsilon, y}) \, d\mathcal{H}^{n-1}(y).$$

In view of the explicit form of $\phi^\varepsilon$ and by property (ii) above, if $F'(u, v; A)$ is finite, then $u, v \in BV(A)$, $u = v$ and $u \in \{0, 1\}$ a.e.; furthermore, by (i),

$$F^\varepsilon (u, v; A) = c \int_{S(u) \cap A} \frac{|[\xi, v_u]|}{g^* (\xi)} \, d\mathcal{H}^{n-1}.$$

Then

$$F'(u, v; A) \geq c \int_{S(u) \cap A} \frac{|[\xi, v_u]|}{g^* (\xi)} \, d\mathcal{H}^{n-1}$$

for every open subset $A$, $\xi \in S^{n-1}$ and $u, v \in L^1(A)$. Since the functionals $F_\varepsilon$ are local, the set function $\mu(A) = F'(u, v; A)$ is superadditive on disjoint open sets; thus, by Proposition 1.1

$$F'(u, v; A) \geq c \int_{S(u) \cap A} \sup_{\xi \in S^{n-1}} \frac{|[\xi, v_u]|}{g^* (\xi)} \, d\mathcal{H}^{n-1} = c \int_{S(u) \cap A} \sup_{\xi \in S^{n-1}} \frac{[\xi, v_u]}{g^* (\xi)} \, d\mathcal{H}^{n-1}. $$

The conclusion follows since, as noticed above, the last integrand is the convex hull of $g$. \hfill \square

We now have to estimate the $\Gamma$-upper limit of $\{F_\varepsilon (\cdot, \cdot; \Omega)\}$, i.e.

$$F''(u; \Omega) = \inf \{ \limsup_{j \to \infty} F_\varepsilon (u_j, v_j; \Omega) : \varepsilon_j \to 0, u_j \to u, v_j \to v \text{ in } L^1(\Omega) \}.$$ 

Let us consider the functional

$$\mathcal{G}(u) = \int_{S(u)} g(v_u) \, d\mathcal{H}^{n-1},$$
defined for \( u \in BV(\Omega; \{0, 1\}) \). By general results on functionals defined on partitions (see [4] and [5] in particular §3) the lower semicontinuous envelope of \( G \) can be written in the form

\[
\mathcal{G}(u) = \int_{\delta(u)} j(v_u) \, d\mathcal{H}^{n-1},
\]

where \( j \) is the greatest \( BV \)-elliptic function less than \( g \); hence ([5, Example 2.8]) \( j \) is convex, so that

\[
\mathcal{G}(u) \leq \int_{\delta(u)} g^{**}(v_u) \, d\mathcal{H}^{n-1},
\]

with \( g^{**} \) denoting the convex hull of \( g \).

**Proposition 4.2** For every \( u, v \in L^1(\Omega) \),

\[
F''(u, v; \Omega) \leq F(u, v; \Omega).
\]

**Proof.** Let \( D \) be the family of characteristic functions of the sets \( E = \Omega \cap A \), with \( A \) of class \( C^\infty \) in a neighbourhood of \( \Omega \). If \( F(u, v; \Omega) \) is finite, it can be proved that there exist sequences \( \{u_k\} \) and \( \{v_k\} \) in \( D \) such that \( F(u_k, v_k; \Omega) \to F(u, v; \Omega) \) (see [5, Proposition 4.7 and Remark 4.8]). By the lower semicontinuity of \( F'' \) it is enough to prove the proposition when \( u = v \in D \).

Let \( u = v = \chi_E \in D \). Then \( E = \Omega \cap A \), with \( A \) a set of class \( C^\infty \) in a neighbourhood of \( \Omega \). Let \( \Omega' \) be fixed, with \( \Omega \subset \subset \Omega' \). There exists \( \eta_0 > 0 \) such that for every \( 0 < \eta < \eta_0 \), the projection

\[
\pi : E_\eta = \{ x \in \Omega : \text{dist}(x, \partial A) < \eta \} \to \partial A \cap \Omega'
\]

is well defined. Let \( d(x) = \text{dist}(x, \Omega - A) - \text{dist}(x, A) \); it turns out that for \( \eta_0 \) small enough \( d \) is smooth in \( E_\eta \) and \( v(x) = \nabla d(x) \) is a normal unit vector to \( \partial A \) at \( \pi(x) \) if \( x \in E_\eta \).

Let \( 0 < \eta < \eta_0 \) be fixed and \( M = \max\{1/g(\xi) : \xi \in S^{n-1}\} \). As in the proof of Proposition 3.6, for any fixed \( \eta > 0 \) we can find \( \psi_\eta \in X, \psi_\eta \in H^1_{\text{loc}}(\mathbb{R}) \) such that \( \psi_\eta = \chi_{(0, +\infty)} \) on \( \mathbb{R} \setminus (-MT, MT) \), for some \( T = T_\eta > 0 \), and

\[
F^1(\psi_\eta, \psi_\eta) \leq c + \eta.
\]

For every \( \varepsilon > 0 \) with \( T \varepsilon < \eta \), define \( u_\varepsilon : \Omega \to \mathbb{R} \) as follows:

\[
u_\varepsilon(x) = \begin{cases} 
\psi_\eta \left( \frac{d(x)}{\varepsilon g(v(x))} \right) & \text{if } |d(x)| \leq T\varepsilon, \\
0 & \text{otherwise in } \Omega \setminus E, \\
1 & \text{otherwise in } E.
\end{cases}
\]

In the same way we define \( v_\varepsilon \) on \( \Omega \).

Now we want to estimate \( F_\varepsilon(u_\varepsilon, v_\varepsilon; \Omega) \). Since \( d, g, 1/g, v \) are Lipschitz on \( |d| \leq T\varepsilon \), we can find a positive constant \( L \) such that

\[
\varepsilon g^2(Dv_\varepsilon(x)) = \frac{1}{\varepsilon} \left| (\psi_\eta)' \left( \frac{d(x)}{\varepsilon g(v(x))} \right) \right|^2 g^2 \left( \frac{\nabla d(x)}{g(v(x))} + d(x) \nabla \left( \frac{1}{g(v(x))} \right) \right) \leq \frac{1}{\varepsilon} \left| (\psi_\eta)' \left( \frac{d(x)}{\varepsilon g(v(x))} \right) \right|^2 g^2 \left( \frac{v(x)}{g(v(x))} \right) + \varepsilon L \leq \left| (\psi_\eta)' \left( \frac{d(x)}{\varepsilon g(v(x))} \right) \right|^2 \left( \frac{1}{\varepsilon} + L \right).
\]
In the following computation we shall drop the subscript \( \eta \). Taking the coarea formula into account (see, e.g., [6, §2.12]), we get

\[
F_{\varepsilon}(u_{\varepsilon}, v_{\varepsilon}; \Omega) \leq \left( \frac{1}{\varepsilon} + L \right) \int_{\Omega \cap \{|d| \leq T\varepsilon\}} \left[ W \left( \frac{d(x)}{\varepsilon g(v(x))} \right) + \left( \frac{d(x)}{\varepsilon g(v(x))} - \psi \left( \frac{d(x)}{\varepsilon g(v(x))} \right) \right)^2 + \left| \psi' \left( \frac{d(x)}{\varepsilon g(v(x))} \right) \right|^2 \right] \, dx
\]

\[
\leq \left( \frac{1}{\varepsilon} + L \right) \int_{-T_{\varepsilon}}^{T_{\varepsilon}} \int_{\partial E \cap \Omega} \left[ W \left( \frac{t}{\varepsilon g(v(y))} \right) + \left( \frac{t}{\varepsilon g(v(y))} - \psi \left( \frac{t}{\varepsilon g(v(y))} \right) \right)^2 + \left| \psi' \left( \frac{t}{\varepsilon g(v(y))} \right) \right|^2 \right] \, dH^{n-1}(x) \, dt
\]

\[
\leq (1 + \varepsilon L) \int_{-\infty}^{\infty} \left[ W(\psi(t)) + (\psi(t) - \psi'(t))^2 + |\psi'(t)|^2 \right] \, dt \int_{\partial E \cap \Omega'} \psi \left( \frac{t}{\varepsilon g(v(y))} \right) \, dH^{n-1}(y) + o(1)_{\varepsilon \to 0}
\]

Since \( \Omega' \) and \( \eta \) are arbitrary, we deduce that

\[
F''(u, v; \Omega) \leq c \mathcal{G}(u).
\]

The same inequality holds for the relaxed functionals; by the lower semicontinuity of \( F'' \) and by (4.1), we conclude that

\[
F''(u, v; \Omega) \leq c \int_{\tilde{S}(\eta)} g^{**}(\nu_u) \, dH^{n-1},
\]

and Proposition 4.2 is completely proved.

5. Some properties of \( c_W(\alpha) \)

**PROPOSITION 5.1** Let \( c_W(\alpha) \) be as in Theorem 2.1. Then

\[
c_W(\alpha) = \sqrt{\alpha} \inf \{ E^\alpha(\varphi) : \varphi \in \mathcal{U} \} = \inf \{ F^\alpha(\varphi, \psi) : \varphi \in \mathcal{U}, \psi \in \mathcal{U} \cap H^1_{\text{loc}}(\mathbb{R}) \},
\]

where \( \mathcal{U} \) is any of the following spaces:

- \( X \): the set of measurable \( \varphi : \mathbb{R} \to [0, 1] \) such that \( \lim_{x \to -\infty} \varphi(x) = 0 \) and \( \lim_{x \to +\infty} \varphi(x) = 1 \);
- \( Y \): the set of measurable \( \varphi : \mathbb{R} \to [0, 1] \) with \( \varphi = \chi_{(0, +\infty)} \) on \( \mathbb{R} \setminus (-R, R) \) for some \( R > 0 \);
- \( Z \): the subset of the increasing elements of \( Y \).
Proof. It is enough to deal with the case \( \alpha = 1 \). Let
\[
I_\mathcal{U} = \inf \{ \mathcal{F}^1(\varphi, \psi) : \varphi \in \mathcal{U}, \ \psi \in \mathcal{U} \cap H^1_{\text{loc}}(\mathbb{R}) \}.
\]
Clearly, \( I_X \leq I_Y \leq I_Z \).

Step 1. \( I_X = I_Y \).

Let \( \sigma > 0 \) and \( \varphi_\sigma \in X, \ \varphi_\sigma \in X \cap H^1_{\text{loc}}(\mathbb{R}) \) be such that \( \mathcal{F}^1(\varphi_\sigma, \psi_\sigma) \leq I_X + \sigma \). There exists \( R > 0 \) with the following property:
\[
|\varphi_\sigma - \chi_{(0, +\infty)}|, |\psi_\sigma - \chi_{(0, +\infty)}| < \sigma \quad \text{on } \mathbb{R} \setminus (-R, R).
\]
Define \( \tilde{\varphi}_\sigma : \mathbb{R} \to \mathbb{R} \) to be the continuous function which is affine in both the intervals \( J = (-R - 1, -R), \ J' = (R, R + 1) \) and such that
\[
\tilde{\varphi}_\sigma = \varphi_\sigma \quad \text{on } (-R, R), \quad \tilde{\varphi}_\sigma = \chi_{(0, +\infty)} \quad \text{on } \mathbb{R} \setminus (-R - 1, R + 1).
\]
Moreover, let \( \tilde{\psi}_\sigma : \mathbb{R} \to \mathbb{R} \) be defined by: \( \tilde{\varphi}_\sigma = \varphi_\sigma \) on \( \mathbb{R} \setminus (-R, R), \tilde{\varphi}_\sigma = \chi_{(0, +\infty)} \) on \( J \cup J' \), and \( \varphi_\sigma = \chi_{(0, +\infty)} \) on \( \mathbb{R} \setminus (-R - 1, R + 1) \). Then \( \tilde{\varphi}_\sigma \in Y, \tilde{\psi}_\sigma \in Y \cap H^1_{\text{loc}}(\mathbb{R}) \) and, as one can easily check,
\[
\mathcal{F}^1(\tilde{\psi}_\sigma, \tilde{\varphi}_\sigma) \leq \mathcal{F}^1(\varphi_\sigma, \psi_\sigma) + \sigma(1)_\sigma \to 0.
\]

Step 2. \( I_Y = I_Z \).

For every \( \varphi \in Y \) and \( \psi \in Y \cap H^1_{\text{loc}}(\mathbb{R}) \) we construct \( \overline{\psi} \in Z \) and \( \overline{\varphi} \in Z \cap H^1_{\text{loc}}(\mathbb{R}) \) such that
\[
\mathcal{F}^1(\overline{\varphi}, \overline{\psi}) \leq \mathcal{F}^1(\varphi, \psi).
\] (5.1)

Let \( R > 0 \) be such that \( \varphi = \psi = \chi_{(0, +\infty)} \) on \( \mathbb{R} \setminus (-R, R) \). Following [2], we define the right rearrangement of a subset \( A \) of \( [-R, R] \) as the set \( A^* = [R - m(A), R] \). Then, for a measurable function \( u : [-R, R] \to [0, 1] \) we define the increasing rearrangement of \( u \) as
\[
u^*(x) = \sup \{ c \in \mathbb{R} : x \in I_c^* \}, \quad x \in [-R, R],
\]
where \( I_c = \{ x \in [-R, R] : u(x) \geq c \} \). Let
\[
\overline{\nu}(x) = \begin{cases} 
0 & \text{if } x < -R, \\
\nu^*(x) & \text{if } -R \leq x \leq R, \\
1 & \text{if } x > R,
\end{cases}
\]
and let \( \overline{\psi} \) be analogously defined. Then \( \overline{\nu} \in Z \) and \( \overline{\varphi} \in Z \cap H^1_{\text{loc}}(\mathbb{R}) \); moreover, properties [16] (C), p. 22; (M9), p. 23; (G1a), p. 35] allow us to deduce the inequality (5.1).

Step 3. \( \inf \{ \mathcal{E}^1(\varphi) : \varphi \in X \} = \inf \{ \mathcal{E}^1(\varphi) : \varphi \in Y \} \).

We only have to prove that the right-hand side does not exceed the left-hand side. Let \( \sigma > 1 \) and \( \varphi_\sigma \in X \) be such that \( \mathcal{E}^1(\varphi_\sigma) \leq \inf \{ \mathcal{E}^1(\varphi) : \varphi \in X \} \); let \( \overline{\varphi}_\sigma = \frac{1}{2} + \sigma (\varphi_\sigma - \frac{1}{2}) \) and \( \tilde{\varphi}_\sigma = (\overline{\varphi}_\sigma) \wedge 1 \). Then \( \tilde{\varphi}_\sigma \in Y \), and
\[
\mathcal{E}^1(\tilde{\varphi}_\sigma) \leq \mathcal{E}^1(\overline{\varphi}_\sigma) = \sigma^2 \mathcal{E}^1(\varphi_\sigma) \leq \sigma^2 \inf \{ \mathcal{E}^1(\varphi) : \varphi \in X \}.
\]
Step 4. Let $\varphi \in Y$. We claim that

$$\inf \{ F^1(\varphi, \psi) : \psi \in Y \cap H^1_{\text{loc}}(\mathbb{R}) \} = \mathcal{E}^1(\varphi).$$  \hspace{1cm} (5.2)$$

For every $R > 0$ let $Y_R = \{ \varphi \in X : \varphi = \chi_{(0, +\infty)} \text{ on } \mathbb{R} \setminus (-R, R) \}$; then $Y = \bigcup_{R > 0} Y_R$.

By assumption $\varphi \in Y_R$ for some $R > 0$. If $T > 2R$, let $\varphi_T(x) = \varphi(Tx)$. Apply Lemma 3.5 with $A = \{ \varphi_T : T > 2R \}$. Then for every $\varepsilon > 0$,

$$\inf \left\{ \frac{1}{\varepsilon} \int_{\mathbb{R}} (\varphi_{\varepsilon} - \psi)^2 + \varepsilon \int_{\mathbb{R}} (\psi')^2 : \psi \in H^1_{\text{loc}}(\mathbb{R}) \right\}$$

$$= \frac{1}{4\varepsilon^2} \int_{-1}^{1} \int_{-1}^{1} e^{-|x-y|/\varepsilon} (\varphi(x) - \varphi(y))^2 \, dx \, dy + \sigma(\varepsilon),$$

with $\lim_{\varepsilon \to 0} \sigma(\varepsilon) = 0$ uniformly with respect to $T > 2R$. Let $\varepsilon = 1/T$ and $\tilde{\psi}(t) = \psi(t/T)$ whenever $\psi \in H^1_{\text{loc}}(-1, 1)$; then, by a linear change of variable, we get

$$\inf \left\{ \int_{-T}^{T} (\varphi_{\varepsilon} - \tilde{\psi})^2 + \varepsilon \int_{-T}^{T} (\tilde{\psi}')^2 : \psi \in H^1_{\text{loc}}(-1, 1) \right\}$$

$$= \frac{1}{4} \int_{-T}^{T} \int_{-T}^{T} e^{-|t-s|} (\psi(t) - \psi(s))^2 \, dt \, ds + o(1)_{T \to +\infty},$$

i.e.

$$\inf \left\{ \int_{\mathbb{R}} (\varphi - \psi)^2 + \varepsilon \int_{\mathbb{R}} (\psi')^2 : \psi \in Y_T \cap H^1_{\text{loc}}(\mathbb{R}) \right\}$$

$$= \frac{1}{4} \int_{\mathbb{R}} \int_{\mathbb{R}} (\varphi(t) - \psi(s))^2 \, dt \, ds + o(1)_{T \to +\infty}.$$ 

It is now enough to notice that

$$\inf \{ F^1(\varphi, \psi) : \psi \in Y \cap H^1_{\text{loc}}(\mathbb{R}) \}$$

$$= \int_{\mathbb{R}} W(\varphi) + \lim_{T \to +\infty} \inf \left\{ \int_{\mathbb{R}} (\varphi - \psi)^2 + \varepsilon \int_{\mathbb{R}} (\psi')^2 : \psi \in Y_T \cap H^1_{\text{loc}}(\mathbb{R}) \right\}.$$

Step 5. Consider the infimum of both sides of (5.2) when $\varphi$ varies in $Y$; then

$$I_Y = \inf \{ \mathcal{E}^1(\varphi) : \varphi \in Y \}.$$

If we restrict $\varphi$ in (5.2) to vary in $Z$, then

$$\inf \{ \mathcal{E}^1(\varphi) : \varphi \in Z \} = \inf \{ F^1(\varphi, \psi) : \psi \in Z, \psi \in Y \cap H^1_{\text{loc}}(\mathbb{R}) \} \leq I_Z = I_Y.$$

We conclude that

$$\inf \{ \mathcal{E}^1(\varphi) : \varphi \in Z \} = \inf \{ \mathcal{E}^1(\varphi) : \varphi \in Y \}.$$

Proof of Proposition 2.2 (a) Let $(\varphi_n, \psi_n)$ be a minimizing sequence for $F^w$ on

$$\tilde{Z} = \{ (\varphi, \psi) : \varphi \in X, \psi \in X \cap H^1_{\text{loc}}(\mathbb{R}), \varphi, \psi \text{ increasing} \}.$$
Thanks to the translation invariance of $F^\sigma$, it is not restrictive to suppose that $\varphi_n < 1/2$ in $(-\infty, 0)$ and $\varphi_n \geq 1/2$ in $(0, +\infty)$. Since the total variation of the measure $D\varphi_n$ is 1 for every $n$, it follows that $\{\varphi_n\}$ is bounded in $BV_{\text{loc}}(\mathbb{R})$; moreover $\psi_n$ is bounded in $L^2(\mathbb{R})$; by compactness there exist $u_\alpha \in BV_{\text{loc}}(\mathbb{R})$ and $v_\alpha \in H^1_{\text{loc}}(\mathbb{R})$ such that, possibly passing to a subsequence,

$$\varphi_n \to u_\alpha \quad \text{in} \quad L^1_{\text{loc}}(\mathbb{R}) \quad \text{and} \quad \psi_n \to v_\alpha \quad \text{in} \quad H^1_{\text{loc}}(\mathbb{R}).$$

We can also suppose that the convergences are pointwise a.e. By the Fatou Lemma and the weak lower semicontinuity of the norm,

$$\liminf_{n \to \infty} F^\sigma(\varphi_n, \psi_n) \geq F^\sigma(u_\alpha, v_\alpha).$$

If we prove that $(u_\alpha, v_\alpha) \in \tilde{Z}$, this inequality implies that

$$F^\sigma(u_\alpha, v_\alpha) = \min\{F^\sigma(\varphi, \psi) : (\varphi, \psi) \in \tilde{Z}\}.$$ 

It is clear that $u_\alpha$ and $v_\alpha$ are increasing; since $\alpha \int_{\mathbb{R}} (u_\alpha - v_\alpha)^2 < +\infty$, we get $\lim_{x \to +\infty} u_\alpha(x) = \lim_{x \to +\infty} v_\alpha(x)$, and the same for $x \to -\infty$. Then, it is sufficient to prove that $\lim_{x \to +\infty} u_\alpha(x) = 1$ and $\lim_{x \to -\infty} u_\alpha(x) = 0$. This is an immediate consequence of the fact that $\int_{\mathbb{R}} W(\varphi_n) < +\infty$.

(b) Let 

$$C_W = \min\left\{ \int_{\mathbb{R}} W(\varphi) + \int_{\mathbb{R}} (\varphi')^2 : \varphi \in H^1_{0,1}(\mathbb{R}) \right\}.$$ 

We claim that for every $\alpha$,

$$0 < c_W(\alpha) < C_W.$$

By (a) we have $c_W(\alpha) > 0$ for every $\alpha$. To prove that $c_W(\alpha) < C_W$ we argue by contradiction, assuming that $c_W(\alpha) \geq C_W$. Let $\varphi \in H^1_{0,1}(\mathbb{R})$ be such that $\int_{\mathbb{R}} W(\varphi) + \int_{\mathbb{R}} (\varphi')^2 = C_W$. Given $\zeta \in C^\infty_c(\mathbb{R})$ and $t \in \mathbb{R}$, define $\Phi(t) = F^\sigma(\varphi, \varphi + t\zeta)$. Then $\Phi(t) \geq c_W(\alpha) \geq C_W = \Phi(0)$ for every $t$. Since $\Phi \in C^1(\mathbb{R})$, it follows that

$$\Phi'(0) = 2 \int_{\mathbb{R}} u' \zeta' = 0 \quad \forall \zeta \in C^\infty_c(\mathbb{R}).$$

Therefore $\varphi'' = 0$, and this gives a contradiction.

It is immediate to check that the map $\alpha \mapsto c_W(\alpha)$ is increasing. We claim that it is strictly increasing. For $\sigma > 0$ let $(\varphi, \psi)$ be a solution of the minimum problem dealt with in part (a) for $c_W(\alpha + \sigma)$. Then

$$c_W(\alpha + \sigma) = \int_{\mathbb{R}} W(\varphi) + \alpha \int_{\mathbb{R}} (\varphi - \psi)^2 + \int_{\mathbb{R}} (\psi')^2 + \sigma \int_{\mathbb{R}} (\varphi - \psi)^2 \geq c_W(\alpha) + \sigma \int_{\mathbb{R}} (\varphi - \psi)^2;$$

if $c_W(\alpha) = c_W(\alpha + \sigma)$, then $c_W(\alpha + \sigma) = C_W$, and this gives a contradiction.

Let $(\varphi_\alpha, \psi_\alpha)$ be a solution of the minimum problem dealt with in part (a) for $c_W(\alpha)$. The translation invariance of the functional allows us to choose $\varphi_\alpha$ such that $\varphi_\alpha \leq 1/2$ in $(-\infty, 0)$.
and \( \varphi_\alpha \geq 1/2 \) in \((0, +\infty)\). Since \( c_w(\alpha) \leq C_w \), weak compactness arguments allow us to deduce that, up to a subsequence:

\[
\psi_\alpha \rightharpoonup \varphi \quad \text{in} \quad H^1_{\text{loc}}(\mathbb{R}) \quad \text{as} \quad \alpha \to +\infty,
\]

\[
\varphi_\alpha \to \varphi \quad \text{in} \quad L^2_{\text{loc}}(\mathbb{R}) \quad \text{as} \quad \alpha \to +\infty.
\]

Moreover, \( \varphi_\alpha \) can be assumed to converge pointwise a.e. The Fatou Lemma and the weak lower semicontinuity of the norm yield

\[
\liminf_{\alpha \to +\infty} \left( \int_{\mathbb{R}} W(\psi_\alpha) + \alpha \int_{\mathbb{R}} (\varphi_\alpha - \psi_\alpha)^2 + \int_{\mathbb{R}} (\psi'_\alpha)^2 \right) \geq \int_{\mathbb{R}} W(\varphi) + \int_{\mathbb{R}} (\varphi')^2.
\]

As in (a) we prove that \( \varphi \in H^1_{0,1}(\mathbb{R}) \). This implies, since \( c_w(\alpha) \leq C_w \),

\[
\lim_{\alpha \to +\infty} c_w(\alpha) = C_w,
\]

thus concluding the proof. \( \square \)

**Remark 5.2** It is easy to check directly that

\[
\lim_{\alpha \to 0^+} c_w(\alpha) = 0.
\]

**Remark 5.3** If \( W \in C^3(\mathbb{R}) \), then the infimum in

\[
c_w(\alpha) = \inf\{\mathcal{E}^a(\varphi) : \varphi \in X\}
\]

is attained when \( \varphi \) is a travelling wave solution for the one-dimensional parabolic problem

\[
w_t = J * w - w - f(w),
\]

where \( f \) is the derivative of \( W \) (see [2, p. 549]). The regularity result in [7 Theorem 3.1(c)] allows us to construct a minimizing sequence in \( H^1_{0,1}(\mathbb{R}) \) converging in \( L^1_{\text{loc}}(\mathbb{R}) \) to the minimum point; hence

\[
\min\{\mathcal{E}^a(\varphi) : \varphi \in X\} = \inf\{\mathcal{E}^a(\varphi) : \varphi \in H^1_{0,1}(\mathbb{R})\}.
\]
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