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#### Abstract

In this paper and two companion papers, we produce efficient algorithms to solve the following interpolation problem: Let $m \geq 1$ and $p>n \geq 1$. Given a finite set $E \subset \mathbb{R}^{n}$ and a function $f: E \rightarrow \mathbb{R}$, compute an extension $F$ of $f$ belonging to the Sobolev space $W^{m, p}\left(\mathbb{R}^{n}\right)$ with norm having the smallest possible order of magnitude; secondly, compute the order of magnitude of the norm of $F$. The combined running time of our algorithms is at most $\mathrm{CN} \log \mathrm{N}$, where N denotes the cardinality of E , and $C$ depends only on $m, n$, and $p$.


## 1. Introduction

In our previous papers [3] and [4], we provided efficient algorithms to interpolate data by a function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}$ whose Sobolev norm has the least possible order of magnitude. More precisely, let $m \geq 1$ and $p>n \geq 1$. Given a function $f: E \rightarrow \mathbb{R}$ with $E \subset \mathbb{R}^{n}$ finite, we compute a function $F \in W^{m, p}\left(\mathbb{R}^{n}\right)$ such that $F=f$ on $E$, and $\|F\|_{W^{m}, p} \leq C\|\widetilde{F}\|_{W^{m}, p}$ for any competing function $\widetilde{F} \in W^{m, p}\left(\mathbb{R}^{n}\right)$ such that $\widetilde{F}=f$ on $E$. Here, $C$ depends only on $m, n$, and $p$.

Our computations consist of efficient algorithms, to be implemented on an (idealized) von Neumann computer. In the model of computation assumed in [3] and [4], our computer deals with exact real numbers, without roundoff error. In this paper, we explain how the algorithms, theorems and proofs in [3] and [4] may be modified to allow our algorithms to run successfully on a computer that handles only S-bit machine numbers, for some large, fixed S.

## 2. Modifications for finite-precision

### 2.1. The finite-precision model of computation

Our model of computation in finite-precision is a slight variant of that described in Section 38 of [2]. We spell out the details.

[^0]For an integer $S \geq 1$, we work with "machine numbers" of the form $k \cdot 2^{-S}$, with $k$ an integer and $|k| \leq 2^{+2 S}$. Our model of computation consists of an idealized von Neumann computer [5], able to handle machine numbers. We make the following assumptions:

- Given two distinct non-negative machine numbers $x$ and $y$, we can compute the most significant digit in which the binary expansions of $x$ and $y$ differ. (That is, for $x=\sum_{j \geq-S} x_{j} 2^{j}$ and $y=\sum_{j \geq-S} y_{j} 2^{j}$ with each $x_{j}$ and $y_{j}$ equal to 0 or 1 , we compute the largest $j$ for which $x_{j}$ does not equal $y_{j}$.) We assume this takes one unit of "work". See also the paragraph following (2.76).

This assumption is reasonable, since presumably a machine number is encoded in the computer as the sequence of its binary digits.

- Two machine numbers $x$ and $y$ satisfying $|x| \leq 2^{\ell}$ and $|y| \leq 2^{\ell^{\prime}}$ with $\ell, \ell^{\prime} \geq 0$ and $\ell+\ell^{\prime} \leq S$ can be "multiplied" to produce a machine number $x \otimes y$ satisfying $|x \otimes y-x y| \leq 2^{-S}$.
We suppose it takes one unit of "work" to compute $x \otimes y$.
We assume that $0 \otimes x=x \otimes 0=0$ and that $x \otimes 1=1 \otimes x=x$.
We assume that if $|x| \leq 2^{\ell}$ and $|y| \leq 2^{\ell^{\prime}}$, for $\ell$, $\ell^{\prime}$ integers, then $|x \otimes y| \leq 2^{\ell+\ell^{\prime}}$.
- If $x$ is any machine number other than zero, then we suppose we can produce a machine number " $1 / x$ " in one unit of "work", such that $\mid$ " $1 / x$ " $-1 / x \mid \leq 2^{-S}$.
We assume that " $1 / x$ " $=1$ when $x=1$.
We assume that if $|x| \geq 2^{\ell}$, for an integer $\ell$, then $|" 1 / x "| \leq 2^{-\ell}$.
- Two machine numbers $x$ and $y$ satisfying $|x| \leq \ell$ and $|y| \leq \ell^{\prime}$ for integers $\ell$ and $\ell^{\prime}$ such that $\ell+\ell^{\prime} \leq 2^{S}$ may be added to produce their exact sum $x+y$, which is again a machine number.

We assume it takes one unit of "work" to compute $x+y$.

- If $x$ is any machine number, then $-x$ is again a machine number.

We assume it takes one unit of "work" to compute $-x$.

- If $x$ and $y$ are machine numbers, then we can decide whether $x<y, y<x$, or $x=y$.
We assume this takes one unit of "work".
- If $x$ is a machine number other than zero, then we can compute the greatest integer $\ell$ such that $2^{\ell} \leq|x|$.
We assume this takes one unit of "work"
- If $x$ is a machine number and $\ell$ is an integer with $|\ell| \leq S$, then we can compute the greatest integer $\leq 2^{\ell} x$. (If this integer lies outside $\left[-2^{S},+2^{S}\right]$, then we produce an error message, and abort our computation.)
We assume this takes one unit of "work".
- We assume we can add, subtract, multiply and divide integers of absolute value $\leq 2^{S}$, in one unit of "work".

If we compute $x / y$ in integer arithmetic, for integers $x, y(y \neq 0)$ of absolute value at most $2^{S}$, then we obtain the greatest integer $\leq$ the real number $x / y$. If our desired answer lies outside $\left[-2^{S},+2^{S}\right]$, then we produce an error message and abort our computation.

- Given integers $x, y$ of absolute value $\leq 2^{s}$, we can decide whether $x<y$, $y<x$, or $x=y$.
We assume this takes one unit of "work".
- If $\ell$ is an integer, with $|\ell| \leq S$, then we can compute exactly the machine number $2^{\ell}$.
We assume this takes one unit of "work".
- If $x$ and $y$ are machine numbers satisfying $2^{-\ell} \leq x \leq 2^{\ell}$ and $|y| \leq \ell^{\prime}$ for integers $\ell$ and $\ell^{\prime}$ such that $\ell \cdot \ell^{\prime} \leq S$, then we can compute a machine number " $x^{y}$ " in one unit of "work", such that $\mid$ " $x^{y "}-x^{y} \mid \leq 2^{-S}$.
- If $x$ is any positive machine number, then we can compute a machine number " $\log x$ " in one unit of "work", such that $|" \log x "-\log x| \leq 2^{-S}$. Here, $\log x$ is the base two logarithm.
- We assume we can read or write a machine number from (to) the RAM with one unit of "work".
- We assume we can read a machine number from input or write a machine number to output in one unit of "work".
- We assume we can store a single S-bit word in memory using one unit of "storage".
- We assume we can store the address of any memory cell in a single S-bit word.
Under these assumptions, we say that our computer can process " $S$-bit machine numbers" (though the actual implementation of those machine numbers seems to require at least $2 S+2$ bits.) We call $\Delta_{\min }=2^{-S}$ the "machine precision" of our computer.

We fix an integer $\bar{S} \geq 1$. We assume that our computer can process S-bit machine numbers for $S=K_{\max } \cdot \bar{S}$, where $K_{\max } \in \mathbb{N}$ satisfies

$$
\begin{equation*}
K_{\max } \geq C, \text { for a large enough universal constant } C . \tag{2.1}
\end{equation*}
$$

We will show that when our algorithms receive their input as $\overline{\mathrm{S}}$-bit machine numbers, then the output produced by our algorithm is accurate to at least $\bar{S}$ bits. We will verify that the work and storage required are as promised: at most $\mathrm{CN} \log \mathrm{N}$ operations for the one-time work, and at most $\mathrm{C} \log \mathrm{N}$ operations for the query work, with $C N$ storage, where the constant $C$ depends only on $m, n$, and $p$.

Throughout the remaining sections, $\Delta_{\min }=2^{-S}$ will denote the precision of our computer, as just described.

### 2.2. Algorithms in finite-precision

We recall that a universal constant is one that depends only on the parameters $m, n$, and $p$. We impose the following assumptions in this section.

## Main assumptions:

- We set $\Delta_{0}:=2^{-\bar{S}}$ for an integer $\bar{S} \geq 1$.
- We assume our computer can process $S$-bit machine numbers, with $S:=$ $\mathrm{K}_{\max } \cdot \overline{\mathrm{S}}$, where $\mathrm{K}_{\max }$ satisfies (2.1). Then $\Delta_{\min }=2^{-S}$ represents the "machine precision" of our computer. A "machine number" will always denote an S-bit machine number.
- We set $\Delta_{g}=2^{-K_{1} \bar{S}}$ and $\Delta_{\epsilon}=2^{-K_{2} \bar{S}}$ for integers $K_{1}, K_{2} \geq 1$.
- We assume that $\Delta_{\min } \leq \Delta_{\epsilon}^{\mathrm{C}}$ and $\Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{\mathrm{C}}$ for a large enough universal constant C.

Assume that $w \in \mathbb{R}$ satisfies $|w| \leq 2^{S}$. We may not be able to represent $w$ perfectly on a computer, but we can always store an approximation to $w$. We introduce the relevant notation below.

- We say that $w$ is specified to precision $\Delta_{\epsilon}$ if a machine number $\mathcal{w}_{\text {fin }}$ is given with $\left|w-w_{\text {fin }}\right| \leq \Delta_{\epsilon}$.
- We say that $w$ is computed to precision $\Delta_{\epsilon}$ if there is a finite-precision algorithm that computes a machine number $\mathcal{w}_{\text {fin }}$ with $\left|w-w_{\text {fin }}\right| \leq \Delta_{\epsilon}$.
- We say that $w$ is specified (computed) with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ if $|w| \leq \Delta_{g}^{-1}$, and if $w$ is specified (computed) to precision $\Delta_{\epsilon}$.

We illustrate this terminology in the next result, which establishes the numerical stability of arithmetic operations.

Lemma 1. Suppose that $\Delta_{0}, \Delta_{\min }, \Delta_{g}$, and $\Delta_{\epsilon}$ are as in the Main assumptions. Let $x, y \in \mathbb{R}$ be specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. Then the following hold.

- We can compute $\mathrm{x}+\mathrm{y}$ with parameters $\left(\mathrm{c} \Delta_{\mathrm{g}}, \mathrm{C} \Delta_{\epsilon}\right)$.
- We can compute $\mathrm{x} \cdot \mathrm{y}$ with parameters $\left(\Delta_{\mathrm{g}}^{2}, \mathrm{C} \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-1}\right)$.
- If $|\mathrm{y}| \geq \Delta_{\mathrm{g}}$, we can compute $\mathrm{x} / \mathrm{y}$ with parameters $\left(\Delta_{\mathrm{g}}^{2}, \mathrm{C} \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-3}\right)$.
- If $x \in\left[\Delta_{g}, \Delta_{g}^{-1}\right]$, we can compute $\log x$ with parameters $\left(c \Delta_{g}, C \Delta_{\epsilon} \Delta_{g}^{-1}\right)$.
- Suppose that $x \in\left[\Delta_{g}, \Delta_{g}^{-1}\right]$ and $|y| \leq A$ with $\mathcal{A} \geq 1$, and suppose that $K_{\max } \geq$ $5 \mathrm{~A} \cdot \max \left\{\mathrm{~K}_{1}, \mathrm{~K}_{2}\right\}$. Then we can compute $\mathrm{x}^{\mathrm{y}}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{A}}, \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-\mathrm{C} \cdot \mathrm{A}}\right)$.
The above computations require work at most C .
Here, the constants c and C are independent of all the parameters.
Proof. By hypothesis, we suppose we are given machine numbers $\bar{x}, \bar{y}$ with $|x-\bar{x}| \leq$ $\Delta_{\varepsilon}$ and $|y-\bar{y}| \leq \Delta_{\epsilon}$. Moreover, we have $|x| \leq \Delta_{g}^{-1}$ and $|y| \leq \Delta_{g}^{-1}$.

Since $\Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{-1}$, we learn that $|\bar{x}| \leq 2 \Delta_{\mathrm{g}}^{-1}$ and $|\overline{\mathrm{y}}| \leq 2 \Delta_{\mathrm{g}}^{-1}$.
(1) Since $|\bar{x}+\bar{y}| \leq 4 \Delta_{\mathcal{g}}^{-1} \leq \Delta_{\min }^{-1}$ and since $\Delta_{\min }^{-1}=2^{\text {S }}$, we can compute the (S-bit) machine number $A=\bar{x}+\bar{y}$. This computation requires one unit of work, by assumption on our model of computation. Then

$$
|A-(x+y)| \leq|\bar{x}-x|+|\bar{y}-y| \leq 2 \Delta_{\epsilon}
$$

Moreover, $|x+y| \leq|x|+|y| \leq 2 \Delta_{g}^{-1}$.
Thus, we can compute the sum $x+y$ with parameters $\left(\frac{1}{2} \Delta_{g}, 2 \Delta_{\epsilon}\right)$.
(2) Since $|\bar{x} \cdot \bar{y}| \leq 4 \Delta_{g}^{-2} \leq \Delta_{\min }^{-1}$, we can compute a machine number $P$ with $|\mathrm{P}-\bar{x} \cdot \bar{y}| \leq \Delta_{\min } \leq \Delta_{\epsilon}$. (Recall that $\Delta_{\min }$ is the "machine precision".) We have $|x \cdot y-\bar{x} \cdot \bar{y}| \leq|x-\bar{x}| \cdot|y|+|y-\bar{y}| \cdot|\bar{x}| \leq \Delta_{\epsilon} \cdot \Delta_{g}^{-1}+\Delta_{\epsilon} \cdot\left(2 \Delta_{g}^{-1}\right)=3 \Delta_{\epsilon} \cdot \Delta_{g}^{-1}$. Hence, $|\mathrm{P}-\mathrm{x} \cdot \mathrm{y}| \leq \Delta_{\epsilon}+3 \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-1} \leq 4 \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-1}$. Moreover, $|\mathrm{x} \cdot \mathrm{y}| \leq \Delta_{\mathrm{g}}^{-1} \cdot \Delta_{\mathrm{g}}^{-1}=\Delta_{\mathrm{g}}^{-2}$.

Therefore, we can compute the product $x \cdot y$ with parameters $\left(\Delta_{g}^{2}, 4 \Delta_{\epsilon} \Delta_{g}^{-1}\right)$.
Here, we have only used the assumptions $\Delta_{\text {min }} \leq \frac{1}{4} \Delta_{\mathrm{g}}^{2}$ and $\Delta_{\text {min }} \leq \Delta_{\epsilon}$
(3) Suppose that $|y| \geq \Delta_{g}$. Since we may assume $\Delta_{\epsilon} \leq \Delta_{g}^{10}$, we have

$$
|\bar{y}| \geq|y|-|y-\bar{y}| \geq \Delta_{g}-\Delta_{\epsilon} \geq \Delta_{g}-\Delta_{g}^{10}
$$

Since $\Delta_{g} \leq 1 / 2$, we conclude that $|\bar{y}| \geq \frac{1}{2} \Delta_{g}$.
Thus, we can compute a machine number $A$ with $\left|A-(\bar{y})^{-1}\right| \leq \Delta_{\min } \leq \Delta_{\epsilon}$.
We have

$$
\left|y^{-1}-(\bar{y})^{-1}\right|=\frac{|y-\bar{y}|}{|y| \cdot|\bar{y}|} \leq \frac{\Delta_{\epsilon}}{\Delta_{g} \cdot \frac{1}{2} \Delta_{g}}=2 \Delta_{\epsilon} \Delta_{g}^{-2}
$$

Hence, $\left|A-\mathrm{y}^{-1}\right| \leq \Delta_{\epsilon}+2 \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-2} \leq 3 \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-2}$. Moreover, $\left|\mathrm{y}^{-1}\right| \leq \Delta_{\mathrm{g}}^{-1}$.
Therefore, we can compute $\mathrm{y}^{-1}$ with parameters ( $\Delta_{\mathrm{g}}, 4 \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-2}$ ).
(4) Suppose that $|y| \geq \Delta_{g}$. According to (3), we can compute $y^{-1}$ with parameters $\left(\Delta_{g}, \Delta_{\epsilon}^{\text {new }}\right)$, where $\Delta_{\epsilon}^{\text {new }}=4 \Delta_{\epsilon} \Delta_{g}^{-2}$. We have $\Delta_{\epsilon}^{\text {new }} \leq 4 \Delta_{g}^{8} \leq 1$ (since $\Delta_{\epsilon} \leq \Delta_{g}^{10}$ ) and $\Delta_{\epsilon}^{\text {new }} \geq \Delta_{\epsilon} \geq \Delta_{\min }$. Hence, applying (2), we can compute $x \cdot y^{-1}$ with parameters $\left(\Delta_{\mathrm{g}}^{2}, 4 \Delta_{\epsilon}^{\text {new }} \Delta_{\mathrm{g}}^{-1}\right)=\left(\Delta_{\mathrm{g}}^{2}, 16 \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-3}\right)$.
(5) Suppose that $\Delta_{g} \leq x \leq \Delta_{g}^{-1}$. Since $|x-\bar{x}| \leq \Delta_{\epsilon} \leq \Delta_{g}^{10}$, we have $\frac{1}{2} \Delta_{g} \leq$ $\bar{x} \leq 2 \Delta_{g}^{-1}$.

We can compute a machine number L satisfying $|L-\log \bar{x}| \leq \Delta_{\min } \leq \Delta_{\epsilon}$. Then we have

$$
|\log x-\log \bar{x}| \leq \frac{1}{\ln 2} \cdot|x-\bar{x}| \cdot \max \left\{x^{-1},(\bar{x})^{-1}\right\} \leq C \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-1}
$$

(Recall that $\log x$ denotes the base two logarithm.) Hence, $|\mathrm{L}-\log x| \leq \Delta_{\epsilon}+$ $\mathrm{C} \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-1} \leq \mathrm{C}^{\prime} \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-1}$. Moreover, $|\log x| \leq \log \Delta_{\mathrm{g}}^{-1} \leq \mathrm{C} \Delta_{\mathrm{g}}^{-1}$.

Therefore, we can compute $\log x$ with parameters $\left(c \Delta_{g}, C^{\prime} \Delta_{f} \Delta_{g}^{-1}\right)$.
(6) Suppose that $\Delta_{g} \leq x \leq \Delta_{g}^{-1}$ and $|y| \leq A$ for some $A \geq 1$.

Since $|x-\bar{x}| \leq \Delta_{\epsilon} \leq \Delta_{g}^{10}$ and $|y-\bar{y}| \leq \Delta_{\epsilon} \leq 1$, we conclude that $\frac{1}{2} \Delta_{g} \leq \bar{x} \leq$ $2 \Delta_{g}^{-1}$ and $|\bar{y}| \leq|y|+|y-\bar{y}| \leq 2 A$.

We have $\left|\bar{x}^{\bar{y}}\right| \leq\left(2 \Delta_{\mathrm{g}}^{-1}\right)^{2 \mathrm{~A}}=2^{2 \mathrm{~A} \cdot\left(\mathrm{~K}_{2} \overline{\mathrm{~S}}+1\right)} \leq \Delta_{\text {min }}^{-1}$, due to the assumption that $\Delta_{\min }=2^{-K_{\max } \bar{S}}$ and $K_{\max } \geq 4 A K_{2}$. Thus, we can compute a machine number B with

$$
\left|B-\bar{x}^{\bar{y}}\right| \leq \Delta_{\min } \leq \Delta_{\epsilon} .
$$

This requires work at most C .
We have

$$
\begin{aligned}
\left|x^{y}-\bar{x}^{y}\right| \leq & \left|x^{y}-\bar{x}^{y}\right|+\left|\bar{x}^{y}-\bar{x}^{\bar{y}}\right|=\left|e^{y \ln x}-e^{y \ln \bar{x}}\right|+\left|e^{y \ln \bar{x}}-e^{\bar{y} \ln \bar{x}}\right| \\
\leq & |y| \cdot|x-\bar{x}| \cdot \max \left\{x^{-1},(\bar{x})^{-1}\right\} \cdot \max \left\{e^{y \ln x}, e^{y \ln \bar{x}}\right\} \\
& +|y-\bar{y}| \cdot|\ln \bar{x}| \cdot \max \left\{e^{y \ln \bar{x}}, e^{\bar{y} \ln \bar{x}}\right\} \\
\leq & A \cdot \Delta_{\epsilon} \cdot 2 \Delta_{g}^{-1} \cdot \Delta_{g}^{-C A}+\Delta_{\epsilon} \cdot \ln \left(2 \Delta_{g}^{-1}\right) \cdot \Delta_{g}^{-C A} \leq \Delta_{\epsilon} \Delta_{g}^{-C^{\prime} A} .
\end{aligned}
$$

In the above, we use the estimates $\left|e^{w}-e^{z}\right| \leq|w-z| \cdot \max \left\{e^{w}, e^{z}\right\}$ and $|\ln x-\ln \bar{x}| \leq$ $|x-\bar{x}| \cdot \max \left\{x^{-1},(\bar{x})^{-1}\right\}$; both $C$ and $C^{\prime}$ are numerical constants.

Hence, $\left|\mathrm{B}-x^{y}\right| \leq \Delta_{\epsilon}+\Delta_{\epsilon} \Delta_{g}^{-C^{\prime} A} \leq \Delta_{\epsilon} \Delta_{g}^{-C^{\prime \prime} A}$. Moreover, $\left|x^{y}\right| \leq \Delta_{g}^{-A}$.
Therefore, we can compute $x^{y}$ with parameters ( $\left.\Delta_{g}^{A}, \Delta_{\epsilon} \Delta_{g}^{-C^{\prime \prime} A}\right)$ for a numerical constant $\mathrm{C}^{\prime \prime}$.

Thanks to (1)-(6), the conclusions of the lemma are verified. This completes the proof.

We finish the section with a technical lemma concerning the evaluation of the $\ell^{p}$ norm by a finite-precision algorithm.

Lemma 2. Let $\Delta \in\left[\Delta_{\mathrm{g}}, 1\right]$ be a given machine number. Fix an $\overline{\mathrm{S}}$-bit machine number $p>1$. Given real numbers $\mathrm{x}_{\mathrm{j}}(1 \leq \mathfrak{j} \leq \mathrm{J})$ with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, where $\mathrm{J} \leq \Delta_{\mathrm{g}}^{-1}$, we define

$$
A:=\left(\sum_{1 \leq j \leq J}\left|x_{j}\right|^{p}+\Delta^{p}\right)^{1 / p}
$$

Then there is a finite-precision algorithm, requiring work and storage at most $\mathrm{C} \cdot \mathrm{J}$, which computes a machine number $\widehat{A}$ that satisfies $\frac{1}{2} \cdot A \leq \widehat{A} \leq 2 \cdot A$.

Proof. All constants in the proof denoted by $\mathrm{C}, \mathrm{C}^{\prime}$, etc., will depend only on p . We write $\Delta_{1} \ll \Delta_{2}$ to indicate that $\Delta_{1} \leq \Delta_{2}^{C}$ for a sufficiently large universal constant $C$. We set $\Delta_{1}=\Delta_{g}^{C_{0}}$ for a sufficiently large universal constant $C_{0} \in \mathbb{N}$ that will be determined later. Thus, in the recently introduced notation, we have $\Delta_{1} \ll \Delta_{g}$. By hypothesis, we are given a machine number $x_{j}^{*}$ with $\left|x_{j}^{*}-x_{j}\right| \leq \Delta_{\epsilon}$, and we guarantee that $\left|x_{\mathfrak{j}}\right| \leq \Delta_{g}^{-1}$ for each $\mathfrak{j}$. We define

$$
\begin{equation*}
B:=\left(\sum_{\substack{1 \leq j \leq J \\\left|x_{j}^{*}\right| \geq \Delta_{1}}}\left|x_{j}^{*}\right|^{p}+\Delta^{p}\right)^{1 / p} . \tag{2.2}
\end{equation*}
$$

Note that

$$
\left|A^{p}-B^{p}\right| \leq\left.\sum_{1 \leq j \leq J}| | x_{j}\right|^{p}-\left.\left|x_{j}^{*}\right|^{p}\left|+\sum_{\substack{1 \leq j \leq J \\\left|x_{j}^{*}\right|<\Delta_{1}}}\right| x_{j}\right|^{p}
$$

Since $\left|x_{j}-x_{j}^{*}\right| \leq \Delta_{\epsilon}$ and $\left|x_{j}\right|,\left|x_{j}^{*}\right| \leq \Delta_{g}^{-C}$, the first sum is bounded by CJ $\Delta_{\epsilon} \cdot \Delta_{g}^{-C^{\prime}}$. Since $\left|x_{j}\right| \leq \Delta_{1}+\Delta_{\epsilon} \leq 2 \Delta_{1}$ whenever $\left|x_{j}^{*}\right|<\Delta_{1}$, the second sum is bounded by $\mathrm{CJ} \Delta_{1}^{\mathrm{p}}$. Thus, we have $\left|\mathrm{A}^{p}-\mathrm{B}^{\mathrm{p}}\right| \leq \mathrm{CJ} \Delta_{\epsilon} \cdot \Delta_{g}^{-\mathrm{C}}+\mathrm{CJ} \Delta_{1}^{p}$. We obtain the bound $\left|A^{p}-B^{p}\right| \leq \Delta_{g}^{-C^{\prime \prime}} \Delta_{1}^{p}$ for a universal constant $C^{\prime \prime}$, because $\mathrm{J} \leq \Delta_{g}^{-1}$ and because we may assume that $\Delta_{\epsilon} \leq \Delta_{g}^{\mathrm{C}_{o} p}=\Delta_{1}^{p}$. Note that $A^{p}$ and $B^{p}$ are at least $\Delta^{p}$. Thus, by the mean value theorem, we have

$$
|A-B| \leq\left|A^{p}-B^{p}\right| \cdot \max _{t \in\left[\Delta^{p}, \infty\right)}\left|\frac{d}{d t}\left(t^{1 / p}\right)\right| \leq \Delta_{g}^{-C^{\prime \prime}} \Delta_{1}^{p} \cdot \frac{1}{p} \Delta^{1-p} \leq \Delta_{1}^{p} \Delta_{g}^{-C^{\prime \prime \prime}}
$$

Here, in the last estimate we use that $\Delta \geq \Delta_{g}$. Note that $C^{\prime}, C^{\prime \prime}, C^{\prime \prime \prime}$ above are independent of $\mathrm{C}_{0}$.

All the summands inside the parentheses in (2.2) are at least $\Delta_{1}^{\mathrm{p}}$ (recall that $\Delta \geq \Delta_{\mathrm{g}} \geq \Delta_{1}$ ). Also, the number of summands is at most $\mathrm{J}+1 \leq \mathrm{C} \Delta_{\mathrm{g}}^{-1} \leq \mathrm{C} \Delta_{1}^{-1}$. Therefore, by the numerical stability of arithmetic (see Lemma 1) we can compute a machine number $B_{\text {fin }}$ such that

$$
\left|\mathrm{B}-\mathrm{B}_{\mathrm{fin}}\right| \leq \Delta_{\epsilon} \Delta_{1}^{-\mathrm{C}}
$$

We conclude that $\left|\mathcal{A}-\mathrm{B}_{\mathrm{fin}}\right| \leq \Delta_{1}^{\mathrm{p}} \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime \prime \prime}}+\Delta_{\epsilon} \Delta_{1}^{-\mathrm{C}}$. We recall that $\Delta_{1}=\Delta_{\mathrm{g}}^{\mathrm{C}_{\mathrm{o}}}$ and $\Delta_{\epsilon} \ll \Delta_{g}$. So, if we pick a sufficiently large universal constant $C_{0} \in \mathbb{N}$ then we can guarantee that $\left|A-B_{\text {fin }}\right| \leq \frac{1}{2} \Delta_{g}$. Note that $A \geq \Delta \geq \Delta_{g}$. Thus, we conclude that $\mathcal{A}$ and $B_{\text {fin }}$ differ by at most a factor of 2 . We can therefore define $\widehat{A}=B_{\text {fin }}$ and the conclusion of the lemma follows.

### 2.3. Short form

Let $E=\left\{z_{1}, \ldots, z_{N}\right\} \subset \frac{1}{32} Q^{\circ}$, where $Q^{\circ}=[0,1)^{n}$.
We write $\mathbb{X}(E)$ for the space of all real-valued functions $f$ on $E$, equipped with the trace norm induced by $\mathbb{X}=L^{\mathfrak{m}, \mathfrak{p}}\left(\mathbb{R}^{\mathfrak{n}}\right)$.

Recall that $\mathcal{P}$ denotes the set of all polynomials on $\mathbb{R}^{n}$ of degree at most $m-1$, and $\mathcal{M}$ denotes the set of all multiindices $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $|\alpha| \leq m-1$.

We let $\Delta_{\text {min }} \leq \Delta_{\epsilon} \leq \Delta_{g} \leq \Delta_{0}$ be defined as in the Main assumptions in Section 2.2. In particular, recall that $\Delta_{\min }=2^{-S}$ denotes the machine precision of our computer. When we refer to a "machine number" we will always mean an S-bit machine number.

Any linear functional $\omega: \mathbb{X}(E) \rightarrow \mathbb{R}$ can be expressed in the form

$$
\begin{equation*}
\omega(f)=\sum_{\ell=1}^{\mathrm{L}} \lambda_{\ell} \cdot f\left(z_{j_{\ell}}\right) . \tag{2.3}
\end{equation*}
$$

We call (2.3) a short form of $\omega$. We do not promise that the coefficients $\lambda_{\ell}$ are nonzero. Thus, in contrast to the notation in infinite-precision, a functional can have more than one short form. The depth of $\omega$, denoted depth $(\omega)$, is the number $L$. Note that depth $(\omega)$ depends on the short form (2.3) of $\omega$, and not on $\omega$ alone. This abuse of notation should cause no confusion.

The short form (2.3) is given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ if the numbers $\lambda_{\ell}$ are given with parameters $\left(\Delta_{\mathrm{g}}, \Delta_{\epsilon}\right)$, and if the list $\mathfrak{j}_{1}, \ldots, \mathfrak{j}_{\mathrm{L}}$ is given. Recall that this means we specify machine numbers $\bar{\lambda}_{\ell}$ with $\left|\lambda_{\ell}-\bar{\lambda}_{\ell}\right| \leq \Delta_{\epsilon}$, and we promise that $\left|\lambda_{\ell}\right| \leq \Delta_{\mathrm{g}}^{-1}$ for each $\ell$. The indices $j_{1}, \ldots, j_{\mathrm{L}}$ may be represented as pointers to the memory locations in which the corresponding points of $E$ are stored. We assume that each of these pointers is stored using a single unit of memory.

Let $\Omega=\left\{\omega_{1}, \ldots, \omega_{M}\right\}$ be a list of linear functionals on $\mathbb{X}(E)$.
A functional $\xi: \mathbb{X}(E) \rightarrow \mathbb{R}$ has $\Omega$-assisted depth d provided that it can be written in the form

$$
\begin{equation*}
\xi(f)=\eta(f)+\sum_{v=1}^{v_{\max }} \mu_{v} \cdot \omega_{k_{v}}(f) \tag{2.4}
\end{equation*}
$$

where $\eta$ is a linear functional and $\operatorname{depth}(\eta)+v_{\max } \leq d$. We call (2.4) a short form of $\xi$. Note that perhaps we can write a given $\xi$ in many different ways in short form.

The short form (2.4) is given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of assists $\Omega$ if the functional $\eta$ is given in short form with parameters ( $\Delta_{g}, \Delta_{\epsilon}$ ), the numbers $\mu_{v}$ are given with parameters $\left(\Delta_{\mathfrak{g}}, \Delta_{\epsilon}\right)$, and a list of the indices $k_{v_{1}}, \ldots, k_{v_{\max }}$ is given.

A functional $\xi: \mathbb{X}(E) \oplus \mathcal{P} \rightarrow \mathbb{R}$ has $\Omega$-assisted depth d provided that it can be written in the form

$$
\begin{equation*}
\xi(f, P)=\eta(f)+\sum_{v=1}^{v_{\max }} \mu_{v} \cdot \omega_{k_{v}}(f)+\sum_{\alpha \in \mathcal{M}} \theta_{\alpha} \cdot \frac{1}{\alpha!} \partial^{\alpha} P(0) \tag{2.5}
\end{equation*}
$$

where $\eta$ is a linear functional and $\operatorname{depth}(\eta)+v_{\max }+\#(\mathcal{M}) \leq \mathrm{d}$. We call (2.5) a short form of $\xi$.

The short form (2.5) is given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of assists $\Omega$ if the functional $\eta$ is given in short form with parameters ( $\Delta_{g}, \Delta_{\epsilon}$ ), the numbers $\mu_{v}$ and $\theta_{\alpha}$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, and a list of the indices $k_{v_{1}}, \ldots, k_{v_{\max }}$ is given.

A linear map $\mathrm{T}: \mathbb{X}(\mathrm{E}) \oplus \mathcal{P} \rightarrow \mathcal{P}$ is given in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of assists $\Omega$, if for each $\beta \in \mathcal{M}$ we exhibit a formula

$$
\partial^{\beta}(T(f, P))(0)=\eta_{\beta}(f)+\sum_{v=1}^{v_{\max }} \mu_{\beta v} \cdot \omega_{k_{v}}(f)+\sum_{\alpha \in \mathcal{M}} \theta_{\beta \alpha} \cdot \frac{1}{\alpha!} \partial^{\alpha} P(0)
$$

where the functional $\eta_{\beta}$ is given in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, the numbers $\mu_{\beta v}$ and $\theta_{\beta \alpha}$ are given with parameters ( $\Delta_{g}, \Delta_{\epsilon}$ ), and a list of the indices $k_{1}, \ldots, k_{v_{\max }}$ is given.

Similarly, a linear map $T: \mathbb{X}(E) \rightarrow \mathcal{P}$ is given in short form with parameters $\left(\Delta_{\mathfrak{g}}, \Delta_{\epsilon}\right)$ in terms of assists $\Omega$, if for each $\beta \in \mathcal{M}$ we exhibit a formula

$$
\partial^{\beta}(T(f))(0)=\eta_{\beta}(f)+\sum_{v=1}^{v_{\max }} \mu_{\beta v} \cdot \omega_{k_{v}}(f)
$$

where the functional $\eta_{\beta}$ is given in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, the numbers $\mu_{\beta v}$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, and a list of the indices $k_{1}, \ldots, k_{v_{\max }}$ is given.

We say we have computed a linear map $\mathrm{T}: \mathbb{X}(\mathrm{E}) \rightarrow \mathbb{X}$ in short form with parameters $\left(\Delta_{\mathfrak{g}}, \Delta_{\epsilon}\right)$ in terms of assists $\Omega$ if for each $\bar{S}$-bit machine point $\underline{\chi} \in \mathrm{Q}^{\circ}$ and each multiindex $\alpha \in \mathcal{M}$, we can compute a short form of the linear functional

$$
\mathrm{f} \mapsto \partial^{\alpha} \operatorname{Tf}(\underline{x})
$$

with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of the assists $\Omega$. If the functional $f \mapsto \partial^{\alpha}(T f)(\underline{x})$ has $\Omega$-assisted depth d , for all $\underline{x} \in \mathbb{R}^{n}$ and $\alpha \in \mathcal{M}$, then we say that the map T has $\Omega$-assisted depth d . We extend this notation to linear maps $\mathrm{T}: \mathbb{X}(\mathrm{E}) \oplus \mathcal{P} \rightarrow \mathbb{X}$ in the obvious way. We only answer queries if $\underline{x} \in Q^{\circ}$ because enormous $\underline{x}$ 's might lead to overflow errors.

### 2.4. Main algorithms in finite-precision

Our main theorem concerns extension operators for homogeneous Sobolev spaces and is stated below. Later, in Section 2.18.2, we will present a corresponding result for inhomogeneous Sobolev spaces (see Theorem 2).

We write $\mathrm{c}, \mathrm{C}, \mathrm{C}^{\prime}$, etc., to denote universal constants, which depend only on $m, n$, and $p$.

Let $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. We call $x$ an $S_{0}$-bit "machine point" if each coordinate $x_{k}$ is an $S_{0}$-bit machine number.

Theorem 1. There exists a universal constant $\mathrm{C} \geq 1$ such that the following holds. Let $\overline{\mathrm{S}} \geq 1$ be an integer. We fix an $\overline{\mathrm{S}}$-bit machine number $\mathrm{p}>\mathrm{n}$.
We also fix a subset $\mathrm{E} \subset \frac{1}{32} \mathrm{Q}^{\circ}$ consisting of $\overline{\mathrm{S}}$-bit machine points, with $\#(\mathrm{E})=$ $\mathrm{N} \geq 2$, where $\mathrm{Q}^{\circ}=[0,1)^{\mathrm{n}}$.

We assume we are given constants $\Delta_{\min }=2^{-\mathrm{K}_{\max } \overline{\mathrm{S}}}, \Delta_{\epsilon}^{\circ}:=2^{-\mathrm{K}_{1} \overline{\mathrm{~S}}}, \Delta_{\mathrm{g}}^{\circ}:=2^{-\mathrm{K}_{2} \overline{\mathrm{~S}}}$, and $\Delta_{\text {junk }}^{\circ}:=2^{-\mathrm{K}_{3} \overline{\mathrm{~S}}}$, for integers $\mathrm{K}_{1}, \mathrm{~K}_{2}, \mathrm{~K}_{3}, \mathrm{~K}_{\max } \geq 1$ such that $\mathrm{K}_{\max } \geq \mathrm{C} \cdot \mathrm{K}_{1} \geq$ $\mathrm{C}^{2} \cdot \mathrm{~K}_{2} \geq \mathrm{C}^{3} \cdot \mathrm{~K}_{3} \geq \mathrm{C}^{4}$.

We assume that our computer can perform arithmetic operations on S-bit machine numbers with precision $\Delta_{\min }=2^{-\mathrm{S}}$, where $\mathrm{S}=\mathrm{K}_{\max } \overline{\mathrm{S}}$.

We compute (see below) lists $\Omega$ and $\Xi$, consisting of linear functionals on $\mathbb{X}(\mathrm{E})=\{\mathrm{f}: \mathrm{E} \rightarrow \mathbb{R}\}$, with the following properties.

- The sum of depth $(\omega)$ over all $\omega \in \Omega$ is bounded by CN , and $\#[\Xi] \leq \mathrm{CN}$.
- Each $\xi$ in $\Xi$ has $\Omega$-assisted depth at most C .
- We compute each $\omega \in \Omega$ in short form with parameters $\left(\Delta_{g}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$, and we compute each $\xi \in \Xi$ in short form with parameters $\left(\Delta_{g}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$ in terms of the assists $\Omega$.
- For every $\mathrm{f} \in \mathbb{X}(\mathrm{E})$, we have

$$
\begin{aligned}
C^{-1}\|f\|_{\mathbb{X}(E)} & \leq\left[\sum_{\xi \in \Xi}|\xi(f)|^{p}\right]^{1 / p} \\
& \leq C \inf \left\{\|F\|_{\mathbb{X}}+\Delta_{\text {junk }}^{\circ}\|F\|_{L^{p}\left(Q^{\circ}\right)}: F \in \mathbb{X}, F=f \text { on } E\right\}
\end{aligned}
$$

Moreover, there exists a linear map $\mathrm{T}: \mathbb{X}(\mathrm{E}) \rightarrow \mathbb{X}$ with the following properties.

- T has $\Omega$-assisted depth at most C.
- $\mathrm{Tf}=\mathrm{f}$ on E , and

$$
\|\mathrm{Tf}\|_{\mathbb{X}} \leq \mathrm{Cinf}\left\{\|\mathrm{~F}\|_{\mathbb{X}}+\Delta_{\text {junk }}^{\circ}\|\mathrm{F}\|_{\mathrm{L}^{p}\left(\mathrm{Q}^{\circ}\right)}: \mathrm{F} \in \mathbb{X}, \mathrm{~F}=\mathrm{f} \text { on } \mathrm{E}\right\}
$$

for every $\mathrm{f} \in \mathbb{X}(\mathrm{E})$.

- We produce a query algorithm with the following properties.

Given an $\overline{\mathrm{S}}$-bit machine point $\underline{\mathrm{x}} \in \mathrm{Q}^{\circ}$, and given $\alpha \in \mathcal{M}$, we compute a short form of the linear functional $\mathrm{f} \mapsto \partial^{\alpha}(\mathrm{Tf})(\underline{\mathrm{x}})$ in terms of the assists $\Omega$. This linear functional is computed with parameters $\left(\Delta_{g}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$. This computation requires work at most $\mathrm{C} \log \mathrm{N}$.

The above computations require one-time work at most $\mathrm{CN} \log \mathrm{N}$ in space CN .

### 2.5. Bases for the space of polynomials

We discuss the first algorithm in the infinite-precision text, namely the algorithm Fit basis to convex body from Section 2.7 .3 of [3]. This is a preparatory algorithm that will be used later in the text. Our finite-precision version of Fit BASIS TO CONVEX BODY will require several additional assumptions, stated below.

We impose the assumptions in Theorem 1. In particular, $\Delta_{\min } \leq \Delta_{\epsilon} \leq \Delta_{\mathrm{g}} \leq \Delta_{\mathcal{O}}$ are as in the Main assumptions in Section 2.2. Our computer can perform arithmetic operations on $S$-bit machine numbers with precision $\Delta_{\min }=2^{-S}$, where $\mathrm{S}=\mathrm{K}_{\text {max }} \cdot \overline{\mathrm{S}}$.

We introduce a few conventions that are used in the rest of the paper. A machine number will mean an S-bit machine number, and a machine point will mean an S-bit machine point. A bounded interval I $\subset \mathbb{R}$ is called a machine interval if its endpoints are machine numbers.

We assume

$$
\begin{equation*}
\mathrm{p}>\mathrm{n} \text { is an } \overline{\mathrm{S}} \text {-bit machine number, } \tag{2.6}
\end{equation*}
$$

while

$$
\begin{equation*}
x \in \mathbb{R}^{n} \text { is an (S-bit) machine point. } \tag{2.7}
\end{equation*}
$$

Recall that $\mathcal{P}$ is the vector space of polynomials on $\mathbb{R}^{n}$ of degree at most $m-1$, and we denote $\mathrm{D}=\operatorname{dim} \mathcal{P}$. We identify $\mathcal{P}$ with $\mathbb{R}^{\mathrm{D}}$, by identifying $\mathrm{P} \in \mathcal{P}$ with
$\left(\frac{1}{\alpha!} \partial^{\alpha} P(x)\right)_{\alpha \in \mathcal{M}}$, where $\mathcal{M}$ denotes the set of all multiindices of order at most $m-1$. We define

$$
|P|_{x}=\left(\sum_{\alpha \in \mathcal{M}}\left|\partial^{\alpha} P(x)\right|^{p}\right)^{1 / p}
$$

We assume we are given $\Lambda \geq 1$. We write $c(\Lambda), C(\Lambda)$, etc. to denote constants depending on $\mathfrak{m}, \boldsymbol{n}, \mathrm{p}$, and $\Lambda$. We write $\mathrm{c}, \widetilde{\mathrm{c}}$, C , etc. to denote constants depending only on $m, n$, and $p$.

We are given a quadratic form q on $\mathcal{P}$. We assume that q is specified as a $\mathrm{D} \times \mathrm{D}$ matrix $\left(\mathrm{q}_{\beta \gamma}\right)_{\beta, \gamma \in \mathcal{M}}$ acting on the above coordinates:

$$
\begin{equation*}
q(P)=\sum_{\beta, \gamma \in \mathcal{M}} q_{\beta \gamma} \cdot \partial^{\beta} P(x) \cdot \partial^{\gamma} P(x) . \tag{2.8}
\end{equation*}
$$

We assume that the matrix $\left(q_{\alpha \beta}\right)_{\alpha, \beta \in \mathcal{M}}$ satisfies the following conditions:

$$
\begin{align*}
& \left|q_{\alpha \beta}\right| \leq \Delta_{g}^{-1}, \text { and } q_{\alpha \beta} \text { is specified to precision } \Delta_{\epsilon}, \text { for all } \alpha, \beta \in \mathcal{M} .  \tag{2.9}\\
& \left(q_{\alpha \beta}\right)_{\alpha, \beta \in \mathcal{M}} \geq \Delta_{g} \cdot\left(\delta_{\alpha \beta}\right)_{\alpha, \beta \in \mathcal{M}} . \tag{2.10}
\end{align*}
$$

From (2.10) we learn that

$$
\begin{equation*}
|q(P)| \geq c \Delta_{g} \cdot|P|_{x}^{2} \quad \text { for all } P \in \mathcal{P} \tag{2.11}
\end{equation*}
$$

for a universal constant $\mathrm{c}>0$.
We fix a multiindex set $\mathcal{A} \subset \mathcal{M}$. The main result of the section is as follows.
Algorithm: Fit basis to convex body (finite-precision version)
Given $\mathrm{q}, \mathrm{x}, \mathcal{A}$ as above: We compute a partition of $\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ into machine intervals $\mathrm{I}_{\ell}$, and for each $\ell$ we compute machine numbers $\lambda_{\ell}, \mathrm{c}_{\ell}$ with $\mathrm{c}_{\ell} \geq 0$, such that the function $\eta_{*}:\left[\Delta_{g}, \Delta_{g}^{-1}\right] \rightarrow \mathbb{R}$, defined by

$$
\eta_{*}(\delta):=c_{\ell} \cdot \delta^{\lambda_{\ell}} \text { for } \delta \in I_{\ell}
$$

has the following properties.

- Let $\overline{\bar{\sigma}}$ satisfy $\left\{q \leq \Lambda^{-1}\right\} \subset \overline{\bar{\sigma}} \subset\{q \leq \Lambda\}$. Then, for any $\delta \in\left[\Delta_{g}, \Delta_{g}^{-1}\right]$,
$-\overline{\bar{\sigma}}$ has an $\left(\mathcal{A}, x, \eta^{1 / 2}, \delta\right)$-basis for any $\eta>C(\Lambda) \cdot \eta_{*}(\delta)$,
$-\overline{\bar{\sigma}}$ does not have an $\left(\mathcal{A}, x, \eta^{1 / 2}, \delta\right)$-basis for any $\eta<c(\Lambda) \cdot \eta_{*}(\delta)$.
(See Section 2.7.1 of [3] for the definition of a basis for a convex set of polynomials.)
- Moreover, $c \cdot \eta_{*}\left(\delta_{1}\right) \leq \eta_{*}\left(\delta_{2}\right) \leq C \cdot \eta_{*}\left(\delta_{1}\right)$ whenever $\frac{1}{10} \delta_{1} \leq \delta_{2} \leq 10 \delta_{1}$.
- Also, $\eta_{*}(\delta) \geq \Delta_{g}^{\mathrm{C}}$ for any $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$.
- The numbers $\mathrm{c}_{\ell}$ belong to the interval $\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$, and the exponents $\lambda_{\ell}$ are of the form $\mu+\nu /$ p for integers $\mu, v$ with $|\mu|,|v| \leq C$.
- The computation of $\mathrm{I}_{\ell}, \lambda_{\ell}$, and $\mathrm{c}_{\ell}$, requires work and storage at most C .

Here, $c>0$ and $\mathrm{C} \geq 1$ are constants determined by $m, n$, and $p$, while $c(\Lambda)$ and $C(\Lambda)$ are constants determined by $m, n, p$, and $\Lambda$.

Explanation. We recall the basic structure of the argument given in Section 2.7.3 of [3]. We first define a rational function $\eta_{\min }(\delta)$ with nice properties, and then we explain how to compute an approximation $\eta_{*}(\delta)$ for $\eta_{\min }(\delta)$. The structure of our argument here is quite similar. The main difference being that we need to take additional care to ensure the numerical stability of our computations with respect to rounding error.

We consider the quadratic form

$$
\begin{align*}
M^{\delta}(\vec{P}):= & \sum_{\alpha \in \mathcal{A}} q\left(\delta^{m-n / p-|\alpha|} P_{\alpha}\right)+\sum_{\substack{\alpha \in \mathcal{A}, \beta \in \mathcal{M} \\
\beta>\alpha}}\left(\delta^{|\beta|-|\alpha|} \partial^{\beta} P_{\alpha}(x)\right)^{2}  \tag{2.12}\\
= & \sum_{\alpha \in \mathcal{A} \beta, \gamma \in \mathcal{M}} \sum \delta^{2(m-n / p-|\alpha|)} \mathrm{q}_{\beta \gamma} \cdot \partial^{\beta} P_{\alpha}(x) \cdot \partial^{\gamma} P_{\alpha}(x) \\
& \quad \sum_{\substack{\alpha \in \mathcal{A}, \beta \in \mathcal{M} \\
\beta>\alpha}}\left(\delta^{|\beta|-|\alpha|} \partial^{\beta} P_{\alpha}(x)\right)^{2} \quad\left(\text { for } \vec{P}=\left(P_{\alpha}\right)_{\alpha \in \mathcal{A}}\right),
\end{align*}
$$

restricted to the affine subspace

$$
H:=\left\{\vec{P}=\left(P_{\alpha}\right)_{\alpha \in \mathcal{A}}: \partial^{\beta} P_{\alpha}(x)=\delta_{\beta \alpha} \text { for } \alpha, \beta \in \mathcal{A}\right\} .
$$

Let

$$
\eta_{\min }(\delta):=\min _{\vec{P} \in H} M^{\delta}(\vec{P})
$$

which is regarded as a function of $\delta \in\left[\Delta_{g}, \Delta_{\mathrm{g}}^{-1}\right]$.
Recall from Section 2.7.3 of [3], we showed that

$$
\begin{equation*}
\eta_{\min }\left(\delta_{1}\right) \leq \eta_{\min }\left(\delta_{2}\right) \leq\left(\frac{\delta_{2}}{\delta_{1}}\right)^{2 m} \eta_{\min }\left(\delta_{1}\right) \text { for } \delta_{1} \leq \delta_{2} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{align*}
& \overline{\bar{\sigma}} \text { has a }\left(\mathcal{A}, x, \eta^{1 / 2}, \delta\right) \text {-basis if } \eta>C(\Lambda) \cdot \eta_{\min }(\delta)  \tag{2.14}\\
& \text { but not if } \eta<c(\Lambda) \cdot \eta_{\min }(\delta) .
\end{align*}
$$

Using (2.11), we see that

$$
\begin{equation*}
\left|M^{\delta}(\vec{P})\right| \geq c \Delta_{g}^{2 m+1} \cdot \sum_{\alpha \in \mathcal{A}}\left|P_{\alpha}\right|_{\chi}^{2} \quad \text { for any } \vec{P} \in H, \quad \delta \in\left[\Delta_{g}, \Delta_{g}^{-1}\right] \tag{2.15}
\end{equation*}
$$

Furthermore, if $\overrightarrow{\mathrm{P}} \in \mathrm{H}$ and $\alpha \in \mathcal{A}$ then $\partial^{\alpha} \mathrm{P}_{\alpha}(x)=1$, hence $\left|\mathrm{P}_{\alpha}\right|_{x} \geq 1$. Thus, by definition of $\eta_{\min }(\delta)$ as the minimum of $M^{\delta}(\cdot)$ on $H$, we have

$$
\begin{equation*}
\eta_{\min }(\delta) \geq \widetilde{c} \Delta_{\mathrm{g}}^{2 \mathrm{~m}+1} \tag{2.16}
\end{equation*}
$$

for a universal constant $\widetilde{\boldsymbol{c}}>0$.

Next, we compute a piecewise-rational function $\tilde{\eta}_{\text {min }}(\delta)$ that approximates $\eta_{\text {min }}(\delta)$. For $w=\left(w_{\alpha \beta}\right)_{\alpha \in \mathcal{A}, \beta \in \mathcal{M} \backslash \mathcal{A}} \in \mathbb{R}^{J}$ we set

$$
\begin{equation*}
P_{\alpha}^{w}(z):=\frac{1}{\alpha!} \cdot(z-x)^{\alpha}+\sum_{\beta \in \mathcal{M} \backslash \mathcal{A}} \frac{1}{\beta!} \cdot w_{\alpha \beta} \cdot(z-x)^{\beta} \quad(\alpha \in \mathcal{A}) . \tag{2.17}
\end{equation*}
$$

This gives a coordinate mapping $w \mapsto \overrightarrow{\mathrm{P}} w=\left(\mathrm{P}_{\alpha}^{w}\right)_{\alpha \in \mathcal{A}} \in \mathrm{H}$, and we set

$$
\begin{align*}
\widetilde{M}^{\delta}(w) & :=M^{\delta}\left(\overrightarrow{\mathrm{P}}^{w}\right)  \tag{2.18}\\
& =\left\langle\mathcal{A}^{\delta} w, w\right\rangle-2\left\langle\mathrm{~b}^{\delta}, w\right\rangle+\mathrm{m}^{\delta} \quad\left(w \in \mathbb{R}^{\mathrm{J}}\right)
\end{align*}
$$

Here, $A^{\delta}$ is a matrix, $b^{\delta}$ is a vector, $m^{\delta}$ is a scalar - all functions of $\delta$ - and $\langle\cdot, \cdot\rangle$ denotes the standard Euclidean inner product on $\mathbb{R}^{J}$. The entries of $A^{\delta}, b^{\delta}$, and $m^{\delta}$ are all sums of monomials of the form $a \cdot \delta^{\mu+v / p}$ with $\mu, v \in \mathbb{Z}$ and $a \in \mathbb{R}$.

We have $\|w\|^{2}=\sum_{\alpha, \beta}\left|w_{\alpha \beta}\right|^{2} \leq c \sum_{\alpha}\left|P_{\alpha}^{w}\right|_{x}^{2}$, since $w_{\alpha \beta}=\partial^{\beta} P_{\alpha}^{w}(x)$ for $\alpha \in \mathcal{A}$, $\beta \in \mathcal{M} \backslash \mathcal{A}$. Thus, from (2.15) we have $\left|\widetilde{M}^{\delta}(w)\right| \geq c \Delta_{g}^{2 m+1} \cdot\|w\|^{2}$, hence

$$
\begin{equation*}
A^{\delta} \geq c \Delta_{\mathrm{g}}^{2 m+1} \cdot\left(\delta_{i j}\right) \tag{2.19}
\end{equation*}
$$

for a universal constant $c>0$. In particular, the matrix $A^{\delta}$ is invertible.
Recall that $A^{\delta}=\left(A_{i j}^{\delta}\right), b^{\delta}=\left(b_{i}^{\delta}\right)$, and $m^{\delta}$ are given in the form

$$
\left\{\begin{align*}
A_{i j}^{\delta}=\sum_{\mu, v} c_{\mu \nu}^{i j} \delta^{\mu+v / p} & (1 \leq i, j \leq J)  \tag{2.20}\\
b_{j}^{\delta} & =\sum_{\mu, v} c_{\mu \nu}^{j} \delta^{\mu+v / p} \quad(1 \leq j \leq J) \\
m^{\delta} & =\sum_{\mu, v} c_{\mu \nu} \delta^{\mu+v / p}
\end{align*}\right.
$$

There are at most $C$ pairs $(\mu, v) \in \mathbb{Z} \times \mathbb{Z}$ relevant to the above sums, and we have $|\mu|,|v| \leq C$ for each pair. (See (2.53)-(2.55) in [3].)

We insert the formula (2.17) for the polynomials $\mathrm{P}_{\alpha}=\mathrm{P}_{\alpha}^{w}(\alpha \in \mathcal{A})$ in the second line of the definition (2.12) of $M_{\delta}$ to produce the expression $\widetilde{M}^{\delta}(w)=$ $\left\langle A^{\delta} \mathcal{w}, w\right\rangle-2\left\langle b^{\delta}, w\right\rangle+m^{\delta}$. We compute each of the numbers $c_{\mu \nu}^{i j}, c_{\mu \nu}^{j}$, and $c_{\mu v}$ as a linear combination of the entries of $\left(q_{\alpha \beta}\right)$ (and the constant 1). Hence, since the $\mathrm{q}_{\alpha \beta}$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, the numbers $\mathcal{c}_{\mu \nu}^{i j}, c_{\mu \nu}^{j}, c_{\mu \nu}$ can be computed with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

We can compare exponents of the form $\lambda=\mu+\nu / p$ and $\bar{\lambda}=\bar{\mu}+\bar{v} / \mathrm{p}$ by expressing $\lambda, \bar{\lambda}$ as a ratio of integers and cross-multiplying (recall that $p$ is an $\bar{S}$-bit machine number). This comparison requires at most $C$ units of work. By summing the coefficients of the monomials with the same exponent, we may assume that the exponents $\mu+v / p$ in (2.20) are pairwise distinct.

We compute a formula for the inverse matrix $\left(A^{\delta}\right)^{-1}$ by applying Cramer's rule. Hence,

$$
\begin{equation*}
\left(A^{\delta}\right)_{i j}^{-1}=\frac{\left[A^{\delta}\right]_{i j}}{\operatorname{det}\left(A^{\delta}\right)}=\frac{\sum_{k} a_{k}^{i j} \cdot \delta^{\lambda_{k}}}{\sum_{\ell} b_{\ell} \cdot \delta^{\gamma \ell}} \quad(1 \leq i, j \leq J) \tag{2.21}
\end{equation*}
$$

where $\left[A^{\delta}\right]_{i j}$ denotes the $(i, j)$-cofactor of the matrix $A^{\delta}$. The number of terms in the sums in the numerator and denominator of (2.21) is bounded by C .

We compute the numbers $\mathfrak{a}_{\mathrm{k}}^{i j}$ and $\boldsymbol{b}_{\ell}$ in (2.21) by evaluating a polynomial function of the coefficients $c_{\mu \nu}^{i j}$ arising in the entries of the matrix $\left(\mathcal{A}_{i j}^{\delta}\right)$ in (2.20). The numbers $\mathcal{c}_{\mu \nu}^{i j}$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, so we can compute $\mathrm{a}_{\mathrm{k}}^{\mathrm{ij}}$ and $\mathrm{b}_{\ell}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

The exponents $\lambda_{k}$ and $\gamma_{\ell}$ in (2.21) have the form $\mu+\nu / p$, where $\mu, v \in \mathbb{Z}$ are bounded in magnitude by a universal constant $C$.

We compute an expression for $\eta_{\min }(\delta)=\min _{w} \widetilde{M}^{\mathcal{\delta}}(w)$ as follows. Note that the quadratic function $\widetilde{M}^{\delta}(w)$ in (2.18) achieves its minimum at $w^{\delta}:=\left(A^{\delta}\right)^{-1} b^{\delta}$. Thus,

$$
\eta_{\min }(\delta)=\widetilde{M}^{\delta}\left(w^{\delta}\right)=-\left\langle b^{\delta},\left(A^{\delta}\right)^{-1} b^{\delta}\right\rangle+m^{\delta}=\sum_{i, j=1}^{J} b_{i}^{\delta} \cdot\left(A^{\delta}\right)_{i j}^{-1} \cdot b_{j}^{\delta}+m^{\delta}
$$

Inserting the expressions for the entries of $\left(A^{\delta}\right)^{-1}, b^{\delta}$, and the expression for $m^{\delta}$, we compute (see below) a rational expression

$$
\begin{equation*}
\eta_{\min }(\delta)=\frac{\sum_{k} a_{k} \cdot \delta^{\lambda_{k}}}{\sum_{\ell} b_{\ell} \cdot \delta^{\gamma \ell}}=\frac{N(\delta)}{D(\delta)} \tag{2.22}
\end{equation*}
$$

The number of terms in the sums in the numerator and denominator of (2.22) is bounded by C.

The denominator $\mathrm{D}(\delta)=\sum_{\ell} \mathrm{b}_{\ell} \cdot \delta^{\gamma_{\ell}}$ in (2.22) is the same as the common denominator in the expression for $\left(A^{\delta}\right)_{i j}^{-1}$ in (2.21), namely $\operatorname{det}\left(A^{\delta}\right)$. From (2.19) we have $\operatorname{det}\left(A^{\delta}\right) \geq \Delta_{g}^{C}$, hence

$$
\begin{equation*}
\sum_{\ell} b_{\ell} \cdot \delta^{\gamma_{\ell}} \geq \Delta_{\mathrm{g}}^{\mathrm{C}} \tag{2.23}
\end{equation*}
$$

The exponents $\gamma_{\ell}$ and $\lambda_{k}$ in (2.22) have the form $\mu+v / p$, where $\mu, \nu \in \mathbb{Z}$ are bounded in magnitude by a universal constant. We can assume that the $\gamma_{\ell}$ are distinct, as are the $\lambda_{k}$. (We combine all the monomials in the numerator or denominator that have the same exponent.)

The numbers $a_{k}$ in the numerator in (2.22) are defined by evaluating a polynomial function on the coefficients $a_{k}^{i j}, b_{\ell}$ in $\left(A^{\delta}\right)_{i j}^{-1}$ (see (2.21)), and the coefficients $c_{\mu \nu}^{j}$ and $c_{\mu \nu}$ in $b_{j}^{\delta}$ and $m^{\delta}$ (see (2.20)). Thus, we can compute $a_{k}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}_{1}}, \Delta_{\mathrm{g}}^{-\mathrm{C}_{1}} \Delta_{\epsilon}\right)$ for a large enough universal constant $\mathrm{C}_{1}$.

As explained before, the numbers $\mathrm{b}_{\ell}$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}_{1}}, \Delta_{\mathrm{g}}^{-\mathrm{C}_{1}} \Delta_{\epsilon}\right)$.
The exponents $\lambda_{k}$ in (2.22) are pairwise distinct and have the form $\mu+v / p$ for integers $\mu, v \in \mathbb{Z}$ with $|\mu|,|v| \leq C$. The same is true of the exponents $\gamma_{\ell}$. Hence,

$$
\begin{equation*}
\left|\lambda_{k}-\lambda_{k^{\prime}}\right| \geq c_{0} \quad \text { and } \quad\left|\gamma_{\ell}-\gamma_{\ell^{\prime}}\right| \geq c_{0} \tag{2.24}
\end{equation*}
$$

for all $k \neq k^{\prime}$ and $\ell \neq \ell^{\prime}$. ${ }^{1}$

[^1]We now perform a crucial rounding step.
We introduce a parameter $\Delta=2^{-\mathrm{S}_{1}}$ of the form $\Delta=\Delta_{\mathrm{g}}^{\mathrm{C}_{2}}$, for $\mathrm{C}_{2} \in \mathbb{N}$ that is assumed to be greater than a large enough universal constant. We will later fix $C_{2}$ to be a universal constant, but not yet. We assume $\Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{\mathrm{C}_{1}+\mathrm{C}_{2}}$, hence

$$
\begin{equation*}
\Delta_{\mathrm{g}}^{-\mathrm{C}_{1}} \Delta_{\epsilon} \leq \Delta \tag{2.25}
\end{equation*}
$$

The numbers $a_{k}$ and $b_{\ell}$ are given with parameters $\left(\Delta_{g}^{C_{1}}, \Delta_{g}^{-C_{1}} \Delta_{\epsilon}\right)$, so we can compute $S_{1}$-bit machine numbers $\widetilde{a}_{k}$ and $\widetilde{b}_{\ell}$ with

$$
\begin{cases}\left|a_{k}-\widetilde{a}_{k}\right| \leq \Delta, & \left|\mathfrak{b}_{\ell}-\widetilde{b}_{\ell}\right| \leq \Delta  \tag{2.26}\\ \left|\widetilde{a}_{k}\right| \leq \Delta_{g}^{-c}, & \left|\widetilde{b}_{\ell}\right| \leq \Delta_{g}^{-c}\end{cases}
$$

We set

$$
\begin{equation*}
\widetilde{\eta}_{\min }(\delta)=\frac{\sum_{k} \widetilde{a}_{k} \delta^{\lambda_{k}}}{\sum_{\ell} \widetilde{b}_{\ell} \delta^{\gamma \ell}}=\frac{\widetilde{N}(\delta)}{\widetilde{D}(\delta)} . \tag{2.27}
\end{equation*}
$$

We use (2.26) and the fact that $\lambda_{k}$ and $\gamma_{\ell}$ are bounded by $C$ to estimate the difference between $\eta_{\text {min }}(\delta)$ and $\tilde{\eta}_{\text {min }}(\delta)$. For $\delta \in\left[\Delta_{g}, \Delta_{g}^{-1}\right]$, we have

$$
\left|a_{k} \delta^{\lambda_{k}}-\widetilde{a}_{k} \delta^{\lambda_{k}}\right| \leq \Delta \Delta_{g}^{-C} .
$$

Hence,

$$
|N(\delta)-\widetilde{N}(\delta)|=\left|\sum_{k} a_{k} \delta^{\lambda_{k}}-\sum_{k} \widetilde{a}_{k} \delta^{\lambda_{k}}\right| \leq C \Delta \Delta_{g}^{-C} \leq \Delta \Delta_{\mathrm{g}}^{-C^{\prime}}
$$

Moreover,

$$
|N(\delta)|=\left|\sum_{k} a_{k} \delta^{\lambda_{k}}\right| \leq \sum_{k}\left|a_{k}\right|\left|\delta^{\lambda_{k}}\right| \leq C \Delta_{g}^{-C} \cdot \Delta_{g}^{-C} \leq \Delta_{g}^{-C^{\prime}}
$$

Similarly,

$$
|\mathrm{D}(\delta)-\widetilde{\mathrm{D}}(\delta)|=\left|\sum_{\ell} \mathrm{b}_{\ell} \delta^{\gamma \ell}-\sum_{\ell} \widetilde{\mathrm{b}}_{\ell} \delta^{\gamma \ell}\right| \leq \Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}}
$$

Moreover,

$$
\begin{aligned}
& D(\delta)=\sum_{\ell} b_{\ell} \delta^{\gamma} \stackrel{(2.23)}{\geq} \Delta_{g}^{C}, \text { and } \\
&|\widetilde{D}(\delta)| \geq|D(\delta)|-|D(\delta)-\widetilde{D}(\delta)| \geq \Delta_{g}^{C}-\Delta \Delta_{g}^{-C^{\prime}} \geq \frac{1}{2} \Delta_{g}^{C},
\end{aligned}
$$

since $\Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}}=\Delta_{\mathrm{g}}^{\mathrm{C}_{2}-\mathrm{C}^{\prime}} \leq \frac{1}{2} \Delta_{\mathrm{g}}^{\mathrm{C}}$, for large enough $\mathrm{C}_{2}$.

Using the previous estimates, we have

$$
\begin{aligned}
\left|\eta_{\min }(\delta)-\widetilde{\eta}_{\min }(\delta)\right| & =\left|\frac{\mathrm{N}(\delta)}{\mathrm{D}(\delta)}-\frac{\widetilde{\mathrm{N}}(\delta)}{\widetilde{\mathrm{D}}(\delta)}\right| \leq\left|\frac{\mathrm{N}(\delta) \cdot(\mathrm{D}(\delta)-\widetilde{\mathrm{D}}(\delta))}{\mathrm{D}(\delta) \cdot \widetilde{\mathrm{D}}(\delta)}\right|+\left|\frac{\mathrm{N}(\delta)-\widetilde{\mathrm{N}}(\delta)}{\widetilde{\mathrm{D}}(\delta)}\right| \\
& \leq \frac{\Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}} \cdot \Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}}}{\Delta_{\mathrm{g}}^{\mathrm{C}} \cdot \frac{1}{2} \Delta_{\mathrm{g}}^{\mathrm{C}}}+\frac{\Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}}}{\frac{1}{2} \Delta_{\mathrm{g}}^{\mathrm{C}}} \leq \Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime \prime}}
\end{aligned}
$$

Thus,

$$
\left|\eta_{\min }(\delta)-\widetilde{\eta}_{\min }(\delta)\right| \leq \Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime \prime}} \leq \widetilde{\mathrm{c}} \Delta_{\mathrm{g}}^{2 \mathrm{~m}+2} \stackrel{(2.16)}{\leq} \frac{1}{2} \cdot \eta_{\min }(\delta)
$$

where we may choose $\mathrm{C}_{2}$ large enough so that $\Delta \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime \prime}}=\Delta_{\mathrm{g}}^{\mathrm{C}_{2}-\mathrm{C}^{\prime \prime}} \leq \widetilde{\mathrm{c}} \Delta_{\mathrm{g}}^{2 \mathrm{~m}+2}$, with $\widetilde{\mathrm{c}}$ as in (2.16). We fix $\mathrm{C}_{2} \in \mathbb{N}$ to be a universal constant satisfying the previous bounds.

Therefore, thanks to (2.16) we have

$$
\begin{equation*}
\Delta_{\mathrm{g}}^{\mathrm{C}} \leq \frac{1}{2} \cdot \eta_{\min }(\delta) \leq \tilde{\eta}_{\min }(\delta) \leq 2 \cdot \eta_{\min }(\delta) \quad\left(\Delta_{\mathrm{g}} \leq \delta \leq \Delta_{\mathrm{g}}^{-1}\right) \tag{2.28}
\end{equation*}
$$

We assume that none of the coefficients in the expression (2.27) are equal to zero, for otherwise we could discard the vanishing terms. Since $\widetilde{\mathfrak{a}}_{\mathrm{k}}$ and $\widetilde{\mathrm{b}}_{\ell}$ are $\mathrm{S}_{1}$-bit machine numbers and $\Delta=2^{-\mathrm{S}_{1}}$, this means that

$$
\begin{equation*}
\left|\widetilde{\mathrm{a}}_{\mathrm{k}}\right| \geq \Delta=\Delta_{\mathrm{g}}^{\mathrm{C}_{2}}, \quad\left|\widetilde{\mathrm{~b}}_{\ell}\right| \geq \Delta=\Delta_{\mathrm{g}}^{\mathrm{C}_{2}} \quad \text { for all } k, \ell \tag{2.29}
\end{equation*}
$$

We will now explain how to compute a piecewise monomial function $\eta_{*}(\delta)$ that differs from $\eta_{\min }(\delta)$ by at most a universal constant factor. The first, second, and third bullet points in Fit basis to convex body (finite-precision) will then be consequences of (2.14), (2.13), and (2.16), respectively. The guarantees in the fourth bullet point will follow by examining the construction below.

## Procedure: Approximate rational function

We are given machine numbers $\widetilde{\mathfrak{a}}_{\mathrm{k}}, \widetilde{\mathrm{b}}_{\ell}$ satisfying

$$
\left|\widetilde{\mathrm{a}}_{\mathrm{k}}\right|,\left|\widetilde{\mathrm{b}}_{\ell}\right| \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]
$$

We are given numbers $\lambda_{k}$ and $\gamma_{\ell}$ of the form $\mu+\nu / p$, for integers $\mu, \nu$ with $|\mu|,|v| \leq C$, such that

$$
\left|\lambda_{k}-\lambda_{k^{\prime}}\right| \geq c_{0},\left|\gamma_{\ell}-\gamma_{\ell^{\prime}}\right| \geq c_{0} \quad \text { for all } k \neq k^{\prime}, \ell \neq \ell^{\prime} .
$$

Let

$$
\widetilde{\eta}_{\min }(\delta)=\frac{\sum_{k} \widetilde{\mathfrak{a}}_{\mathrm{k}} \delta^{\lambda_{\mathrm{k}}}}{\sum_{\ell} \widetilde{\mathrm{b}}_{\ell} \delta^{\gamma \ell}}
$$

Assume that the number of summands in the numerator and denominator is bounded by a universal constant C. Suppose that there exists a function $\eta_{\min }(\delta)$ satisfying (2.13) and (2.28).

We compute machine intervals $I_{\ell}$, machine numbers $\mathrm{d}_{\ell}$, and numbers $\omega_{\ell}$, such that $\left[\Delta_{g}, \Delta_{g}^{-1}\right]$ is the disjoint union of the $I_{\ell}$, and such that the function $\eta_{*}:\left[\Delta_{g}, \Delta_{\mathfrak{g}}^{-1}\right] \rightarrow \mathbb{R}$, defined by

$$
\eta_{*}(\delta):=\mathrm{d}_{\ell} \cdot \delta^{\omega_{\ell}} \quad \text { for } \delta \in \mathrm{I}_{\ell}
$$

satisfies

$$
c \cdot \eta_{*}(\delta) \leq \eta_{\min }(\delta) \leq C \cdot \eta_{*}(\delta) \quad \text { for all } \delta \in\left[\Delta_{g}, \Delta_{g}^{-1}\right] .
$$

Here, c and C are universal constants.
The numbers $\omega_{\ell}$ are of the form $\mu+\nu / p$ for integers $\mu, \nu$ with $|\mu|,|v| \leq C$.
The machine numbers $\mathrm{d}_{\ell}$ are contained in the interval $\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$.
This computation requires work and storage at most $C$.
Explanation. We define

$$
\begin{aligned}
\mathcal{B}:=\bigcup_{k \neq k^{\prime}} & \mathrm{I}_{\mathrm{kk}}, \text { where } \\
& \mathrm{I}_{\mathrm{kk}^{\prime}}:=\left\{\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]: 5^{-1} \cdot\left|\widetilde{\mathrm{a}}_{\mathrm{k}} \delta^{\lambda_{k}}\right| \leq\left|\widetilde{\mathrm{a}}_{\mathrm{k}^{\prime}} \delta^{\lambda_{k^{\prime}}}\right| \leq 5 \cdot\left|\widetilde{\mathrm{a}}_{\mathrm{k}} \delta^{\lambda_{k}}\right|\right\},
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\mathcal{C}:=\bigcup_{\ell \neq \ell^{\prime}} & J_{\ell \ell^{\prime}}, \text { where } \\
& \mathrm{J}_{\ell \ell^{\prime}}:=\left\{\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]: 5^{-1} \cdot\left|\widetilde{\mathbf{b}}_{\ell} \delta^{\gamma_{\ell}}\right| \leq\left|\widetilde{\mathbf{b}}_{\ell^{\prime}} \delta^{\gamma_{\ell}}\right| \leq 5 \cdot\left|\widetilde{\mathbf{b}}_{\ell} \delta^{\gamma_{\ell}}\right|\right\} .
\end{aligned}
$$

For any interval $\mathrm{I} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right] \backslash(\mathcal{B} \cup \mathcal{C})$, we have

$$
\left\{\begin{array}{l}
\text { there exist unique } k=k(\mathrm{I}) \in\{1, \ldots, \mathrm{~K}\} \text { and } \ell=\ell(\mathrm{I}) \in\{1, \ldots, \mathrm{~L}\} \text { such that }  \tag{2.30}\\
\left|\widetilde{\mathrm{a}}_{\mathrm{k}} \delta^{\lambda_{k}}\right|>2 \sum_{\mathrm{k}^{\prime} \neq \mathrm{k}}\left|\widetilde{\mathrm{a}}_{k^{\prime}} \delta^{\lambda_{k^{\prime}}}\right| \text { and }\left|\widetilde{\mathrm{b}}_{\ell} \delta^{\gamma_{\ell}}\right|>2 \sum_{\ell^{\prime} \neq \ell}\left|\widetilde{\mathrm{b}}_{\ell^{\prime}} \delta^{\gamma_{\ell}}\right| \text { for all } \delta \in \mathrm{I} .
\end{array}\right.
$$

Moreover, $\int_{\mathcal{B} \cup \mathcal{C}} d t / t \leq 2 A$ for a universal constant $A$. (The proof is by the same reasoning used in [3].)

To compute the endpoints of a nonempty interval $\mathrm{I}_{\mathrm{kk}^{\prime}}=\left[\mathrm{h}_{\mathrm{kk}^{\prime}}^{-}, \mathrm{h}_{\mathrm{k} \mathrm{k}^{\prime}}^{+}\right]\left(\mathrm{k} \neq \mathrm{k}^{\prime}\right)$ we solve the equations

$$
\delta^{\lambda_{k}-\lambda_{k^{\prime}}}=5^{ \pm 1} \frac{\left|\widetilde{\mathfrak{a}}_{k^{\prime}}\right|}{\left|\widetilde{\mathrm{a}}_{k}\right|} .
$$

The solutions $\delta=\delta_{ \pm}$are given by

$$
\delta_{ \pm}=\left(5^{ \pm 1} \frac{\left|\widetilde{\mathrm{a}}_{k^{\prime}}\right|}{\left|\widetilde{\mathrm{a}}_{k}\right|}\right)^{\left(\lambda_{k}-\lambda_{k^{\prime}}\right)^{-1}} \quad \text { (for each choice of } \pm \text { ). }
$$

From the lower/upper bound on $\left|\widetilde{a}_{k}\right|$ by $\Delta_{g}^{ \pm C}$, we see that we can compute $\left|\widetilde{\mathfrak{a}}_{k^{\prime}} / \widetilde{\mathfrak{a}}_{k}\right|$ to precision $\Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$, and $\left|\widetilde{\mathrm{a}}_{k^{\prime}} / \widetilde{\mathrm{a}}_{\mathrm{k}}\right| \in\left[\Delta_{\mathrm{g}}^{-\mathrm{C}}, \Delta_{\mathrm{g}}^{\mathrm{C}}\right]$. Since $\left|\left(\lambda_{\mathrm{k}}-\lambda_{k^{\prime}}\right)^{-1}\right| \leq \mathrm{c}_{0}^{-1} \leq \mathrm{C}$, we can compute $\delta_{+}$and $\delta_{-}$to precision $\Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}$, due to the numerical stability of exponentiation.

Now, note that

$$
\mathrm{h}_{\mathrm{kk}}^{-}=\min \left\{\delta_{-}, \delta_{+}, \Delta_{\mathrm{g}}\right\}, \quad \mathrm{h}_{\mathrm{kk}}+\frac{}{+}=\max \left\{\delta_{-}, \delta_{+}, \Delta_{\mathrm{g}}^{-1}\right\}
$$

Both $h_{\mathrm{kk}}-$, and $h_{\mathrm{kk}}+$, can be computed with parameters $\left(\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. Thus, we can compute a machine interval $\widetilde{\mathrm{I}}_{\mathrm{k} k^{\prime}} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ with $\mathrm{I}_{\mathrm{kk}^{\prime}} \subset \widetilde{\mathrm{I}}_{\mathrm{k} k^{\prime}}$ and

$$
\begin{equation*}
\operatorname{dist}\left(\mathrm{I}_{\mathrm{kk} k^{\prime}}, \widetilde{\mathrm{I}}_{\mathrm{kk}^{\prime}}\right) \leq \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\varepsilon} \tag{2.31}
\end{equation*}
$$

where $\operatorname{dist}(\cdot, \cdot)$ is the Hausdorff distance. Due to the previous inclusion, we know that the union of the intervals $\widetilde{\mathrm{I}}_{\mathrm{k} k^{\prime}}$ contains the set $\mathcal{B}=\cup_{k \neq k^{\prime}} \mathrm{I}_{\mathrm{kk}^{\prime}}$.

Similarly, we compute a machine interval $\widetilde{\mathrm{J}}_{\ell \ell^{\prime}} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ with ${\mathrm{J} \ell \ell^{\prime}} \subset \widetilde{\mathrm{J}}_{\ell \ell^{\prime}}$ and

$$
\begin{equation*}
\operatorname{dist}\left(\mathrm{J}_{\ell \ell^{\prime}}, \widetilde{\mathrm{J}}_{\ell \ell^{\prime}}\right) \leq \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon} \tag{2.32}
\end{equation*}
$$

Again, note that the union of the intervals $\widetilde{\mathrm{J}}_{\ell \ell^{\prime}}$ contains the set $\mathcal{C}$.
We next compute pairwise disjoint machine intervals $\mathrm{I}_{v}^{\text {bad }} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ such that

$$
\bigcup_{v=1}^{v_{\max }} \mathrm{I}_{v}^{\text {bad }}=\bigcup_{k \neq k^{\prime}} \widetilde{\mathrm{I}}_{\mathrm{kk}} \cup \bigcup_{\ell \neq \ell^{\prime}} \widetilde{\mathrm{J}}_{\ell \ell^{\prime}}
$$

We form the intervals $\mathrm{I}_{v}^{\text {bad }}$ by concatenating the intersecting intervals among $\widetilde{\mathrm{I}}_{\mathrm{kk}}$, and $\widetilde{J}_{\ell \ell^{\prime}}$. Note that the union of the $I_{\vee}^{\text {bad }}$ contains the set $\mathcal{B} \cup \mathcal{C}$.

Because the intervals below are contained in $\left[\Delta_{g}, \Delta_{g}^{-1}\right]$, for each $v$ we have

$$
\begin{aligned}
& \int_{I_{v}^{\text {bad }}} \frac{\mathrm{dt}}{\mathrm{t}} \leq \sum_{\mathrm{k}, \mathrm{k}^{\prime}} \int_{\tilde{\mathrm{I}}_{\mathrm{kk}}} \frac{\mathrm{dt}}{\mathrm{t}}+\sum_{\ell, \ell^{\prime}} \int_{\tilde{J}_{\ell \ell^{\prime}}} \frac{\mathrm{dt}}{\mathrm{t}} \\
& \stackrel{(2.31),(2.32)}{\leq} \sum_{k, \mathrm{k}^{\prime}}\left[\int_{\mathrm{I}_{\mathrm{k} k^{\prime}}} \frac{\mathrm{dt}}{\mathrm{t}}+\Delta_{\mathrm{g}}^{-1} \cdot \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right]+\sum_{\ell, \ell^{\prime}}\left[\int_{\mathrm{J}_{\ell \ell^{\prime}}} \frac{\mathrm{dt}}{\mathrm{t}}+\Delta_{\mathrm{g}}^{-1} \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right] \\
& \leq \int_{\mathcal{B} \cup \mathcal{C}} \frac{\mathrm{dt}}{\mathrm{t}}+\Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}} \Delta_{\epsilon} \leq 3 \mathrm{~A} .
\end{aligned}
$$

Recall that $A \geq 1$ is a universal constant.
We compute pairwise disjoint machine intervals $\mathrm{I}_{\mu} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ such that

$$
\bigcup_{\mu=1}^{\mu_{\max }} \mathrm{I}_{\mu}=\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right] \backslash \bigcup_{v=1}^{\nu_{\max }} \mathrm{I}_{v}^{\mathrm{bad}}
$$

Thus, since the union of the $\mathrm{I}_{\nu}^{\text {bad }}$ contains $\mathcal{B} \cup \mathcal{C}$, we have $\mathrm{I}_{\mu} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right] \backslash(\mathcal{B} \cup \mathcal{C})$ for each $\mu$. By (2.30), there exist $k=k(\mu) \in\{1, \ldots, K\}$ and $\ell=\ell(\mu) \in\{1, \ldots, \mathrm{~L}\}$ such that

$$
\left|\widetilde{\mathrm{a}}_{\mathrm{k}} \delta^{\lambda_{k}}\right|>2 \sum_{k^{\prime} \neq k}\left|\widetilde{\mathrm{a}}_{k^{\prime}} \delta^{\lambda_{k^{\prime}}}\right| \quad \text { and } \quad\left|\widetilde{\mathrm{b}}_{\ell} \delta^{\gamma_{\ell}}\right|>2 \sum_{\ell^{\prime} \neq \ell}\left|\widetilde{\mathrm{b}}_{\ell^{\prime}} \delta^{\gamma_{\ell^{\prime}}}\right| \quad \text { for all } \delta \in \mathrm{I}_{\mu}
$$

We compute $k=k(\mu)$ and $\ell=\ell(\mu)$, for each $\mu$, by searching over all $k, \ell$ to determine the maximal value of $\left|\widetilde{a}_{k} \delta_{*}^{\lambda_{\ell}}\right|$ and $\left|\widetilde{b}_{\ell} \delta_{*}^{\gamma_{\ell}}\right|$ for any fixed $\delta_{*} \in I_{\mu}$. Then, by
the definition of $\widetilde{\eta}_{\text {min }}(\delta)$ we see that

$$
\begin{equation*}
c \cdot \widetilde{\eta}_{\min }(\delta) \leq \frac{\widetilde{a}_{k} \delta^{\lambda_{k}}}{\widetilde{b}_{\ell} \delta^{\gamma_{\ell}}} \leq C \cdot \widetilde{\eta}_{\min }(\delta) \quad \text { for all } \delta \in \mathrm{I}_{\mu} \tag{2.34}
\end{equation*}
$$

According to (2.28), we also have $\mathrm{c} \cdot \widetilde{\eta}_{\text {min }}(\delta) \geq \mathrm{c} \cdot \Delta_{\mathrm{g}}^{\mathrm{c}}$.
We compute machine numbers $d_{\mu}$ such that $\left|d_{\mu}-\widetilde{\mathfrak{a}}_{\mathrm{k}} / \widetilde{\mathrm{b}}_{\ell}\right| \leq \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$, and numbers $\omega_{\mu}=\lambda_{k}-\gamma_{\ell}$, where $k=k(\mu)$ and $\ell=\ell(\mu)$. We claim that

$$
c \cdot \eta_{\min }(\delta) \leq d_{\mu} \cdot \delta^{\omega_{\mu}} \leq C \cdot \eta_{\min }(\delta) \quad \text { for all } \delta \in I_{\mu}
$$

Indeed, $\mathrm{a}_{\mu} \cdot \delta^{\omega_{\mu}}$ differs from $\widetilde{\mathrm{a}}_{k} \delta^{\lambda_{k}} /\left(\widetilde{b}_{\ell} \delta^{\gamma_{\ell}}\right)$ by at most an additive error of $\Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}$, since $\Delta_{\mathrm{g}} \leq \delta \leq \Delta_{\mathrm{g}}^{-1}$ and $\left|\omega_{\mu}\right| \leq \mathrm{C}$. This additive error is bounded by $\frac{1}{2} \mathrm{c} \cdot \Delta_{\mathrm{g}}^{\mathrm{C}} \leq$ $\mathrm{c} \cdot \widetilde{\eta}_{\text {min }}(\delta)$ since, by assumption, $\Delta_{\epsilon} \leq \frac{1}{2} \mathrm{c} \Delta_{\mathrm{g}}^{2 \mathrm{C}}$. Hence, (2.34) implies the above claim.

We compute a machine number $\delta_{v}$ in each interval $\mathrm{I}_{v}^{\text {bad }}$. We know that $\mathrm{e}^{-3 \mathrm{~A}} \leq$ $\delta / \delta_{v} \leq e^{3 A}$ for all $\delta \in I_{v}^{\text {bad }}$, due to (2.33). Hence, (2.13) implies that

$$
\begin{equation*}
c \cdot \eta_{\min }(\delta) \leq \eta_{\min }\left(\delta_{v}\right) \leq C \cdot \eta_{\min }(\delta) \quad \text { for all } \delta \in I_{v}^{\text {bad }} \tag{2.35}
\end{equation*}
$$

We then compute a machine number $\Gamma_{v}$ such that $\left|\Gamma_{v}-\widetilde{\eta}_{\min }\left(\delta_{v}\right)\right| \leq \Delta_{g}^{-C} \Delta_{\epsilon}$. Thus, from (2.28) and (2.35) we conclude that

$$
c^{\prime} \cdot \eta_{\min }(\delta) \leq \Gamma_{v} \leq C^{\prime} \cdot \eta_{\min }(\delta) \quad \text { for all } \delta \in \mathrm{I}_{v}^{\text {bad }}
$$

We define $\eta_{*}:\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right] \rightarrow \mathbb{R}$ by

$$
\eta_{*}(\delta)=\left\{\begin{array}{cl}
\mathrm{d}_{\mu} \cdot \delta^{\omega_{\mu}} & \text { if } \delta \in \mathrm{I}_{\mu},  \tag{2.36}\\
\Gamma_{v} & \text { if } \delta \in \mathrm{I}_{v}^{\text {bad }} .
\end{array}\right.
$$

As shown above, we have $\mathrm{c} \cdot \eta_{*}(\delta) \leq \eta_{\min }(\delta) \leq \mathrm{C} \cdot \eta_{*}(\delta)$ for $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$, hence we obtain the main estimate in the conclusion of the procedure Approximate RATIONAL FUNCTION (finite-precision). This completes the explanation.

As mentioned before, by applying the procedure Approximate rational FUNCTION we compute a function $\eta_{*}(\delta)$ satisfying the conditions of the algorithm Fit basis to convex body (finite-precision). This completes the explanation.

### 2.6. Compressing norms in finite-precision

We assume that $\Delta_{\min } \leq \Delta_{\epsilon} \leq \Delta_{g} \leq \Delta_{0} \leq 1$ are as in the Main assumptions in Section 2.2. In particular, $\Delta_{\text {min }}=2^{-S}\left(S=K_{\max } \bar{S}\right)$ denotes the machine precision of our computer, and $\Delta_{0}=2^{-\bar{S}}$. We assume that $\Delta_{\epsilon} \leq \Delta_{g}^{C}$ for a large enough universal constant $C$.

Let $\mu$ be a linear functional on $\mathbb{R}^{D}$ given in the form $\mu(v)=v \cdot w$, where $w \in \mathbb{R}^{D}$ is given as $w=\left(w_{1}, \ldots, w_{D}\right)$. We define

$$
\|\mu\|:=\max _{1 \leq i \leq D}\left|w_{i}\right|
$$

We say that $\mu$ is specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ if $\|\mu\| \leq \Delta_{g}^{-1}$ and if $w_{j}$ is specified to precision $\Delta_{\epsilon}$ for each $i=1, \ldots, \mathrm{D}$. This means that machine numbers $w_{i}^{\text {fin }}$ are given with $\left|w_{i}-w_{i}^{\text {fin }}\right| \leq \Delta_{\epsilon}$ for each $1 \leq i \leq \mathrm{D}$.

We assume that the following data are given.

- We fix a machine number $\Delta \in\left[\Delta_{\mathrm{g}}, 1\right]$ of the form $\Delta=2^{-K \bar{S}}$ for an integer $K \geq 1$.
- We specify linear functionals $\bar{\mu}_{1}, \ldots, \bar{\mu}_{\overline{\mathrm{L}}}$ on $\mathbb{R}^{\mathrm{D}}$ with parameters $\left(\Delta_{\mathrm{g}}, \Delta_{\epsilon}\right)$. We assume that $\overline{\mathrm{L}} \leq \Delta_{\mathrm{g}}^{-1}$, and that $\mathrm{D} \leq \widetilde{\mathrm{C}}$ for a universal constant $\widetilde{\mathrm{C}}$.
- We fix an $\bar{S}$-bit machine number $p>1$.

We denote $|v|=\left(\sum_{i=1}^{D}\left|v_{i}\right|^{p}\right)^{1 / p}$ for $v=\left(v_{1}, \ldots, v_{D}\right) \in \mathbb{R}^{\mathrm{D}}$.
AlGorithm: Compress norms (finite-precision version)
Fix $1<p<\infty$, and fix an integer $\mathrm{D} \geq 1$ as above. Let $\bar{\mu}_{1}, \cdots, \bar{\mu}_{\bar{L}}$ be linear functionals on $\mathbb{R}^{\mathrm{D}}$, and let $\Delta \in\left[\Delta_{g}, 1\right]$ be as above.

We compute linear functionals $\mu_{1}^{*}, \ldots, \mu_{\mathrm{D}}^{*}$ on $\mathbb{R}^{\mathrm{D}}$ such that

$$
\begin{equation*}
\mathrm{c} \cdot \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{*}(v)\right|^{\mathrm{p}} \leq \sum_{\ell=1}^{\overline{\mathrm{L}}}\left|\bar{\mu}_{\ell}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|v|^{\mathrm{p}} \leq \mathrm{C} \cdot \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{*}(v)\right|^{\mathrm{p}} \quad \text { for all } v \in \mathbb{R}^{\mathrm{D}} . \tag{2.37}
\end{equation*}
$$

The $\mu_{i}^{*}$ are represented as $v \mapsto v \cdot w_{i}^{*}$, where $w_{i}^{*}=\left(w_{i, 1}^{*}, \ldots, w_{i, \mathrm{D}}^{*}\right)$ and the $w_{i, k}^{*}$ are computed with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

This computation requires work and storage at most $C \bar{L}$.
Here, $\mathrm{c}>0$ and $\mathrm{C} \geq 1$ are universal constants.
Explanation. We proceed by induction on D.
First consider the base case $\mathrm{D}=1$. The given functionals on $\mathbb{R}^{1}$ have the form $\bar{\mu}_{\ell}(v)=w_{\ell} \cdot v(1 \leq \ell \leq \overline{\mathrm{L}})$, where the numbers $w_{\ell}$ are specified with parameters $\left(\Delta_{\mathrm{g}}, \Delta_{\epsilon}\right)$. We define $\gamma:=\left(\left|w_{1}\right|^{p}+\cdots+\left|w_{\overline{\bar{L}}}\right|^{p}+\Delta^{p}\right)^{1 / p}$. Using Lemma 2, we compute a machine number $\widehat{\gamma}$ such that $\gamma / 2 \leq \widehat{\gamma} \leq 2 \gamma$. Define the functional $\mu_{1}^{*}(v)=\widehat{\gamma} \cdot v$ on $\mathbb{R}^{1}$. Then the estimate (2.37) holds with $\mathrm{c}=1 / 2$ and $\mathrm{C}=2$.

We now treat the induction step. Fix an integer $\mathrm{D} \geq 2$. We assume by induction that the algorithm Compress norms has been established when D is replaced by $\mathrm{D}-1$.

We write $\mathbf{c}, \mathrm{c}^{\prime}, \mathrm{C}, \mathrm{C}^{\prime}$, etc., to denote constants depending only on p and D .
We define the functionals

$$
\begin{equation*}
\omega_{i}(v):=\Delta \cdot v_{i} \quad \text { for } v=\left(v_{1}, \ldots, v_{\mathrm{D}}\right) \in \mathbb{R}^{\mathrm{D}}, \quad \text { for each } i=1, \ldots, \mathrm{D} \tag{2.38}
\end{equation*}
$$

Let $\left\{\mu_{1}, \ldots, \mu_{\mathrm{L}}\right\}$ denote the collection $\left\{\bar{\mu}_{1}, \cdots \bar{\mu}_{\overline{\mathrm{L}}}, \omega_{1}, \ldots, \omega_{\mathrm{D}}\right\}$ of linear functionals on $\mathbb{R}^{\mathrm{D}}$. Except for minor modifications, we mimic the computation in the infinite-precision version of Compress norms (see Section 2.8 of [3]), using the collection $\left\{\mu_{1}, \ldots, \mu_{\mathrm{L}}\right\}$ as input. We include the extra functionals $\omega_{i}$ in order to ensure that we never encounter division by a small number. This leads to the required numerical stability. We provide details of the computation below.

For each $1 \leq i \leq L$, we write

$$
\begin{align*}
\mu_{i}\left(v_{1}, \ldots, v_{\mathrm{D}}\right) & :=\beta_{i}^{*} \cdot v_{\mathrm{D}}+\mu_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}, 0\right)  \tag{2.39}\\
& =\epsilon_{i} \cdot\left[\beta_{i} v_{\mathrm{D}}-\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right]
\end{align*}
$$

where $\beta_{i}=\left|\beta_{i}^{*}\right|, \epsilon_{i}=\operatorname{sgn}\left(\beta_{i}^{*}\right)$, and $\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{D-1}\right)=-\epsilon_{i} \cdot \mu_{i}\left(v_{1}, \ldots, v_{D-1}, 0\right)$. Here, $\operatorname{sgn}(\cdot)$ denotes the "signum" function: $\operatorname{sgn}(\alpha)=1$ if $\alpha \geq 0$, and $\operatorname{sgn}(\alpha)=-1$ if $\alpha<0$.

The numbers $\beta_{i}^{*}$ in (2.39) are given with parameters ( $\Delta_{g}, \Delta_{\epsilon}$ ), since the functionals $\bar{\mu}_{\ell}$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ and the $\omega_{i}$ are given exactly. Hence, we can compute $\beta_{i}$ with parameters $\left(\Delta_{g}, 10 \Delta_{\epsilon}\right)$ for each $i$. We cannot compute $\epsilon_{i}$ or $\widetilde{\mu}_{i}$ with any accuracy unless $\left|\beta_{i}^{*}\right|>\Delta_{\epsilon}$, but this remark will not cause much difficulty.

We set $\Delta_{1}=\Delta_{\mathrm{g}}^{\mathrm{C}_{0}}$, for a universal constant $\mathrm{C}_{0} \in \mathbb{N}$ that will be determined later. Recall that $\beta_{i}$ is specified to precision $\Delta_{\epsilon}$, and that $\Delta_{\epsilon} \leq \frac{1}{4} \Delta_{\mathrm{g}}^{\mathrm{C}_{0}}=\frac{1}{4} \Delta_{1}$. Hence, we can compute a subset $\mathrm{I}^{\mathrm{fin}} \subset\{1, \ldots, \mathrm{~L}\}$ such that

$$
\begin{equation*}
\beta_{i} \leq 2 \Delta_{1} \text { for } i \notin I^{\text {fin }} \text {, and } \beta_{i} \geq \Delta_{1} \text { for } i \in I^{\text {fin }} \tag{2.40}
\end{equation*}
$$

(Just compare the machine approximation of each $\beta_{i}$ to $\frac{3}{2} \Delta_{1}$.)
We compute $\epsilon_{i}=\operatorname{sgn}\left(\beta_{i}^{*}\right)$ exactly if $i \in I^{\text {fin }}$, since then we have $\left|\beta_{i}^{*}\right|=\beta_{i} \geq$ $\Delta_{1} \geq 2 \Delta_{\epsilon}$. (We do not attempt to compute $\epsilon_{i}$ for $\mathfrak{i} \notin \mathrm{I}^{\text {fin }}$.) Hence, we can compute the functional $\widetilde{\mu}_{i}$ with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ for each $\mathfrak{i} \in I^{\text {fin }}$.

Alternatively, for each $i \notin I^{\text {fin }}$, we define the functional $\widetilde{\widetilde{\mu}}_{i}\left(v_{1}, \ldots, v_{D-1}\right)=$ $\mu_{i}\left(v_{1}, \ldots, v_{D-1}, 0\right)$, which is given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. We have either $\widetilde{\widetilde{\mu}}_{i}=$ $-\widetilde{\mu}_{i}$ or $\widetilde{\tilde{\mu}}_{i}=\widetilde{\mu}_{i}$, though we do not guarantee which case occurs.

We have $\mu_{i_{0}}=\omega_{D}$ for some $i_{0} \in\{1, \ldots, L\}$. From (2.38), we see that $\beta_{i_{0}}=$ $\Delta \geq \Delta_{g}>2 \Delta_{1}$, since $\beta_{i_{0}}$ is the magnitude of the coefficient of $v_{D}$ in $\mu_{i_{0}}=\omega_{D}$. Hence, $\mathfrak{i}_{0} \in \mathrm{I}^{\text {fin }}$, thanks to (2.40). Therefore,

$$
\begin{equation*}
\mathbf{B}:=\sum_{i \in \mathrm{I}^{\mathrm{fin}}}\left|\beta_{i}\right|^{p} \geq\left|\beta_{i_{o}}\right|^{p}=\Delta^{p} \tag{2.41}
\end{equation*}
$$

Each $\beta_{i}$ in (2.41) is given with parameters $\left(\Delta_{g}, \Delta_{\boldsymbol{\epsilon}}\right)$. Hence, we can compute $\mathbf{B}$ to precision $\mathrm{L} \cdot \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}} \Delta_{\epsilon}$, since $\#\left(\mathrm{I}^{\text {fin }}\right) \leq \mathrm{L} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}}$ (note: the error invoked in computing each exponentiation $\left|\beta_{i}\right|^{p}$ is bounded by $\left.\Delta_{g}^{-C} \Delta_{\epsilon}\right)$. Clearly, also $\mathbf{B} \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$. Hence, for each $i \in \mathrm{I}^{\text {fin }}$, we can compute $\operatorname{Prob}(i):=\left|\beta_{i}\right|^{\mathrm{p}} / \mathbf{B}$ with parameters ( $1, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$ ).

Recall that the coefficients of $\widetilde{\mu}_{\mathrm{i}}: \mathbb{R}^{\mathrm{D}-1} \rightarrow \mathbb{R}$ are bounded by $\Delta_{\mathrm{g}}^{-1}$, and $\mathrm{D} \leq \mathrm{C}$. Therefore,

$$
\begin{equation*}
\left|\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}}|v|^{\mathrm{p}} \tag{2.42}
\end{equation*}
$$

The list $\left\{\mu_{1}, \ldots, \mu_{\mathrm{L}}\right\}$ consists of the functionals $\bar{\mu}_{\ell}$ and $\omega_{i}$ (defined in (2.38)). Hence,

$$
\begin{equation*}
\sum_{\ell=1}^{\overline{\mathrm{L}}}\left|\bar{\mu}_{\ell}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|v|^{\mathrm{p}}=\sum_{i=1}^{\mathrm{L}}\left|\mu_{\mathrm{i}}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{\mathrm{p}} \tag{2.43}
\end{equation*}
$$

which differs by at most a factor of $\overline{\mathrm{C}}$ from

$$
\begin{align*}
& \mathbf{B} \cdot\left|v_{\mathrm{D}}-\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}  \tag{2.44}\\
& +\left\{\mathbf{B} \cdot \sum_{i \in \mathrm{I}^{\text {fin }}} \operatorname{Prob}(i) \cdot\left|\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)-\beta_{i}^{-1} \widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}\right. \\
& \left.\quad+\left[\sum_{i \notin \mathrm{f}^{\text {fin }}}\left|\beta_{i} v_{\mathrm{D}}-\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}\right]\right\}
\end{align*}
$$

where

$$
\begin{align*}
\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right) & :=\sum_{i \in \mathrm{I}^{\mathrm{fin}}} \operatorname{Prob}(i) \cdot\left\{\beta_{i}^{-1} \widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right\}  \tag{2.45}\\
& =\mathbf{B}^{-1} \cdot \sum_{i \in \mathrm{I}^{\mathrm{fin}}} \beta_{i}^{p-1} \cdot \widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)
\end{align*}
$$

We prove these estimates by the same argument used in the estimations following equation (2.67) in [3]. (In contrast to the prior setting, we no longer guarantee here that $\beta_{i}=0$ for $\mathfrak{i} \notin \mathrm{I}^{\text {fin }}$, which is why the third line in (2.44) contains an extra term of the form $\beta_{i} v_{D}$.)

Note that $\mathcal{I}^{\text {fin }} \neq \emptyset$, as we saw just before (2.41). Recall that $|\operatorname{Prob}(i)| \leq 1$ for each $\mathfrak{i}$, and that $\beta_{i} \geq \Delta_{1}=\Delta_{g}^{\mathrm{C}_{0}}$ for each $i \in I^{\text {fin }}$. Therefore, from (2.45) we see that

$$
\|\bar{\mu}\| \leq \#\left(\mathrm{I}^{\mathrm{fin}}\right) \cdot \Delta_{g}^{-\mathrm{C}} \cdot \max _{i}\left\{\left\|\widetilde{\mu}_{i}\right\|\right\} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}}
$$

Moreover, we can compute $\bar{\mu}$ in (2.45) to precision $\Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}$. Hence, we can compute $\bar{\mu}$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

We next estimate the term inside the brackets in (2.44). Applying the estimate $\left||x+y|^{p}-|x|^{p}\right| \leq p \cdot|y| \cdot(|x|+|y|)^{p-1}$, we have

$$
\begin{aligned}
&\left|\sum_{i \notin \mathrm{f}^{\text {fin }}}\right| \beta_{i} v_{\mathrm{D}}-\left.\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{p}-\sum_{i \notin \mathrm{I}^{\mathrm{fin}}}\left|\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{p} \mid \\
& \leq \leq p \cdot \sum_{i \notin \mathrm{I}^{\mathrm{fin}}}\left|\beta_{i} v_{\mathrm{D}}\right| \cdot\left\{\left|\beta_{i} v_{\mathrm{D}}\right|+\left|\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|\right\}^{p-1} \\
& \leq \mathrm{C} L \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{1}|v|^{\mathrm{p}} \leq \Delta_{\mathrm{g}}^{\mathrm{C}_{0}-\mathrm{C}^{\prime}}|v|^{\mathrm{p}} .
\end{aligned}
$$

The constant $C^{\prime}$ is independent of $C_{0}$. Here, we use estimate (2.42), that $\left|\beta_{i}\right| \leq$ $2 \Delta_{1}$ for $\mathfrak{i} \notin \mathrm{I}^{\text {fin }}$ (see (2.40)), and that the number of relevant $\mathfrak{i}$ is bounded by $\mathrm{L} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}}$. Hence,

$$
\begin{gathered}
\mathfrak{S}-\Delta_{\mathfrak{g}}^{\mathrm{C}_{0}-\mathrm{C}^{\prime}}|v|^{\mathrm{p}} \leq[\text { bracketed expression in }(2.44)] \leq \mathfrak{S}+\Delta_{\mathfrak{g}}^{\mathrm{C}_{\mathrm{O}}-\mathrm{C}^{\prime}}|v|^{\mathrm{p}} \\
\text { where } \mathfrak{S}:=\sum_{i \notin \mathrm{I}^{\mathrm{fin}}}\left|\widetilde{\mu}_{\mathfrak{i}}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}
\end{gathered}
$$

We now fix the constant $C_{0}$ used to define $\Delta_{1}=\Delta_{\mathrm{g}}^{\mathrm{C}_{0}}$. We take $\mathrm{C}_{0}$ much larger than $\mathrm{C}^{\prime}$ above, so that the junk term $\Delta_{\mathrm{g}}^{\mathrm{C}_{0}-\mathrm{C}^{\prime}}|v|^{\mathrm{p}}$ is bounded by $\frac{1}{10}(\overline{\mathrm{C}})^{-1} \Delta_{\mathrm{g}}^{\mathrm{p}}|v|^{\mathrm{p}} \leq$
$\frac{1}{10}(\overline{\mathrm{C}})^{-1} \Delta^{\mathrm{p}}|v|^{\mathrm{p}}$. Hence, we can replace the expression inside square brackets in (2.44) with $\mathfrak{S}$, and we can absorb the junk term $\Delta_{\mathfrak{g}}^{\mathrm{C}_{\mathrm{o}}-\mathrm{C}^{\prime}}|v|^{\mathrm{p}}$ into the junk term $\Delta^{\mathfrak{p}}|\nu|^{p}$ in (2.43). Consequently, $\sum_{\ell=1}^{\bar{L}}\left|\bar{\mu}_{\ell}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|\nu|^{\mathrm{p}}$ differs by at most a factor of $\mathrm{C}^{\prime \prime}$ from

$$
\begin{aligned}
& \mathbf{B} \cdot\left|v_{\mathrm{D}}-\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}} \\
& +\left\{\mathbf{B} \cdot \sum_{i \in \mathrm{f}^{\text {fin }}} \operatorname{Prob}(\mathfrak{i}) \cdot\left|\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)-\beta_{i}^{-1} \widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}\right. \\
& \left.\quad+\left[\sum_{i \notin \mathrm{I}^{\text {fin }}}\left|\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}\right]\right\}
\end{aligned}
$$

We add $\Delta^{\mathfrak{p}}\left|\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}$ to both expressions in the previous sentence. Note that $\Delta^{\mathfrak{p}}\left|\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|v|^{\mathfrak{p}}$ differs by at most a factor of 2 from $\Delta^{\mathrm{p}}|v|^{p}$. Therefore, $\sum_{\ell=1}^{\bar{L}}\left|\bar{\mu}_{\ell}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{p}+\Delta^{p}|v|^{p}$ differs by at most a factor of $C^{\prime \prime \prime}$ from

$$
\begin{align*}
\mathbf{B} \cdot \mid v_{\mathrm{D}} & -\left.\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}  \tag{2.46}\\
+ & \left\{\sum_{i \in \mathrm{I}^{\text {fin }}}\left|\beta_{i} \bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)-\widetilde{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}\right. \\
& \left.+\sum_{i \notin \mathrm{I}^{\text {fin }}}\left|\widetilde{\widetilde{\mu}}_{\mathrm{i}}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}\left|\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}}\right\}
\end{align*}
$$

(Recall that $\operatorname{Prob}(\mathfrak{i})=\left|\beta_{i}\right|^{p} / \mathbf{B}$ and that $\widetilde{\mu}_{i}= \pm \widetilde{\widetilde{\mu}}_{i}$.) We consider the functionals arising inside the curly brackets above, namely

$$
\widehat{\mu}_{i}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right):=\left\{\begin{array}{cl}
\beta_{i} \bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)-\widetilde{\mu}_{\mathrm{i}}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right) & \text { if } \mathfrak{i} \in \mathrm{I}^{\mathrm{fin}} \\
\widetilde{\widetilde{\mu}}_{\mathrm{i}}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right) & \text { if } \mathfrak{i} \notin \mathrm{I}^{\text {fin }}
\end{array}\right.
$$

Note that $\left\|\widehat{\mu}_{i}\right\| \leq \Delta_{g}^{-C}$, since the same upper bound holds for $\bar{\mu}, \widetilde{\widetilde{\mu}}_{i}= \pm \widetilde{\mu}_{i}$, and $\beta_{i}$. Moreover, each $\widehat{\mu}_{i}$ can be computed to precision $\Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}$. Hence, we can compute $\widehat{\mu}_{i}(1 \leq i \leq \mathrm{L})$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

The functionals $\widehat{\mu}_{i}$ are given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ and $\Delta_{\mathrm{g}}^{\mathrm{C}} \leq \Delta_{\mathrm{g}} \leq$ $\Delta \leq 1$. By the induction hypothesis, we can compute functionals $\mu_{1}^{*}, \ldots, \mu_{\mathrm{D}-1}^{*}$ : $\mathbb{R}^{\mathrm{D}-1} \rightarrow \mathbb{R}$ such that

$$
\sum_{i=1}^{\mathrm{D}-1}\left|\mu_{i}^{*}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{p}
$$

differs by at most a factor of C from the expression in curly brackets in (2.46). The $\mu_{1}^{*}, \ldots, \mu_{\mathrm{D}-1}^{*}$ are specified with parameters $\left(\Delta_{g}^{\mathrm{C}^{\prime}}, \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}} \Delta_{\epsilon}\right)$.

We define

$$
\mu_{\mathrm{D}}^{*}\left(v_{1}, \ldots, v_{\mathrm{D}}\right):=\mathbf{B}^{1 / \mathrm{p}} \cdot\left[v_{\mathrm{D}}-\bar{\mu}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right] .
$$

We can compute $\mu_{\mathrm{D}}^{*}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, since the same is true of $\mathbf{B}$ and $\bar{\mu}$, and since $\mathbf{B} \geq \Delta^{\mathrm{p}} \geq \Delta_{\mathrm{g}}^{\mathrm{p}}($ see (2.41)).

Thus, from (2.46), we see that

$$
\begin{aligned}
c \cdot\left[\sum_{\ell=1}^{\overline{\mathrm{L}}}\left|\bar{\mu}_{\ell}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|v|^{\mathrm{p}}\right] & \leq\left|\mu_{\mathrm{D}}^{*}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{\mathrm{p}}+\sum_{i=1}^{\mathrm{D}-1}\left|\mu_{\mathrm{i}}^{*}\left(v_{1}, \ldots, v_{\mathrm{D}-1}\right)\right|^{\mathrm{p}} \\
& \leq \mathrm{C} \cdot\left[\sum_{\ell=1}^{\overline{\mathrm{L}}}\left|\bar{\mu}_{\ell}\left(v_{1}, \ldots, v_{\mathrm{D}}\right)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|v|^{\mathrm{p}}\right] .
\end{aligned}
$$

This completes the explanation of the finite-precision version of Compress NORMS.

### 2.7. Algorithm: Optimize via matrix

We define $\Delta_{\min } \leq \Delta_{\epsilon} \leq \Delta_{\mathrm{g}} \leq \Delta_{0} \leq 1$ as in the Main assumptions in Section 2.2. In particular, $\Delta_{\min }=2^{-\mathrm{S}}\left(\mathrm{S}=\mathrm{K}_{\max } \overline{\mathrm{S}}\right)$ denotes the machine precision of our computer, and $\Delta_{0}=2^{-\bar{S}}$. We assume that $\Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{\mathrm{C}}$ for a large enough universal constant C .

We are given the following data:

- We fix a machine number $\Delta \in\left[\Delta_{\mathrm{g}}, 1\right]$ of the form $\Delta=2^{-K \bar{S}}$ for an integer $K \geq 1$.
- We are given a matrix $A=\left(a_{\ell j}\right)_{1 \leq \ell \leq L, 1 \leq j \leq J}$. The numbers $a_{\ell j}$ are specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. We have $1 \leq \mathrm{L} \leq \Delta_{g}^{-1}$ and $1 \leq \mathrm{J} \leq \mathrm{C}$ for a universal constant $C$.
- We fix an $\bar{S}$-bit machine number $p>1$.

AlGorithm: Optimize via matrix (Finite-Precision)
Given $1<p<\infty$, given $\Delta$, and given a matrix $A=\left(a_{\ell j}\right)_{1 \leq \ell \leq L, 1 \leq j \leq J}$ as above, we compute a matrix $\mathrm{B}=\left(\mathrm{b}_{\mathfrak{j} \ell}\right)_{1 \leq j \leq \mathrm{J}, 1 \leq \ell \leq \mathrm{L}}$. We guarantee that the following conditions hold.

Let $y_{1}, \ldots, y_{L}$ be real numbers, and set $x_{j}^{*}=\sum_{\ell=1}^{L} b_{j \ell} y_{\ell}$ for each $j=1, \ldots, J$. Then

$$
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} a_{\ell j} x_{j}^{*}\right|^{p} \leq C_{1} \cdot\left[\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} x_{j}\right|^{p}+\Delta^{p} \sum_{j=1}^{J}\left|x_{j}\right|^{p}\right]
$$

for any real numbers $x_{1}, \ldots, x_{J}$.
The numbers $\mathrm{b}_{j \ell}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}_{1}}, \Delta_{\mathrm{g}}^{-\mathrm{C}_{1}} \Delta_{\epsilon}\right)$.
The algorithm requires work and storage at most $C_{1} \cdot L$.
Here, $\mathrm{C}_{1}$ is a universal constant.
Explanation. We write $\mathrm{c}, \mathrm{C}, \mathrm{C}^{\prime}$, etc., to denote universal constants.
We proceed by induction on J . We first handle the case $\mathrm{J}=1$.
Assume that an $L \times 1$ matrix $\left(a_{\ell}\right)_{1 \leq \ell \leq L}$ is given, with each number $a_{\ell}$ specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$.

Let $y_{1}, \ldots, y_{L}$ be given real numbers.
We define $y_{0}=0$ and $a_{0}=\Delta$.

We compute an index set $\mathcal{L} \subset\{0, \ldots, \mathrm{~L}\}$ such that $\left|\mathrm{a}_{\ell}\right| \geq \Delta_{\mathrm{g}}^{10}$ for $\ell \in \mathcal{L}$, and $\left|\mathrm{a}_{\ell}\right| \leq 2 \Delta_{\mathrm{g}}^{10}$ for $\ell \in\{0, \ldots, \mathrm{~L}\} \backslash \mathcal{L}$. To do so, we compare the machine approximation of each $\left|\mathfrak{a}_{\ell}\right|$ to the machine number $\frac{3}{2} \Delta_{g}^{10}$.

Note that $a_{0}=\Delta \geq \Delta_{\mathrm{g}}>2 \Delta_{\mathrm{g}}^{10}$, which implies that $0 \in \mathcal{L}$. In particular, $\mathcal{L} \neq \emptyset$.

If $\left|a_{\ell}\right| \leq 2 \Delta_{g}^{10}$ then the quantities $\left|y_{\ell}\right|+2 \Delta_{g}^{10} \cdot|x|$ and $\left|y_{\ell}+a_{\ell} x\right|+2 \Delta_{g}^{10} \cdot|x|$ differ by at most a factor of 2 , thanks to the triangle inequality. Thus,

$$
\left|y_{\ell}+a_{\ell} x\right|^{p}+\Delta_{g}^{10 p} \cdot|x|^{p} \sim\left|y_{\ell}\right|^{p}+\Delta_{g}^{10 p} \cdot|x|^{p} \quad \text { for } \ell \in\{0, \ldots, \mathrm{~L}\} \backslash \mathcal{L},
$$

where $A \sim B$ indicates that $c \cdot A \leq B \leq C \cdot A$ for some universal constants $c>0$ and $C \geq 1$. Therefore, we have

$$
\begin{gather*}
\sum_{\ell=0}^{\mathrm{L}}\left|y_{\ell}+a_{\ell} x\right|^{p}+\mathcal{E}(x) \sim \sum_{\ell \in \mathcal{L}}\left|y_{\ell}+a_{\ell} x\right|^{p}+\sum_{\ell \in\{0, \ldots, \mathrm{~L}\} \backslash \mathcal{L}}\left|y_{\ell}\right|^{p}+\mathcal{E}(x)  \tag{2.47}\\
\text { where } \mathcal{E}(x)=\#(\{0, \ldots, L\} \backslash \mathcal{L}) \cdot \Delta_{g}^{10 p} \cdot|x|^{p}
\end{gather*}
$$

Since $\mathrm{L} \leq \Delta_{\mathrm{g}}^{-1}$, it follows that $\mathcal{E}(\mathrm{x}) \leq \Delta_{\mathrm{g}}^{\mathrm{p}} \cdot|x|^{\mathrm{p}} \leq \Delta^{\mathrm{p}} \cdot|\mathrm{x}|^{\mathrm{p}}=\left|y_{0}+\mathrm{a}_{0} x\right|^{\mathrm{p}}$. Therefore, because $\left|y_{0}+a_{0} x\right|^{p}$ is a summand on both sides of (2.47), we can discard the error term $\mathcal{E}(x)$ and obtain

$$
\sum_{\ell=0}^{\mathrm{L}}\left|y_{\ell}+a_{\ell} x\right|^{p} \sim \sum_{\ell \in \mathcal{L}}\left|y_{\ell}+a_{\ell} x\right|^{p}+\sum_{\ell \in\{0, \ldots, L\} \backslash \mathcal{L}}\left|y_{\ell}\right|^{p}
$$

We write this estimate in the form

$$
\begin{align*}
\sum_{\ell=0}^{L}\left|y_{\ell}+a_{\ell} x\right|^{p} \sim \sum_{\ell \in \mathcal{L}}\left|\bar{y}_{\ell}+x\right|^{p} \cdot\left|a_{\ell}\right|^{p} & +\sum_{\ell \in\{0, \ldots, L\} \backslash \mathcal{L}}\left|y_{\ell}\right|^{p}  \tag{2.48}\\
& \quad \text { where we define } \bar{y}_{\ell}:=\frac{y_{\ell}}{a_{\ell}}
\end{align*}
$$

Now, we want to minimize the expression $\mathcal{T}(x)=\sum_{\ell \in \mathcal{L}}\left|\bar{y}_{\ell}+x\right|^{p} \cdot\left|a_{\ell}\right|^{p}$ up to a universal constant factor. We define $x^{*}:=-\sum_{\ell \in \mathcal{L}} \bar{y}_{\ell} \cdot \operatorname{Prob}(\ell), \quad$ where $\quad \operatorname{Prob}(\ell):=\left(\sum_{\ell^{\prime} \in \mathcal{L}}\left|a_{\ell^{\prime}}\right|^{p}\right)^{-1} \cdot\left|a_{\ell}\right|^{p} \quad$ for $\ell \in \mathcal{L}$.
Recall that $\mathcal{L} \neq \emptyset$. Hence, $\operatorname{Prob}(\ell)$ is a well-defined probability measure on $\mathcal{L}$. From equation (2.65) in [3], we conclude that $\mathcal{T}\left(x_{*}\right) \leq C \cdot \mathcal{T}(x)$ for all $x \in \mathbb{R}$.
Therefore, we have

$$
\sum_{\ell=0}^{\mathrm{L}}\left|y_{\ell}+a_{\ell} x^{*}\right|^{p} \leq C^{\prime} \cdot \sum_{\ell=0}^{\mathrm{L}}\left|y_{\ell}+a_{\ell} x\right|^{p} \quad \text { for any } x \in \mathbb{R} .
$$

Because $y_{0}=0$ and $a_{0}=\Delta$, this implies that

$$
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+a_{\ell} x^{*}\right|^{p} \leq C^{\prime} \cdot\left[\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+a_{\ell} x\right|^{p}+\Delta^{p}|x|^{p}\right]
$$

as desired in the case $\mathrm{J}=1$ of our algorithm. Note that

$$
\left\{\begin{array}{l}
x^{*}=-\sum_{\ell \in \mathcal{L}} \bar{y}_{\ell} \cdot \operatorname{Prob}(\ell)=\sum_{\ell \in \mathcal{L} \backslash\{0\}} y_{\ell} \cdot b_{\ell}, \text { where } \\
\mathrm{b}_{\ell}=-\left(\sum_{\ell^{\prime} \in \mathcal{L}}\left|a_{\ell^{\prime}}\right|^{p}\right)^{-1} \cdot\left|a_{\ell}\right|^{p} \cdot a_{\ell}^{-1} \text { for } \ell \in \mathcal{L} \backslash\{0\} .
\end{array}\right.
$$

It is safe to discard the $\ell=0$ term in the sum, because by definition $y_{0}=\bar{y}_{0}=0$. Note that $\left|\mathfrak{a}_{\ell}\right|$ and $\left|a_{\ell^{\prime}}\right|$, for $\ell, \ell^{\prime} \in \mathcal{L}$, belong to the interval $\left[\Delta_{\mathrm{g}}^{10}, \Delta_{\mathrm{g}}^{-1}\right]$. Therefore, we can compute $\left|\mathrm{a}_{\ell^{\prime}}\right|^{\mathrm{p}}$ and $\left|\mathrm{a}_{\ell}\right|^{\mathrm{p}}$ to precision $\Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$; moreover, we can compute the expression $(\cdots)^{-1}$-in the formula for $\mathrm{b}_{\ell}-$ with precision $\Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$. Thus, we can compute the coefficients $\mathrm{b}_{\ell}$, for each $\ell \in \mathcal{L} \backslash\{0\}$, with precision $\Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$. Furthermore, note that each $\left|\mathrm{b}_{\ell}\right|$ is bounded by $\Delta_{\mathrm{g}}^{-\mathrm{C}}$ for a universal constant $\mathrm{C} \geq 1$.

All the remaining coefficients $b_{\ell}$, for $\ell \in\{1, \ldots, L\} \backslash \mathcal{L}$, are defined to be 0 . Thus, $x^{*}=\sum_{\ell=1}^{\mathrm{L}} \mathrm{y}_{\ell} \cdot \mathrm{b}_{\ell}$, and $\mathrm{b}_{\ell}$ can be computed with the desired parameters. Thus, we have established the case $\mathrm{J}=1$ of our algorithm.

For the general case, we use induction on J.
Let $\mathrm{J} \geq 2$, and let $1<\mathrm{p}<\infty$ and assume that we are given an $\mathrm{L} \times \mathrm{J}$ matrix $\mathcal{A}=$ $\left(a_{\ell j}\right)_{1 \leq \ell \leq L}, 1 \leq j \leq \mathrm{J}$. We assume that the numbers $\mathfrak{a}_{\ell j}$ are specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$.

Let real numbers $y_{1}, \ldots, y_{L}$ be given. We have

$$
\begin{equation*}
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} \mathrm{a}_{\ell j} x_{j}\right|^{\mathrm{p}}=\sum_{\ell=1}^{\mathrm{L}}\left|\widehat{y}_{\ell}+\sum_{j=1}^{\mathrm{J}-1} \mathrm{a}_{\ell j} x_{j}\right|^{\mathrm{p}} \quad\left(\left(x_{1}, \ldots, x_{\mathrm{J}}\right) \in \mathbb{R}^{\mathrm{J}}\right), \tag{2.49}
\end{equation*}
$$

using new variables

$$
\begin{equation*}
\widehat{y}_{\ell}=y_{\ell}+a_{\ell J} \cdot x_{J} \quad \text { for } 1 \leq \ell \leq L \tag{2.50}
\end{equation*}
$$

By applying the algorithm Optimize viA matrix recursively to $1<p<\infty$ and the submatrix $\left(a_{\ell j}\right)_{1 \leq \ell \leq L}, 1 \leq j \leq J-1$, we compute a matrix $\left(\widehat{b}_{j \ell}\right)_{1 \leq j \leq J-1,1 \leq \ell \leq L}$ such that the following holds.

- We compute the numbers $\widehat{\mathrm{b}}_{j \ell}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ for a universal constant C.
- Let $\widehat{y}_{1}, \ldots, \widehat{y}_{L}$ be given, and set

$$
\begin{equation*}
\widehat{x}_{j}=\sum_{\ell=1}^{L} \widehat{b}_{j \ell} \widehat{y}_{\ell} \quad \text { for } 1 \leq j \leq \mathrm{J}-1 \tag{2.51}
\end{equation*}
$$

Then, for any real numbers $\chi_{1}, \ldots, \chi_{J-1}$, we have

$$
\begin{equation*}
\sum_{\ell=1}^{\mathrm{L}}\left|\widehat{y}_{\ell}+\sum_{j=1}^{\mathrm{J}-1} a_{\ell j} \widehat{x}_{j}\right|^{p} \leq C \cdot\left[\sum_{\ell=1}^{\mathrm{L}}\left|\widehat{y}_{\ell}+\sum_{j=1}^{\mathrm{J}-1} a_{\ell j} x_{j}\right|^{p}+\Delta^{\mathrm{p}} \sum_{j=1}^{\mathrm{J}-1}\left|x_{j}\right|^{p}\right] \tag{2.52}
\end{equation*}
$$

Using (2.49)-(2.52), we draw the following conclusion.
Let real numbers $y_{1}, \ldots, y_{L}$ be given, and let $x_{1}, \ldots, x_{J}$ be arbitrary. We define $\widehat{y}_{1}, \ldots, \widehat{y}_{L}$ by (2.50), next define $\widehat{x}_{1}, \ldots, \widehat{x}_{J-1}$ by (2.51), and finally set

$$
\begin{equation*}
\widehat{x}_{J}=x_{J} . \tag{2.53}
\end{equation*}
$$

Then

$$
\sum_{\ell=1}^{L}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} \widehat{x}_{j}\right|^{p} \leq C \cdot\left[\sum_{\ell=1}^{L}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} x_{j}\right|^{p}+\Delta^{p} \sum_{j=1}^{J-1}\left|x_{j}\right|^{p}\right]
$$

hence

$$
\begin{equation*}
\sum_{\ell=1}^{L}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} \widehat{x}_{j}\right|^{p}+\Delta^{p} \cdot\left|\widehat{x}_{J}\right|^{p} \leq C \cdot\left[\sum_{\ell=1}^{L}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} x_{j}\right|^{p}+\Delta^{p} \sum_{j=1}^{J}\left|x_{j}\right|^{p}\right] \tag{2.54}
\end{equation*}
$$

and moreover

$$
\begin{equation*}
\widehat{x}_{j}=\sum_{\ell=1}^{L} \widehat{b}_{j \ell} \cdot\left(y_{\ell}+a_{\ell j} \widehat{x}_{J}\right) \quad \text { for } j=1, \ldots, J-1 . \tag{2.55}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\widehat{x}_{j} & =\sum_{\ell=1}^{L} \widehat{b}_{j \ell} y_{\ell}+g_{j} \widehat{x}_{J}, \quad \text { where }  \tag{2.56}\\
g_{j} & :=\sum_{\ell=1}^{L} \widehat{b}_{j \ell} a_{\ell j} \quad \text { for } j=1, \ldots, J-1 . \tag{2.57}
\end{align*}
$$

We compute the numbers $g_{j}$ with parameters $\left(\Delta_{g}^{C^{\prime}}, \Delta_{g}^{-C^{\prime}} \Delta_{\epsilon}\right)$ using work at most CL. This is possible because $L \leq \Delta_{g}^{-1}$ and because of parameters with which $\widehat{\mathrm{b}}_{\mathfrak{j} \ell}$ and $\mathfrak{a}_{\ell j}$ are specified. In the above discussion, the numbers $x_{1}, \ldots, x_{J}$ are arbitrary, the numbers $\widehat{x}_{1}, \ldots, \widehat{x}_{J-1}$ are defined from $\widehat{x}_{J}$ by (2.55), and $\widehat{x}_{J}=x_{J}$.

Next, note that

$$
\begin{aligned}
y_{\ell}+ & \sum_{j=1}^{J} a_{\ell j} \widehat{x}_{j}=y_{\ell}+\sum_{j=1}^{J-1} a_{\ell j}\left[\sum_{\ell^{\prime}=1}^{L} \widehat{b}_{j \ell^{\prime}} y_{\ell^{\prime}}+g_{j} \widehat{x}_{J}\right]+a_{\ell \jmath} \widehat{x}_{J} \\
& =\left\{y_{\ell}+\sum_{j=1}^{J-1} a_{\ell j} \sum_{\ell^{\prime}=1}^{L} \widehat{b}_{j \ell^{\prime}} y_{\ell^{\prime}}\right\}+\left\{a_{\ell J}+\sum_{j=1}^{J-1} a_{\ell j} g_{j}\right\} \widehat{x}_{J}=: y_{\ell}^{\text {ouch }}+h_{\ell} \cdot \widehat{x}_{J}
\end{aligned}
$$

Here,

$$
\begin{equation*}
y_{\ell}^{\text {ouch }}=y_{\ell}+\sum_{j=1}^{J-1} a_{\ell j} \sum_{\ell^{\prime}=1}^{\mathrm{L}} \widehat{b}_{j \ell^{\prime}} y_{\ell^{\prime}} \tag{2.58}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{\ell}=a_{\ell j}+\sum_{j=1}^{J-1} a_{\ell j} g_{j} \quad \text { for } \ell=1, \ldots, L . \tag{2.59}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} \mathrm{a}_{\ell j} \widehat{x}_{j}\right|^{\mathrm{p}}=\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}^{\text {ouch }}+h_{\ell} \widehat{x}_{J}\right|^{p} \tag{2.60}
\end{equation*}
$$

Here, (2.60) holds whenever $\widehat{x}_{1}, \ldots, \widehat{x}_{J-1}$ are determined from $\widehat{x}_{J}$ via (2.56).
We compute the numbers $h_{\ell}$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, using work at most CL.

Note that it is too expensive to compute $y_{\ell}^{\text {ouch }}$ for all $\ell(1 \leq \ell \leq L)$; that computation would require $\sim L^{2} \mathrm{~J}$ work. However, the $y_{\ell}^{\text {ouch }}$ defined above are independent of our choice of $\widehat{x}_{J}$.

Applying the known case $\mathrm{J}=1$ of our algorithm Optimize via matrix, we compute from the $h_{\ell}$ a vector of coefficients $\gamma_{\ell}(1 \leq \ell \leq L)$, for which the following holds.

- We compute the numbers $\gamma_{\ell}$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ for a universal constant C.
- Let

$$
\begin{equation*}
\check{x}_{J}=\sum_{\ell=1}^{\mathrm{L}} \gamma_{\ell} y_{\ell}^{\text {ouch }} . \tag{2.61}
\end{equation*}
$$

Then

$$
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}^{\text {ouch }}+h_{\ell} \check{x}_{J}\right|^{\mathrm{p}} \leq \mathrm{C} \cdot\left[\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}^{\text {ouch }}+h_{\ell} \widehat{x}_{J}\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \cdot\left|\widehat{x}_{J}\right|^{\mathrm{p}}\right]
$$

for any real number $\widehat{x}_{J}$.
We thus learn the following.
Let $\check{x}_{1}, \ldots, \check{x}_{J-1}$ be defined from $\check{x}_{J}$ as in (2.56), i.e.,

$$
\begin{equation*}
\check{x}_{j}:=\sum_{\ell=1}^{L} \widehat{b}_{j \ell} y_{\ell}+g_{j} \check{x}_{J} \quad \text { for } j=1, \ldots, J-1 . \tag{2.62}
\end{equation*}
$$

Let $\widehat{x}_{J}$ be any real number, and let $\widehat{x}_{1}, \ldots, \widehat{x}_{J-1}$ be determined from $\widehat{x}_{J}$ by (2.56). Then

$$
\begin{equation*}
\sum_{\ell=1}^{L}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} \check{x}_{j}\right|^{p} \leq C \cdot\left[\sum_{\ell=1}^{L}\left|y_{\ell}+\sum_{j=1}^{J} a_{\ell j} \widehat{x}_{j}\right|^{p}+\Delta^{p} \cdot\left|\widehat{x}_{J}\right|^{p}\right] \tag{2.63}
\end{equation*}
$$

(See (2.60).)
From (2.54) and (2.63), we see that

$$
\begin{equation*}
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} a_{\ell j} \check{x}_{j}\right|^{p} \leq C \cdot\left[\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} a_{\ell j} x_{j}\right|^{p}+\Delta^{p} \sum_{j=1}^{J}\left|x_{j}\right|^{p}\right] \tag{2.64}
\end{equation*}
$$

Here, $\check{x}_{1}, \ldots, \check{x}_{\mathrm{J}}$ are computed from (2.61),(2.62); and $x_{1}, \ldots, x_{J}$ are arbitrary.

We produce efficient formulas for the $\check{x}_{j}$. Putting (2.58) into (2.61), we find that

$$
\begin{aligned}
\check{x}_{J} & =\sum_{\ell=1}^{\mathrm{L}} \gamma_{\ell} \cdot\left\{y_{\ell}+\sum_{j=1}^{\mathrm{J}-1} a_{\ell j} \sum_{\ell^{\prime}=1}^{\mathrm{L}} \widehat{b}_{j \ell^{\prime}} y_{\ell^{\prime}}\right\}=\sum_{\ell=1}^{\mathrm{L}} \gamma_{\ell} \cdot y_{\ell}+\sum_{\ell^{\prime}=1}^{\mathrm{L}} \sum_{j=1}^{\mathrm{J}-1}\left[\sum_{\ell=1}^{\mathrm{L}} \gamma_{\ell} a_{\ell j}\right] \widehat{b}_{j \ell^{\prime}} y_{\ell^{\prime}} \\
& =\sum_{\ell=1}^{\mathrm{L}}\left\{\gamma_{\ell}+\sum_{j=1}^{\mathrm{J}-1}\left[\sum_{\ell^{\prime}=1}^{\mathrm{L}} \gamma_{\ell^{\prime}} a_{\ell^{\prime} j}\right] \widehat{b}_{j \ell}\right\} \cdot y_{\ell} .
\end{aligned}
$$

Therefore, setting

$$
\begin{equation*}
\Delta_{j}=\sum_{\ell=1}^{L} \gamma_{\ell} a_{\ell j} \quad \text { for } j=1, \ldots, J-1 \tag{2.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{b}_{\mathrm{J} \mathrm{\ell}}^{\# \#}=\gamma_{\ell}+\sum_{\mathrm{j}=1}^{\mathrm{J}-1} \Delta_{\mathrm{j}} \widehat{\mathrm{~b}}_{\mathrm{j} \ell} \quad \text { for } \ell=1, \ldots, \mathrm{~L} \tag{2.66}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\check{x}_{\mathrm{J}}=\sum_{\ell=1}^{\mathrm{L}} \mathrm{~b}_{\mathrm{J} \mathrm{\ell}}^{\# \#} y_{\ell} . \tag{2.67}
\end{equation*}
$$

Substituting (2.67) into (2.62), we find that

$$
\check{x}_{j}=\sum_{\ell=1}^{L}\left\{\widehat{b}_{j \ell}+g_{j} b_{j \ell}^{\# \#}\right\} y_{\ell} \quad \text { for } j=1, \ldots, J-1
$$

Thus, setting

$$
\begin{equation*}
b_{j \ell}^{\# \#}=\widehat{b}_{j \ell}+g_{j} b_{J \ell}^{\# \#} \quad \text { for } j=1, \ldots, J-1, \quad \ell=1, \ldots, L \tag{2.68}
\end{equation*}
$$

we have

$$
\begin{equation*}
\check{x}_{j}=\sum_{\ell=1}^{L} b_{j \ell}^{\# \#} y_{\ell} \quad \text { for } j=1, \ldots, J-1 \tag{2.69}
\end{equation*}
$$

Recalling (2.67), we see that (2.69) holds for $\mathfrak{j}=1, \ldots, J$. Thus, with $\check{x}_{1}, \ldots, \check{x}_{J}$ defined by (2.69), we have

$$
\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} a_{\ell j} \check{x}_{j}\right|^{p} \leq C \cdot\left[\sum_{\ell=1}^{\mathrm{L}}\left|y_{\ell}+\sum_{j=1}^{\mathrm{J}} a_{\ell j} x_{j}\right|^{p}+\Delta^{p} \sum_{j=1}^{\mathrm{J}}\left|x_{j}\right|^{p}\right]
$$

for any real numbers $x_{1}, \ldots, x_{\mathrm{J}}$. (See (2.64).)
So the matrix $B=\left(b_{j \ell}^{\# \#}\right)_{1 \leq j \leq J}, 1 \leq \ell \leq L$ is as promised in our algorithm.
We make a few additional remarks on the computation of $\left(b_{j \ell}^{\# \#}\right)_{1 \leq j \leq J}, 1 \leq \ell \leq L$.

- Recall the numbers $\gamma_{\ell}, a_{\ell j}$, and $\widehat{b}_{j \ell}$ are given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. Also recall that $\mathrm{L} \leq \Delta_{\mathrm{g}}^{-1}$.
- Thus, the numbers $\Delta_{\mathrm{j}}(1 \leq \mathrm{j} \leq \mathrm{J}-1)$ in (2.65) can be computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- Consequently, the numbers $\mathrm{b}_{\mathrm{J} \mathrm{\ell}}^{\# \#}(1 \leq \ell \leq \mathrm{L})$ in (2.66) can be computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- Recall that the numbers $\mathrm{g}_{\mathrm{j}}(1 \leq \mathrm{j} \leq \mathrm{J}-1)$ in (2.57) can be computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- Therefore, the numbers $\mathrm{b}_{\mathrm{j} \mathrm{\ell}}^{\# \#}(1 \leq \mathfrak{j} \leq \mathrm{J}-1,1 \leq \ell \leq \mathrm{L})$ in (2.68) can be computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- Thus, the matrix $B=\left(\mathrm{b}_{\mathrm{j} \mathrm{\ell}}^{\# \#}\right)$ can be computed to the accuracy promised in the algorithm.


### 2.8. Statement of main technical results

We next state a modified version of the main technical results for $\mathcal{A}$ (see Section 3 in [3]) that accounts for the rounding errors that may arise in our computation.

We define a norm $|\mathrm{P}|:=\left(\left.\left.\sum_{\alpha \in \mathcal{M}}\right|^{\alpha} \mathrm{P}(0)\right|^{\mathrm{P}}\right)^{1 / \mathrm{p}}$ for $\mathrm{P} \in \mathcal{P}$. Thus, $|\mathrm{P}|$ denotes the $\ell^{p}$-norm of the vector $\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{M}}$.

We fix an integer $\bar{S} \geq 1$.
We are given a finite set $\mathrm{E} \subset \frac{1}{32} \mathrm{Q}^{\circ}$, with $\mathrm{Q}^{\circ}=[0,1)^{n}$. We assume that $N=\#(E) \geq 2$. We additionally assume that $E$ consists of $\bar{S}$-bit machine points. Thus,

$$
\begin{equation*}
\left|x-x^{\prime}\right| \geq \Delta_{0} \text { for distinct } x, x^{\prime} \in E \tag{2.70}
\end{equation*}
$$

where $\Delta_{0}:=2^{-\bar{s}}$. Hence,

$$
\begin{equation*}
\#(E)=N \leq \Delta_{0}^{-n} \tag{2.71}
\end{equation*}
$$

For $\Delta_{1}, \Delta_{2} \in(0,1]$, we write $\Delta_{1} \ll \Delta_{2}$ to indicate that $\Delta_{1} \leq \Delta_{2}^{\mathrm{C}}$ for a sufficiently large universal constant $C$.

We introduce constants $\Delta_{\epsilon}^{\circ}:=2^{-K_{1} \bar{s}}, \Delta_{g}^{\circ}:=2^{-K_{2} \bar{s}}$, and $\Delta_{\text {junk }}^{\circ}:=2^{-K_{3} \bar{S}}$ as in Theorem 1. Here, $\mathrm{K}_{1}, \mathrm{~K}_{2}, \mathrm{~K}_{3}$ are positive integers, which are assumed to be sufficiently well-separated in the sense that $K_{1} \geq C \cdot K_{2} \geq C^{2} \cdot K_{3}$ for a large enough universal constant $C$.

For each $\mathcal{A} \subset \mathcal{M}$, we will use parameters $\Delta_{\epsilon}(\mathcal{A})=\Delta_{0}^{\mathrm{K}_{1}(\mathcal{A})}, \Delta_{\mathrm{g}}(\mathcal{A})=\Delta_{0}^{\mathrm{K}_{2}(\mathcal{A})}$, and $\Delta_{\text {junk }}(\mathcal{A})=\Delta_{0}^{\mathrm{K}_{3}(\mathcal{A})}$ for integer exponents $\mathrm{K}_{1}(\mathcal{A}) \geq \mathrm{K}_{2}(\mathcal{A}) \geq \mathrm{K}_{3}(\mathcal{A}) \geq 1$. We assume the exponents are chosen so that

$$
\begin{align*}
\Delta_{\epsilon}(\mathcal{M}) & \ll \cdots \ll \Delta_{\epsilon}(\emptyset) \ll \Delta_{\epsilon}^{\circ}  \tag{2.72}\\
& \ll \Delta_{\mathrm{g}}^{\circ} \ll \Delta_{\mathrm{g}}(\emptyset) \ll \cdots<\Delta_{\mathrm{g}}(\mathcal{M}) \\
& \ll \Delta_{\text {junk }}(\mathcal{M}) \ll \cdots \ll \Delta_{\text {junk }}(\emptyset) \ll \Delta_{\text {junk }}^{\circ} \\
& \ll \Delta_{0}
\end{align*}
$$

In particular,

$$
\left\{\begin{array}{l}
\Delta_{\epsilon}(\emptyset) \leq\left(\Delta_{\epsilon}^{\circ}\right)^{\mathrm{C}}  \tag{2.73}\\
\Delta_{\mathrm{g}}^{\circ} \leq\left(\Delta_{\mathrm{g}}(\emptyset)\right)^{\mathrm{C}} \\
\Delta_{\text {junk }}(\emptyset) \leq\left(\Delta_{\text {junk }}^{\circ}\right)^{\mathrm{C}}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\Delta_{\epsilon}\left(\mathcal{A}^{-}\right) \leq \Delta_{\epsilon}\left(\mathcal{A}^{+}\right)^{\mathrm{C}}  \tag{2.74}\\
\Delta_{\mathrm{g}}\left(\mathcal{A}^{+}\right) \leq \Delta_{\mathrm{g}}\left(\mathcal{A}^{-}\right)^{\mathrm{C}} \\
\Delta_{\text {junk }}\left(\mathcal{A}^{-}\right) \leq \Delta_{\text {junk }}\left(\mathcal{A}^{+}\right)^{\mathrm{C}} \\
\Delta_{\epsilon}(\emptyset) \leq \Delta_{\mathrm{g}}(\emptyset)^{\mathrm{C}} \\
\Delta_{\mathrm{g}}(\mathcal{M}) \leq \Delta_{\text {junk }}(\mathcal{M})^{\mathrm{C}} \\
\Delta_{\text {junk }}(\emptyset) \leq \Delta_{0}^{\mathrm{C}}
\end{array}\right.
$$

for any $\mathcal{A}^{+}>\mathcal{A}^{-}$and for a large enough universal constant C . We refer the reader to Section 2.6 in [3] for the definition of our order relation on sets of multiindices. The conditions in (2.72), (2.73), and (2.74) are clearly consistent with one another. We will use these conditions throughout the course of the proof.

We assume throughout the course of the proof that we can perform arithmetic operations on $S$-bit machine numbers to precision $\Delta_{\min }=2^{-S}$, where $S=K_{\max } \bar{S}$. Here, the parameter $\mathrm{K}_{\max } \in \mathbb{N}$ is larger than all the exponents $\mathrm{K}_{\mathrm{j}}(\mathcal{A})$ (for all $\mathcal{A} \subset \mathcal{M}$ and $j=1,2,3)$.

The main technical results for $\mathcal{A}$ are as in Section 3 of [3], with the following modifications.

- We define a dyadic decomposition $\mathrm{CZ}(\mathcal{A})$ of $\mathrm{Q}^{\circ}$. We continue to guarantee the properties (CZ1)-(CZ5). We additionally guarantee that

$$
\begin{equation*}
\delta_{\mathrm{Q}} \geq \frac{1}{32} \cdot \Delta_{0} \quad \text { for all } \mathrm{Q} \in \mathrm{CZ}(\mathcal{A}) \tag{2.75}
\end{equation*}
$$

Hence, each cube in $\operatorname{CZ}(\mathcal{A})$ has $\widetilde{\mathrm{S}}$-bit machine points as corners, where $\widetilde{\mathrm{S}} \leq$ $\overline{\mathrm{S}}+100$. Thus, we can store each cube in $\mathrm{CZ}(\mathcal{A})$ on our computer using at most C units of storage (for a universal constant C). However, we will not compute all the cubes in $\operatorname{CZ}(\mathcal{A})$ for this would require too much work.

- We let $C Z_{\text {main }}(\mathcal{A})$ consist of all the cubes $Q \in C Z(\mathcal{A})$ such that $\frac{65}{64} Q \cap E \neq \emptyset$. For each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{A})$, we will compute $\Omega(\mathrm{Q}, \mathcal{A}), \Xi(\mathrm{Q}, \mathcal{A})$, and $\mathrm{T}_{(\mathrm{Q}, \mathcal{A})}$ as in the three bullet points below.
- The assists $\omega \in \Omega(\mathrm{Q}, \mathcal{A})$ are to be given in short form with parameters $\left(\Delta_{g}(\mathcal{A}), \Delta_{\epsilon}(\mathcal{A})\right)$.
- The functionals $\xi \in \Xi(\mathrm{Q}, \mathcal{A}))$ are to be given in short form with parameters $\left(\Delta_{\mathrm{g}}(\mathcal{A}), \Delta_{\epsilon}(\mathcal{A})\right)$ in terms of the assists $\Omega(\mathrm{Q}, \mathcal{A})$.

We define

$$
M_{(Q, \mathcal{A})}(f, P):=\left(\sum_{\xi \in \Xi(Q, \mathcal{A})}|\xi(f, P)|^{p}\right)^{1 / p}
$$

For each $(f, P) \in \mathbb{X}\left(\frac{65}{64} Q \cap E\right) \oplus \mathcal{P}$, we guarantee that

$$
c \cdot\|(f, P)\|_{(1+a(\mathcal{A})) \mathrm{Q}} \leq M_{(\mathrm{Q}, \mathcal{A})}(\mathrm{f}, \mathrm{P}) \leq \mathrm{C} \cdot\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \mathrm{Q}}+\Delta_{\text {junk }}(\mathcal{A}) \cdot|\mathrm{P}|\right]
$$

- The operators $\mathrm{T}_{(\mathrm{Q}, \mathcal{A})} \operatorname{map} \mathbb{X}\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \oplus \mathcal{P}$ into $\mathbb{X}$.
(E1) $T_{(Q, \mathcal{A})}(f, P)=f$ on $(1+a(\mathcal{A})) Q \cap E$ for each $(f, P)$.
(E2) $\left\|T_{(Q, \mathcal{A})}(f, P)\right\|_{\mathbb{X}((1+a(\mathcal{A})) \mathrm{Q})}^{\mathrm{p}}+\delta_{\mathrm{Q}}^{-\mathrm{mp}}\left\|\mathrm{T}_{(\mathrm{Q}, \mathcal{A})}(\mathrm{f}, \mathrm{P})-\mathrm{P}\right\|_{\mathrm{L}^{p}((1+\mathrm{a}(\mathcal{A})) \mathrm{Q})}^{\mathrm{p}} \leq$ $C\left[M_{(Q, \mathcal{A})}(f, P)\right]^{p}$ for each ( $f, P$ ).
(E3) $\mathrm{T}_{(\mathrm{Q}, \mathcal{A})}$ has $\Omega(\mathrm{Q}, \mathcal{A})$-assisted depth at most C .
- The only modification to the algorithm CZ-oracle is as follows:

We assume that the query $\underline{x} \in \mathrm{Q}^{\circ}$ is an S-bit machine point. We compute a list of all the cubes $\mathrm{Q} \in \operatorname{CZ}\left(\mathcal{A}^{-}\right)$such that $\underline{x} \in \frac{65}{64} \mathrm{Q}$.
(Recall that $S=K_{\max } \bar{S}$ is the maximum bit length of a machine number representable on our computer.)

- The algorithm Compute main-cubes is unchanged. We compute and store all the cubes in $\mathrm{CZ}_{\text {main }}(\mathcal{A})$.
- The only modifications to the algorithm Compute functionals are as follows.
The functionals $\omega \in \Omega(\mathrm{Q}, \mathcal{A})$ are computed in short form with parameters $\left(\Delta_{\mathrm{g}}(\mathcal{A}), \Delta_{\epsilon}(\mathcal{A})\right)$. The functionals $\xi \in \Xi(\mathrm{Q}, \mathcal{A})$ are computed in short form with parameters $\left(\Delta_{\mathrm{g}}(\mathcal{A}), \Delta_{\epsilon}(\mathcal{A})\right)$ in terms of the assists $\Omega(\mathrm{Q}, \mathcal{A})$.
- The only modifications to the algorithm Compute extension operators are as follows.
Let $\underline{x} \in \mathrm{Q}^{\circ}$ be an $S$-bit machine point, and let $\alpha \in \mathcal{M}$. We compute the linear functional $(f, P) \mapsto \partial^{\alpha}\left(T_{(Q, \mathcal{A})}(f, P)\right)(\underline{x})$ in short form with parameters $\left(\Delta_{g}(\mathcal{A}), \Delta_{\epsilon}(\mathcal{A})\right)$ in terms of the assists $\Omega(\mathrm{Q}, \mathcal{A})$. This requires work at most $\mathrm{C} \log \mathrm{N}$, as before.
- All the constants $c_{*}(\mathcal{A}), S(\mathcal{A}), \epsilon_{1}(\mathcal{A}), \epsilon_{2}(\mathcal{A}), a(\mathcal{A}), c, C$ depend on $m, n, p$, and $\mathcal{A}$. The constant $S(\mathcal{A}) \geq 1$ is an integer. We further assume that a $(\mathcal{A})$ is an integer power of 2 . (This is a new assumption in the finite-precision case.)
- We perform the above computations using one-time work at most $\mathrm{CN} \log \mathrm{N}$ and storage at most CN.


### 2.9. Algorithms for dyadic cubes

We make the following assumptions.

- We are given machine numbers $\Delta_{\epsilon}=2^{-K_{1} \bar{S}}$ and $\Delta_{g}=2^{-K_{2} \bar{S}}$, for integers $K_{1}, K_{2} \geq 1$.
- We assume that our computer can perform arithmetic operations on S-bit machine numbers with precision $\Delta_{\text {min }}=2^{-S}$, where $\mathrm{S}=\mathrm{K}_{\text {max }} \cdot \overline{\mathrm{S}}$.
- We assume that $\Delta_{\min } \leq \Delta_{\epsilon}^{\mathrm{C}}, \Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{\mathrm{C}}$, and $\Delta_{\mathrm{g}} \leq 2^{-\mathrm{C} \bar{S}}$ for a large enough universal constant $C$.
Whenever we refer to a machine number in this section, we mean an $S$-bit machine number, with $S$ as above.

We call a dyadic cuboid $Q=\prod_{j=1}^{n} I_{j} \subset \mathbb{R}^{n}$ a "machine cuboid" if each $I_{j}$ is an interval of the form $\left[a_{j}, b_{j}\right)$, where $a_{j}$ and $b_{j}$ are machine numbers. Recall that each $I_{j}$ is contained in $[0, \infty)$, by definition of cuboids (see Section 4.1.1 in [3]).

Let Q and $\mathrm{Q}^{\prime}$ be given machine cuboids. The following task can be performed using one unit of "work":
(2.76) Compute the smallest machine cuboid $Q$ containing both $Q^{\prime}$ and $Q^{\prime \prime}$.

Let us explain why we charge only one unit of work to perform the task (2.76).
We suppose that a non-negative machine number $x$ is represented in the computer by its binary digits $\left(x_{i}\right)_{-s \leq i \leq s}$, where

$$
x=\sum_{i=-S}^{+S} x_{i} 2^{i} \quad \text { and each } x_{i} \in\{0,1\}
$$

We suppose that the bit pattern $\left(x_{i}\right)_{-S \leq i \leq S}$ fits in a single machine word. Given two distinct non-negative machine numbers $x, y$ with binary digits $\left(x_{i}\right)_{-s \leq i \leq s}$, $\left(y_{i}\right)_{-S \leq i \leq s}$ respectively, we return the largest $i_{*}$ for which $x_{i_{*}} \neq y_{i_{*}}$. Recall that in our model of computation for finite-precision arithmetic, we assume that the computation of $i_{*}$ from $\left(x_{i}\right)$ and ( $y_{i}$ ) takes one unit of "work". (See Section 2.1.) Moreover, there are computers in use today for which the computation of $i_{*}$ from ( $x_{i}$ ) and ( $y_{i}$ ) may be accomplished by executing $\mathrm{O}(1)$ assembly language instructions.

Note that the smallest smallest dyadic interval containing $x$ and $y$ has length $2^{i_{*}}$. It follows easily that the task (2.76) may be accomplished using at most C operations. That is why we consider it reasonable to charge one unit of "work" to carry out (2.76).

Therefore, we can determine whether $\mathrm{Q}<\mathrm{Q}^{\prime}, \mathrm{Q}^{\prime}<\mathrm{Q}$, or $\mathrm{Q}=\mathrm{Q}^{\prime}$, using $\mathrm{O}(1)$ computer operations. We refer here to the order relation on dyadic cuboids defined in Section 4.1.1 of [3].

We should point out that the task (2.76) appears to require more than $\mathrm{O}(1)$ operations in several standard models of computation (not used here). See the discussion of "quad trees" and "segment trees" in [1].

We will obtain versions of the algorithms in Section 4.1.2 of [3] which are adapted to our finite-precision model of computation.

A modification we will make throughout is that all the cuboids that are input data to an algorithm will be assumed to be machine cuboids, while all the cuboids that are produced as output data are guaranteed to be machine cuboids. We can clearly store a machine cuboid on our computer using $\mathrm{O}(1)$ units of storage.

- Modification 1. We introduce a bit of notation relevant to the notion of DTrees and ADTrees. See the discussion in Section 4.1.2 of [3].

Recall that each node $x$ of a DTree $T$ is marked with a dyadic cuboid $Q_{x}$. When we speak of a DTree $T$ in this section, it is assumed that $Q_{x}$ is a machine cuboid for each $x \in T$.

Recall that each node $x$ of an ADTree $T$ is marked with linear functionals $\mu_{1}^{\chi}, \ldots, \mu_{\mathrm{D}}^{\chi}$ on $\mathbb{R}^{\mathrm{D}}$. We write $\mu_{i}^{\chi}:\left(v_{1}, \ldots, v_{\mathrm{D}}\right) \mapsto \sum_{\mathrm{j}=1}^{\mathrm{D}} \theta_{i j}^{\chi} v_{j}$.

We will assume that $\mathrm{D} \leq \mathrm{C}$ for a universal constant C , in what follows.
We say that $\mu_{1}^{\chi}, \ldots, \mu_{D}^{\chi}$ are specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ if $\left|\theta_{i j}^{\chi}\right| \leq \Delta_{g}^{-1}$ and if each $\theta_{i j}^{\chi}$ is specified to precision $\Delta_{\epsilon}$. If that's the case for each node $x$ and if the number of nodes of the ADTree is at most $\Delta_{g}^{-1}$, then we say that the ADTree T is specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$.

- All of the algorithms that involve BTrees are combinatorial in nature, hence they remain the same in our finite-precision model of computation. In particular, BTree1 and Make control tree (deluxe edition and paperback edition) are unchanged.
- Modification 2. We make the following changes to the algorithm MaKE control tree (hybrid version) (see Section 4.1.3 of [3]).

Assume that an ADTree T is given with parameters $\left(\Delta_{\mathrm{g}}, \Delta_{\epsilon}\right)$, with each node $\chi$ in $T$ marked by linear functionals $\mu_{1}^{\chi}, \ldots, \mu_{\mathrm{D}}^{\chi}$ on $\mathbb{R}^{\mathrm{D}}$. Also, we are given a machine number $\Delta \in\left[\Delta_{g}, 1\right]$ of the form $\Delta=2^{-K \bar{S}}$ for an integer $K \geq 1$.

Then we compute the control tree $\mathrm{CT}(\mathrm{T})$, with all its markings except for the trees $\mathrm{BT}(\xi)(\xi \in \mathrm{CT}(\mathrm{T}))$. For each node $\xi \in \mathrm{CT}(\mathrm{T})$, we compute functionals $\mu_{1}^{\xi}, \ldots, \mu_{D}^{\xi}: \mathbb{R}^{D} \rightarrow \mathbb{R}$ of the form

$$
\mu_{i}^{\xi}:\left(v_{1}, \ldots, v_{D}\right) \mapsto \sum_{j=1}^{D} \theta_{i j}^{\xi} v_{j} .
$$

The numbers $\theta_{i j}^{\xi}$ are computed with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. That is, we guarantee that $\left|\theta_{i j}^{\xi}\right| \leq \Delta_{g}^{-C}$ and each $\theta_{i j}^{\xi}$ is computed to precision $\Delta_{g}^{-C} \Delta_{\epsilon}$. We guarantee that for each $\xi \in \mathrm{CT}(\mathrm{T})$ we have

$$
\begin{equation*}
c \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\xi}(v)\right|^{\mathrm{p}} \leq \sum_{x \in \operatorname{BT}(\xi)} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\mathrm{x}}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}}|v|^{\mathrm{p}} \leq \mathrm{C} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\xi}(v)\right|^{\mathrm{p}} . \tag{2.77}
\end{equation*}
$$

Recall that we denote $|v|^{p}=\sum_{j}\left|v_{j}\right|^{p}$ for $v=\left(v_{1}, \ldots, v_{\mathrm{D}}\right)$.
The work and storage requirements are the same as before.
That completes the list of modifications to the hybrid version of Make conTROL TREE.

To obtain this result, we apply the finite-precision version of Compress norms (see Section 2.6) where before we used its infinite-precision counterpart. The proof of (2.77) is exactly as before.

- Modification 3. In the algorithm Encapsulate: Assume that T is a DTree with N nodes such that each node $x$ in T is marked with a machine cuboid $\mathrm{Q}_{x}$. We perform $\mathrm{CN}(1+\log \mathrm{N})$ one-time work in space CN after which we can answer queries. A query consists of a machine cuboid Q . The response to a query is an encapsulation $S$ of Q , consisting of at most $\mathrm{C}+\mathrm{C} \log \mathrm{N}$ nodes of $\mathrm{CT}(\mathrm{T})$. The work and storage used to answer a query are at most $C+C \log N$, where $C$ denotes a constant depending only on the dimension $n$.

For the explanation of the algorithm, just note that one can compare two machine cuboids to determine whether one contains the other, using at most C units of work. Thus, we can proceed as in the infinite-precision version of the algorithm Encapsulate using our finite-precision computer.

- Modification 4. In the algorithm ADProcess (see Section 4.1.4 of [3]):

We assume our ADTree T is given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. We are given a machine number $\Delta \in\left[\Delta_{g}, 1\right]$ of the form $\Delta=2^{-K \bar{S}}$ for an integer $K \geq 1$.

A query consists of a machine cuboid Q . The response to a query is a list of linear functionals $\mu_{1}^{\mathrm{Q}}, \ldots, \mu_{\mathrm{D}}^{\mathrm{Q}}$ on $\mathbb{R}^{\mathrm{D}}$ such that

$$
\begin{align*}
\mathrm{c} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\mathrm{Q}}(v)\right|^{\mathrm{p}} & \leq \sum_{\substack{x \in \mathrm{~T} \\
\mathrm{Q} \subset \mathrm{Q}}} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{x}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \log \left(\Delta_{\mathrm{g}}^{-1}\right)|v|^{\mathrm{p}}  \tag{2.78}\\
& \leq \mathrm{C}\left[\sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\mathrm{Q}}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \log \left(\Delta_{\mathrm{g}}^{-1}\right)|v|^{\mathrm{p}}\right] \quad \text { for all } v \in \mathbb{R}^{\mathrm{D}} .
\end{align*}
$$

Each $\mu_{i}^{Q}$ has the form $\mu_{i}^{Q}:\left(v_{1}, \ldots, v_{D}\right) \rightarrow \sum_{j=1}^{D} \theta_{i j}^{Q} v_{j}$. We compute each $\theta_{i j}^{Q}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

The work and storage requirements remain the same as before. That completes the list of modifications to the statement of ADPRocess.

We present the modifications needed in the explanation of the algorithm. We use the finite-precision versions of the algorithms Make control tree (hybrid VERSION) and COMPRESS NORMS in place of the infinite-precision counterparts. In the one-time work, we compute the control tree CT(T). Each node $\xi \in \mathrm{CT}(\mathrm{T})$ is marked with linear functionals $\mu_{1}^{\xi}, \ldots, \mu_{D}^{\bar{\delta}}$ satisfying (2.77). We compute the functionals $\mu_{k}^{\xi}$ with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

Using the algorithm Encapsulate, we respond to a query as follows.
Given a machine cuboid Q , we produce a set S of at most $\mathrm{C}+\mathrm{C} \log \mathrm{N}$ nodes in $\mathrm{CT}(\mathrm{T})$ such that $\left\{x \in \mathrm{~T}: \mathrm{Q}_{x} \subset \mathrm{Q}\right\}$ is the disjoint union over $\xi \in S$ of $B T(\xi)$. Therefore, by the finite-precision version of Make control tree (hybrid version)
(see Modification 2 above), the expression

$$
\mathfrak{E}_{1}=\sum_{\substack{x \in T \\ Q_{x} \subset Q}} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{x}(v)\right|^{p}+\#(S) \cdot \Delta^{p} \cdot|v|^{p}=\sum_{\xi \in S}\left[\sum_{x \in \operatorname{BT}(\xi)} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{x}(v)\right|^{p}+\Delta^{p} \cdot|v|^{p}\right]
$$

differs by at most a factor of C from

$$
\mathfrak{E}_{2}=\sum_{\xi \in S} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\xi}(v)\right|^{p}
$$

Applying Compress norms (finite-precision) (see Section 2.6) to the expression $\mathfrak{E}_{2}$, we compute linear functionals $\mu_{1}^{\mathrm{Q}}, \ldots, \mu_{\mathrm{D}}^{\mathrm{Q}}$ such that $\mathfrak{E}_{2}+\Delta^{\mathrm{p}} \cdot|v|^{\mathrm{p}}$ differs by at most a factor of C from $\sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\mathrm{Q}}(v)\right|^{\mathrm{p}}$. Each functional $\mu_{i}^{\mathrm{Q}}$ is computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

Therefore, $\sum_{i=1}^{\mathrm{D}}\left|\mu_{\mathrm{i}}^{\mathrm{Q}}(v)\right|^{\mathrm{p}}$ differs by at most a factor of C from

$$
\mathfrak{E}_{1}+\Delta^{\mathfrak{p}}|v|^{\mathfrak{p}}=\sum_{\substack{x \in \mathrm{~T} \\ Q_{\chi} \subset Q}} \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\chi}(v)\right|^{\mathrm{p}}+(\#(\mathrm{~S})+1) \cdot \Delta^{\mathrm{p}} \cdot|v|^{\mathrm{p}}
$$

Note that

$$
\#(\mathrm{~S}) \leq \mathrm{C}+\mathrm{C} \log (\#(\mathrm{~T})) \leq \mathrm{C} \log \left(\Delta_{\mathrm{g}}^{-1}\right)
$$

so the junk term

$$
(\#(S)+1) \cdot \Delta^{p} \cdot|v|^{p}
$$

is bounded by $C \Delta^{\mathrm{p}} \log \left(\Delta_{\mathrm{g}}^{-1}\right)|v|^{\mathrm{p}}$. That concludes the proof of (2.78).
The work and storage requirements are as promised.

- Modification 5. In the algorithms Make forest, Fill in Gaps, and Make DTree: All dyadic cuboids are assumed to be machine cuboids. The explanations of these algorithms require no modification.
- Modification 6. In Compute norms from marked cuboids:

We suppose our cuboids $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{N}}$ have corners whose coordinates are $\widetilde{S}$-bit machine numbers, with $\widetilde{S} \leq C \bar{S}$ for a universal constant $C$. Hence, $N \leq 2^{C n \bar{S}} \leq$ $\Delta_{0}^{-C}$, where we set $\Delta_{0}=2^{-\bar{S}}$.

We are given a machine number $\Delta \in\left[\Delta_{\mathrm{g}}, 1\right]$ of the form $\Delta=2^{-K \bar{S}}$ for an integer $K \geq 1$.

Each linear functional $\mu_{\ell}^{Q_{i}}$ is given as $\mu_{\ell}^{Q_{i}}:\left(v_{1}, \ldots, v_{D}\right) \mapsto \sum_{j=1}^{D} \theta_{\ell j}^{i} v_{j}$. The numbers $\theta_{\ell j}^{i}$ are specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. We assume that $\widehat{N}:=\sum_{i=1}^{N}\left(L_{i}\right.$ $+1) \leq \Delta_{g}^{-1}$.

A query consists of a dyadic cuboid Q whose corners are machine points.

The response to a query Q is a list of linear functionals $\widehat{\mu}_{1}^{\mathrm{Q}}, \ldots, \widehat{\mu}_{\mathrm{D}}^{\mathrm{Q}}: \mathbb{R}^{\mathrm{D}} \rightarrow \mathbb{R}$ for which we guarantee the estimate

$$
\begin{aligned}
c \sum_{j=1}^{\mathrm{D}}\left|\widehat{\mu}_{j}^{\mathrm{Q}}(v)\right|^{\mathrm{p}} & \leq \sum_{\mathrm{Q}_{i} \subset \mathrm{Q}} \sum_{j=1}^{\mathrm{L}_{i}}\left|\mu_{j}^{\mathrm{Q}_{\mathrm{i}}}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}} \log \left(\Delta_{\mathrm{g}}^{-1}\right) \cdot|v|^{\mathrm{p}} \\
& \leq \mathrm{C}\left[\sum_{j=1}^{\mathrm{D}}\left|\widehat{\mu}_{j}^{\mathrm{Q}}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}} \log \left(\Delta_{\mathrm{g}}^{-1}\right) \cdot|v|^{\mathrm{p}}\right] \quad \text { for all } v \in \mathbb{R}^{\mathrm{D}} .
\end{aligned}
$$

Each $\widehat{\mu}_{i}^{\mathrm{Q}}$ has the form $\mu_{i}^{\mathrm{Q}}:\left(v_{1}, \ldots, v_{\mathrm{D}}\right) \mapsto \sum_{j=1}^{\mathrm{D}} \theta_{i j}^{\mathrm{Q}} v_{j}$. The numbers $\theta_{i j}^{\mathrm{Q}}$ are computed with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

That completes the list of modifications to the algorithm Compute norms FROM MARKED CUBOIDS.

The explanation of the algorithm is as follows.
For each $\mathfrak{i}=1, \ldots, N$ we apply the finite-precision version of Compress norms (see Section 2.6) to produce linear functionals $\bar{\mu}_{j}^{Q_{i}}$ on $\mathbb{R}^{D}$ for $1 \leq j \leq D$ such that

$$
\begin{equation*}
c \cdot \sum_{j=1}^{\mathrm{D}}\left|\bar{\mu}_{j}^{\mathrm{Q}_{i}}(v)\right|^{\mathrm{p}} \leq \sum_{j=1}^{\mathrm{L}_{i}}\left|\mu_{j}^{\mathrm{Q}_{i}}(v)\right|^{\mathrm{p}}+\Delta^{p} \cdot|v|^{\mathrm{p}} \leq \mathrm{C} \cdot \sum_{j=1}^{\mathrm{D}}\left|\bar{\mu}_{j}^{\mathrm{Q}_{i}}(v)\right|^{p} . \tag{2.79}
\end{equation*}
$$

Note that each $L_{i} \leq \Delta_{g}^{-1}$ by assumption, so the algorithm may be applied as stated. The functionals $\bar{\mu}_{j}^{Q_{i}}$ are given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

Using the algorithm Make Dtree, we construct a DTree T with at most CN nodes, such that each $Q_{i}$ is a node of $T$. We mark each $Q_{i}$ in $T$ with the list of functionals $\bar{\mu}_{1}^{\mathrm{Q}_{i}}, \ldots, \bar{\mu}_{\mathrm{D}}^{\mathrm{Q}_{i}}$, and we mark all the other nodes in $T$ with a list of linear functionals that are all zero. When equipped with these markings, T forms an ADTree. Note that $\#(T) \leq C N \leq C \Delta_{0}^{-C} \leq \Delta_{g}^{-1}$. Hence, the ADTree $T$ is specified with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ (recall that $\bar{\mu}_{\mathrm{j}}^{\mathrm{Q}_{i}}$ are specified with such parameters).

We apply the algorithm ADProcess to the ADTree T. Thus, given a machine cube Q , we can compute a list of linear functionals $\widehat{\mu}_{1}^{\mathrm{Q}}, \ldots, \widehat{\mu}_{\mathrm{D}}^{\mathrm{Q}}$ on $\mathbb{R}^{\mathrm{D}}$ such that

$$
\begin{aligned}
c \cdot \sum_{j=1}^{\mathrm{D}}\left|\widehat{\mu}_{j}^{\mathrm{Q}}(v)\right|^{\mathrm{p}} & \leq \sum_{\substack{1 \leq i \leq N \\
\mathrm{Q}_{\mathrm{i}} \subset \mathrm{Q}}} \sum_{j=1}^{\mathrm{D}}\left|\bar{\mu}_{j}^{\mathrm{Q}_{i}}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \log \left(\Delta_{\mathrm{g}}^{-\mathrm{C}}\right) \cdot|v|^{\mathrm{p}} \\
& \leq \mathrm{C} \cdot\left[\sum_{j=1}^{\mathrm{D}}\left|\widehat{\mu}_{\mathrm{j}}^{\mathrm{Q}}(v)\right|^{\mathrm{p}}+\Delta^{\mathrm{p}} \log \left(\Delta_{g}^{-\mathrm{C}}\right) \cdot|v|^{\mathrm{p}}\right]
\end{aligned}
$$

Note that $\Delta \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, 1\right]$, so the algorithm may be applied as stated. Using (2.79), we determine that

$$
c \cdot \sum_{j=1}^{D}\left|\widehat{\mu}_{j}^{Q}(v)\right|^{p} \leq \sum_{\substack{1 \leq i \leq N \\ Q_{i} \subset Q}} \sum_{j=1}^{L_{i}}\left|\mu_{j}^{Q_{i}}(v)\right|^{p}+\mathfrak{E}(v) \leq C \cdot\left[\sum_{j=1}^{D}\left|\widehat{\mu}_{j}^{Q}(v)\right|^{p}+\mathfrak{E}(v)\right]
$$

where

$$
\mathfrak{E}(v)=\sum_{\substack{1 \leq i \leq N \\ Q_{i} \subseteq \mathrm{Q}}} \Delta^{\mathrm{p}} \cdot|v|^{\mathrm{p}}+\Delta^{\mathrm{p}} \log \left(\Delta_{\mathrm{g}}^{-\mathrm{C}}\right) \cdot|v|^{\mathrm{p}} .
$$

Since $N \leq \Delta_{0}^{-C}$, we conclude that

$$
\mathfrak{E}(v) \leq \Delta^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}} \log \left(\Delta_{\mathrm{g}}^{-\mathrm{C}}\right) \cdot|v|^{\mathrm{p}} \leq \Delta^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}^{\prime}} \log \left(\Delta_{\mathrm{g}}^{-1}\right) \cdot|v|^{\mathrm{p}}
$$

The previous estimate implies the desired condition on the functionals $\widehat{\mu}_{1}^{\mathrm{Q}}, \ldots, \widehat{\mu}_{\mathrm{D}}^{\mathrm{Q}}$.
This completes the explanation of the finite-precision version of the algorithm Compute norms from marked cuboids.

- The algorithm Placing a point inside target cuboids requires minor changes in finite-precision. We assume that $Q_{1}, \ldots, Q_{N}$ are machine cuboids, and that the query $\underline{x}$ is a machine point. The response to a query $\underline{x}$ is either one of the $\mathrm{Q}_{\mathrm{i}}$ containing $\underline{\chi}$, or else a promise that no such $\mathrm{Q}_{i}$ exists. The work to answer a query is at most $C \cdot(1+\log N)$. The explanation of the algorithm requires no modification.

This concludes the description of the changes required in Section 4.1 of [3].
Aside from the following modifications, all the algorithms in Sections 4.2-4.5 of [3] are unchanged in our finite-precision model of computation.

- Each point $x \in E$ is an $\bar{S}$-bit machine point (i.e., the coordinates of $x$ are $\bar{S}$-bit machine numbers).
- All numbers are $S$-bit machine numbers and all given points are $S$-bit machine points, where $\mathrm{S}=\mathrm{K}_{\max } \overline{\mathrm{S}}$.
- Each dyadic cuboid has $\widetilde{S}$-bit machine points as corners, where $\widetilde{S} \leq \mathrm{C} \overline{\mathrm{S}}$.


### 2.10. CZ decompositions

We describe the modifications required in Section 4.6 of [3]. We let $\Delta_{\min }=2^{-S}$ denote the machine precision of our computer, where $S=K_{\text {max }} \bar{S}$.

We call a dyadic cube $\mathrm{Q}=\prod_{k=1}^{n} \mathrm{I}_{\mathrm{k}} \subset \mathbb{R}^{n}$ a "machine cube" if each $\mathrm{I}_{\mathrm{k}}$ is an interval of the form $\left[a_{k}, b_{k}\right.$ ), where $a_{k}$ and $b_{k}$ are machine numbers.

- In Sections 4.6.2 and 4.6.3 of [3], we assume we given a subset $\mathrm{E} \subset \mathrm{Q}^{\circ}=$ $[0,1)^{n}$. We assume that each point in $E$ is an $\bar{S}$-bit machine point. Hence, $|x-y| \geq \Delta_{0}=2^{-\bar{S}}$ for distinct $x, y \in E$.
- In Section 4.6.3 of [3], we assume we are given a list $\vec{\Delta}=(\Delta(x))_{x \in E}$ consisting of positive real numbers. We assume that the numbers $\Delta(x)$ are $\widetilde{S}$-bit machine numbers, where $\widetilde{S} \leq C \bar{S}$ for a universal constant $C \geq 1$. Hence, $\Delta(x) \geq 2^{-\widetilde{S}} \geq$ $\Delta_{0}^{\mathrm{C}}$ for all $x \in \mathrm{E}$.
We recall the definition of the Calderón-Zygmund decomposition $\operatorname{CZ}(\vec{\Delta})$ :
- $\mathrm{CZ}(\vec{\Delta})$ consists of the maximal dyadic cubes $\mathrm{Q} \subset \mathrm{Q}^{\circ}$ such that either $\#(\mathrm{E} \cap$ $3 Q) \leq 1$ or $\Delta(x) \geq \delta_{Q}$ for all $x \in E \cap 3 Q$.

For all $\mathrm{Q} \in \mathrm{CZ}(\vec{\Delta})$, either $\mathrm{Q}=\mathrm{Q}^{\circ}$ or $\#(9 \mathrm{Q} \cap \mathrm{E}) \geq \#\left(3 \mathrm{Q}^{+} \cap \mathrm{E}\right) \geq 2$. Furthermore, $|x-y| \geq \Delta_{0}$ for any distinct $x, y \in E$. Hence, $\delta_{Q} \geq c \cdot \Delta_{0}$ for any $\mathrm{Q} \in \mathrm{CZ}(\vec{\Delta})$. It follows that the cubes in $\mathrm{CZ}(\vec{\Delta})$ have $\widetilde{\mathrm{S}}$-bit machine points as corners, where $\widetilde{S} \leq C \bar{S}$.

The Plain vanilla CZ-oracle in finite-precision operates as follows. Given an S-bit machine point $\underline{x} \in Q^{\circ}$, return the cube $\mathrm{Q} \in \mathrm{CZ}(\vec{\Delta})$ that contains $\underline{x}$. The work to answer a query is at most $\mathrm{C} \log \mathrm{N}$. The explanation is identical as before.

Now, suppose we are given a dyadic decomposition $\mathrm{CZ}_{\text {old }}$ of the unit cube $\mathrm{Q}^{\circ}$, satisfying the properties laid out in Section 4.6.3 of [3]. Suppose in addition that each $\mathrm{Q} \in \mathrm{CZ}_{\text {old }}$ is a machine cube. Suppose we have available a $\mathrm{CZ}_{\text {old }}$-OrACLE that operates as follows: given an $S$-bit machine point $\underline{x} \in Q^{\circ}$, return the cube $\mathrm{Q} \in \mathrm{CZ}_{\text {old }}$ that contains $\underline{x}$.

We recall the definition of the Calderón-Zygmund decomposition $\mathrm{CZ}_{\text {new }}$ :

- $\mathrm{CZ}_{\text {new }}$ consists of the maximal dyadic cubes $\mathrm{Q} \subset \mathrm{Q}^{\circ}$ such that either $\mathrm{Q} \in$ $\mathrm{CZ}_{\text {old }}$ or $\Delta(x) \geq \delta_{\mathrm{Q}}$ for all $x \in \mathrm{E} \cap 3 \mathrm{Q}$.
Note that $\mathrm{CZ}_{\text {old }}$ is a refinement of $\mathrm{CZ}_{\text {new }}$. Since the cubes in $\mathrm{CZ}_{\text {old }}$ are machine cubes, it follows that the cubes in $\mathrm{CZ}_{\text {new }}$ are also machine cubes.

The Glorified CZ-oracle in finite-precision operates as follows: A query consists of an $S$-bit machine point $\underline{x} \in Q^{\circ}$. The response to a query is a list of the cubes $\mathrm{Q} \in \mathrm{CZ}_{\text {new }}$ such that $\underline{x} \in \frac{65}{64} \mathrm{Q}$. The work to answer a query is at most $\mathrm{C} \log \mathrm{N}$ computer operations, as well as at most C calls to the $\mathrm{CZ}_{\text {old }}$-ORACLE. The explanation of the finite-precision version of the algorithm is unchanged.

This concludes the description of the finite-precision versions of the algorithms in Sections 4.6.2 and 4.6.3 of [3].

We now turn to Sections 4.6.4 and 4.6.5 of [3].
We are given a set $E \subset \frac{1}{32} Q^{\circ}$, with $\#(E)=N \geq 2$. We assume that $E$ consists of $\bar{S}$-bit machine points.

We are given a locally finite collection CZ, consisting of dyadic cubes, that partitions $Q^{\circ}\left(\right.$ or $\left.\mathbb{R}^{n}\right)$. We do not list all the cubes in CZ. Instead, we have available a CZ-oracle that operates as follows: given an S-bit machine point $\underline{x} \in Q^{\circ}\left(\right.$ or $\left.\underline{x} \in \mathbb{R}^{n}\right)$, the oracle responds with a list of all $Q \in C Z$ such that $\underline{x} \in \frac{65}{64} Q$. We guarantee that every such $Q$ is an $\widetilde{S}$-bit machine cube with $\widetilde{S} \leq C \bar{S}$. We charge at most $\mathrm{C} \log \mathrm{N}$ units of work to answer a query.

Under these assumptions, we have versions of the algorithms Find neighbors and Find main-cubes (see Section 4.6 .4 of [3]) for our finite-precision model of computation. The explanations are unchanged. Since it will be used in the next section, we record here the statement of the latter algorithm:

Algorithm: Find main-Cubes (Finite-precision)
After one-time work at most $\mathrm{CN} \log \mathrm{N}$ in space CN , we produce the collection of cubes $C Z_{\text {main }}:=\left\{Q \in C Z: \frac{65}{64} Q \cap E \neq \emptyset\right\}$. We mark each cube $Q \in C Z_{\text {main }}$ with a point $x(Q) \in \frac{65}{64} Q \cap E$.

We also have a version of Compute cutoff function for our finite-precision model of computation.

## Algorithm: Compute cutoff function (Finite-Precision)

Given machine numbers $\Delta_{\epsilon}$ and $\Delta_{g}$, which are large integer powers of $\Delta_{0}=2^{-\bar{S}}$, given a machine number $\bar{r} \in\left(\Delta_{0}, 1 / 64\right]$, given an $S$-bit machine point $\underline{x} \in Q^{\circ}$, and given a machine cube $Q \in C Z$, we compute the numbers $\frac{1}{\alpha!} \partial^{\alpha}\left(J_{\underline{x}} \widetilde{\theta}_{Q}\right)(0)$ (all $\alpha \in \mathcal{M})$ with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. (See Section 4.6.5 of [3] for statement of the properties of the cutoff functions $\widetilde{\theta}_{\mathrm{Q}}$.)

### 2.11. Starting the induction

We begin the proof of the finite-precision version of the Main Technical Results for $\mathcal{A}$. (See Section 2.8.) We follow the line of reasoning in [4], used to prove the infinite-precision version of the Main Technical Results for $\mathcal{A}$.

We proceed by induction on the collection of multiindex sets $\mathcal{A} \subset \mathcal{M}$ with respect to the total order relation $<$.

For the base case of the induction, we must prove the Main Technical Results for $\mathcal{A}=\mathcal{M}$.

Recall that $\Delta_{g}(\mathcal{M})$ and $\Delta_{\epsilon}(\mathcal{M})$ are assumed to be integer powers of $\Delta_{0}=2^{-\bar{S}}$ that satisfy $\Delta_{\epsilon}(\mathcal{M}) \ll \Delta_{g}(\mathcal{M})$ (see (2.72)). We denote $\Delta_{g}=\Delta_{g}(\mathcal{M})$ and $\Delta_{\epsilon}=$ $\Delta_{\epsilon}(\mathcal{M})$ in the course of this section. Thus, we may assume that $\Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{\mathrm{C}}$ for a sufficiently large universal constant $C$.

We define $\mathrm{CZ}(\mathcal{M})$ to be the collection of the maximal dyadic cubes $\mathrm{Q} \subset \mathrm{Q}^{\circ}$ such that $\#(E \cap 3 Q) \leq 1$.

From (2.70), we know that

$$
\begin{equation*}
\delta_{\min }=\min \{|x-y|: x, y \in E, x \neq y\} \geq \Delta_{0} \tag{2.80}
\end{equation*}
$$

With at most $\mathrm{CN} \log \mathrm{N}$ computer operations, we can compute a machine number $\delta$ with $\mathrm{c} \cdot \delta_{\min }<\delta<\frac{1}{100} \delta_{\text {min }}$ using the BBD Tree (see Theorem 35 in [3]). This data structure requires no modifications in the finite-precision model of computation. We shall use the Plain Vanilla CZ-Oracle (see the description in Section 2.10) with $\vec{\Delta}$ defined by $\Delta(x):=\delta$ for all $x \in E$. This yields the $\mathrm{CZ}(\mathcal{M})$-oracle, as described in the Main Technical Results for $\mathcal{M}$; see Remark 47 in [3] for further explanation.

Note that $\#\left(\mathrm{E} \cap 3 \mathrm{Q}^{+}\right) \geq 2$ for each $\mathrm{Q} \in \mathrm{CZ}(\mathcal{M})$, where $\mathrm{Q}^{+}$is the dyadic parent of Q . We can thus choose distinct points $x, x^{\prime} \in E \cap 3 Q^{+}$. From (2.70) we know that $\left|x-x^{\prime}\right| \geq \Delta_{0}$. Hence, $6 \delta_{Q}=\delta_{3 Q^{+}} \geq \Delta_{0}$. In particular,

$$
\delta_{\mathrm{Q}} \geq \frac{1}{32} \Delta_{0} \quad \text { for each } \mathrm{Q} \in \mathrm{CZ}(\mathcal{M})
$$

Thus the decomposition $\mathrm{CZ}(\mathcal{M})$ satisfies the additional property (2.75) required in finite-precision.

Using the algorithm Find main-Cubes (see Section 2.10), we list all the cubes $Q \in C Z_{\text {main }}(\mathcal{M})$, and we compute a point $x(Q) \in E \cap \frac{65}{64} Q$ associated to each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{M})$.

We define linear maps $\mathrm{T}_{(\mathrm{Q}, \mathcal{M})}$ and functionals $\xi_{\mathrm{Q}}$ as before, in (1.3) and (1.4) of [4]. We take the assist set $\Omega(\mathrm{Q}, \mathcal{M})$ to be empty for each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{M})$.

For each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{M})$, the linear functional $\xi_{\mathrm{Q}}$ is computed in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. Furthermore, given an $S$-bit machine point $\underline{x} \in Q^{\circ}$ and a multiindex $\alpha \in \mathcal{M}$, we compute the linear functional $(f, P) \mapsto \partial^{\alpha}\left(T_{(Q, \mathcal{M})}(f, P)\right)(\underline{x})$ with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$. This completes the description of the changes to the algorithm Compute main-cubes and compute extension operators (base CASE). The explanation of the algorithm is obvious once we examine the formulas for $T_{(Q, \mathcal{M})}$ and $\xi_{Q}$.

That concludes the proof of the finite-precision version of the Main Technical Results for $\mathcal{A}=\mathcal{M}$. This completes the base case of our induction. Next, we turn to the induction step.

### 2.12. The induction step

Let $\mathcal{A} \subsetneq \mathcal{M}$ be a given multiindex set. Let $\mathcal{A}^{-}<\mathcal{A}$ be maximal with respect to the order on multiindex sets. Our goal is to prove the Main Technical Results for $\mathcal{A}$. By induction we assume that the Main Technical Results for $\mathcal{A}^{-}$hold. We list below a few consequences of these results. (See Section 2.8.)

We denote $\Delta_{\mathrm{g}}:=\Delta_{\mathrm{g}}\left(\mathcal{A}^{-}\right), \Delta_{\epsilon}:=\Delta_{\epsilon}\left(\mathcal{A}^{-}\right)$, and $\Delta_{\mathrm{junk}}:=\Delta_{\mathrm{junk}}\left(\mathcal{A}^{-}\right)$, which are the parameters arising in the Main Technical Results for $\mathcal{A}^{-}$. These parameters are all large integer powers of $\Delta_{0}=2^{-\bar{s}}$. These parameters are not fixed just yet. Hence, in the course of the proof of the Main Technical Results for $\mathcal{A}$ we may impose additional assumptions on the relationships between these parameters. From (2.74), we may assume estimates of the form
(2.81) $\Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}} \leq \Delta_{\mathrm{junk}}^{\mathrm{C}}$, and $\quad \Delta_{\mathrm{junk}} \leq \Delta_{0}^{\mathrm{C}}$, for a universal constant C .

For example, the first estimate in (2.81) is derived from (2.74) as follows:

$$
\Delta_{\epsilon}\left(\mathcal{A}^{-}\right) \leq \Delta_{\epsilon}(\emptyset) \leq \Delta_{\mathrm{g}}(\emptyset)^{\mathrm{C}} \leq \Delta_{\mathrm{g}}\left(\mathcal{A}^{-}\right)^{\mathrm{C}}
$$

The other conditions can be derived in a similar fashion.
By the induction hypothesis, we have defined a dyadic decomposition $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$ of the unit cube $\mathrm{Q}^{\circ}$, which satisfies conditions (CZ1)-(CZ5) in the Main Technical Results for $\mathcal{A}^{-}$. Furthermore, from the finite-precision version of these results, we have

$$
\delta_{\mathrm{Q}} \geq \frac{1}{32} \cdot \Delta_{0} \text { for each } \mathrm{Q} \in \operatorname{CZ}\left(\mathcal{A}^{-}\right)
$$

Recall that $\mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$is the collection of all the cubes $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$such that $\frac{65}{64} Q \cap E \neq \emptyset$.

According to the Main Technical Results for $\mathcal{A}^{-}$, we have computed a list of all the cubes in $\mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$. Furthermore, we have access to a $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$-oracle that operates as follows: given an S-bit machine point $\underline{x} \in \mathrm{Q}^{\circ}$, we list all the cubes $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$such that $\underline{x} \in \frac{65}{64} \mathrm{Q}$, using work at most $\overline{\mathrm{C}} \log \mathrm{N}$.

We have computed a list of assists $\Omega\left(\mathrm{Q}, \mathcal{A}^{-}\right)$, and a list of assisted functionals $\Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)$for each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$. Each $\omega \in \Omega\left(\mathrm{Q}, \mathcal{A}^{-}\right)$is a linear functional on $\mathbb{X}\left(\frac{65}{64} Q \cap E\right)$, and is given in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$; each $\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)$is a linear functional on $\mathbb{X}\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \oplus \mathcal{P}$, and is given in short
form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of the assists $\Omega\left(\mathrm{Q}, \mathcal{A}^{-}\right)$. We guarantee that

$$
c \cdot\|(f, P)\|_{\left(1+a\left(\mathcal{A}^{-}\right)\right) \mathrm{Q}} \leq M_{\left(\mathrm{Q}, \mathcal{A}^{-}\right)}(\mathrm{f}, \mathrm{P}) \leq \mathrm{C} \cdot\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \mathrm{Q}}+\Delta_{\mathrm{junk}}|\mathrm{P}|\right]
$$

where

$$
M_{\left(Q, \mathcal{A}^{-}\right)}(f, P):=\left(\sum_{\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)}|\xi(f, P)|^{p}\right)^{1 / p}
$$

We recall that $|P|=\left(\sum_{\alpha \in \mathcal{M}}\left|\partial^{\alpha} P(0)\right|^{p}\right)^{1 / p}$.
We have computed a linear map $\mathrm{T}_{\left(\mathrm{Q}, \mathcal{A}^{-}\right)}: \mathbb{X}\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \oplus \mathcal{P} \rightarrow \mathbb{X}$ for each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$in the following sense: given an $S$-bit machine point $\underline{x} \in \mathrm{Q}^{\circ}$ and a multiindex $\alpha \in \mathcal{M}$, we compute the linear functional

$$
(f, P) \mapsto \partial^{\alpha}\left(T_{\left(Q, \mathcal{A}^{-}\right)}(f, P)\right)(\underline{x})
$$

in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of the assists $\Omega\left(\mathrm{Q}, \mathcal{A}^{-}\right)$. This computation requires work at most $\mathrm{C} \log \mathrm{N}$.

The above computations are carried out using one-time work at most CN $\log \mathrm{N}$ in space at most CN , thanks to the induction hypothesis.

The finite-precision version of the algorithm Approximate old trace norm is as follows.

## Algorithm: Approximate old trace norm (Finite-precision)

For each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$we compute linear functionals $\xi_{1}^{\mathrm{Q}}, \ldots, \xi_{\mathrm{D}}^{\mathrm{Q}}$ on $\mathcal{P}$, such that

$$
c \cdot \sum_{i=1}^{\mathrm{D}}\left|\xi_{i}^{\mathrm{Q}}(\mathrm{P})\right|^{\mathrm{p}} \leq \sum_{\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)}|\xi(0, \mathrm{P})|^{\mathrm{p}}+\Delta_{\mathrm{g}}^{\mathrm{p}} \cdot|\mathrm{P}|^{\mathrm{p}} \leq \mathrm{C} \cdot \sum_{i=1}^{\mathrm{D}}\left|\xi_{i}^{\mathrm{Q}}(\mathrm{P})\right|^{\mathrm{p}} .
$$

The functionals $\xi_{i}^{\mathrm{Q}}$ have the form $\xi_{i}^{\mathrm{Q}}:(P) \mapsto \sum_{\alpha \in \mathcal{M}} \theta_{i \alpha}^{\mathrm{Q}} \cdot \frac{1}{\alpha!} \partial^{\alpha} P(0)$. The numbers $\theta_{i \alpha}^{\mathrm{Q}}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
Explanation. The explanation proceeds just as in infinite-precision. We simply apply the finite-precision version of the algorithm Compress norms (with $\Delta=$ $\left.\Delta_{\mathrm{g}}\right)$ instead of the infinite-precision version of this algorithm. See Section 2.6.

That completes the description of the main technical results for $\mathcal{A}^{-}$.
We now begin the proof of the main technical results for $\mathcal{A}$.
2.12.1. The non-monotonic case. Section 1.3 .1 of [4] requires no change in finite-precision. For a non-monotonic set $\mathcal{A} \subsetneq \mathcal{M}$, we can simply define $\mathrm{CZ}(\mathcal{A})=$ $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$, and

$$
\begin{aligned}
& \Omega(\mathrm{Q}, \mathcal{A})=\Omega\left(\mathrm{Q}, \mathcal{A}^{-}\right), \Xi(\mathrm{Q}, \mathcal{A})=\Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right), \text {and } \\
& \mathrm{T}_{(\mathrm{Q}, \mathcal{A})}=\mathrm{T}_{\left(\mathrm{Q}, \mathcal{A}^{-}\right)} \text {for each } \mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{A})=\mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)
\end{aligned}
$$

As before, the Main Technical Results for $\mathcal{A}$ (finite-precision) follow from the Main Technical Results for $\mathcal{A}^{-}$(finite-precision).

We can compute everything to the desired precision provided that $\Delta_{\epsilon}(\mathcal{A}) \geq$ $\Delta_{\epsilon}\left(\mathcal{A}^{-}\right), \Delta_{\mathrm{g}}(\mathcal{A}) \leq \Delta_{\mathrm{g}}\left(\mathcal{A}^{-}\right)$, and $\Delta_{\mathrm{junk}}(\mathcal{A}) \geq \Delta_{\mathrm{junk}}\left(\mathcal{A}^{-}\right)$. These conditions are allowed in view of the assumptions in (2.74),

This proves the Main Technical Results for a nonmonotonic set $\mathcal{A}$.
2.12.2. The monotonic case. Henceforth, we assume that $\mathcal{A}$ is a monotonic set.

The statement and proof of Proposition 1 of [4] is the same in finite-precision, except for the following changes.

- Given a query consisting of an S-bit machine point $\underline{x} \in \mathbb{R}^{n}$ such that $|\underline{x}| \leq 2^{\bar{S}}$, the $\overline{\mathrm{CZ}}\left(\mathcal{A}^{-}\right)$-ORACLE returns a list of the cubes $\mathrm{Q} \in \overline{\mathrm{CZ}}\left(\mathcal{A}^{-}\right)$such that $\underline{x} \in \frac{65}{64} \mathrm{Q}$. The work required to answer a query is at most $\mathrm{C} \log \mathrm{N}$.
One can check that the explanation for the $\overline{\mathrm{CZ}}\left(\mathcal{A}^{-}\right)$-oracle given in Proposition 1 of [4] applies equally well in the finite-precision setting (under the additional hypotheses on $\underline{x}$ stated above). Indeed, since $|\underline{x}| \leq 2^{\bar{s}}$, we see that each of the dyadic cubes that is relevant to the explanation of the algorithm is contained in the rectangular box $\left[-2^{C \bar{S}}, 2^{C \bar{s}}\right]^{n}$ and has sidelength in the interval $\left[2^{-C \bar{S}}, 2^{C \bar{S}}\right]$ for a universal constant $C$. Therefore, the relevant dyadic cubes have $C \bar{S}$-bit machine points as corners. We may assume that $C \bar{S} \leq S$, and therefore all the relevant dyadic cubes are S-bit machine cubes and can be processed on our finite-precision computer, which allows the previous explanation to apply in the current setting.

This concludes the description of changes needed in Section 1.3.2 of [4].
2.12.3. Keystone cubes. Section 1.3 .3 of [4] is unchanged in finite-precision. We define integer constants $S_{0}, S_{1}, S_{2}$ as in (1.17) of [4]. The Keystone-oracle is unchanged. The explanation follows just as before from the Main keystone cube algorithm and the algorithm List all keystone cubes.

### 2.13. An approximation to the sigma

Given a polynomial $\mathrm{P} \in \mathcal{P}$, we define

$$
|P|:=\left(\sum_{\alpha \in \mathcal{M}}\left|\partial^{\alpha} P(0)\right|^{p}\right)^{1 / p}
$$

Recall that the parameters $\Delta_{\epsilon}\left(\mathcal{A}^{-}\right), \Delta_{\mathcal{G}}\left(\mathcal{A}^{-}\right)$, and $\Delta_{\text {junk }}\left(\mathcal{A}^{-}\right)$, are denoted by $\Delta_{\epsilon}, \Delta_{g}$, and $\Delta_{\text {junk }}$, respectively.

We denote $\Delta_{\text {new }}=\Delta_{\text {junk }}(\mathcal{A})$, which is the constant arising in the Main Technical Results for $\mathcal{A}$. We assume that $\Delta_{\text {new }}$ satisfies

$$
\left\{\begin{array}{l}
\Delta_{\epsilon} \leq \Delta_{\mathrm{g}} \leq \Delta_{\mathrm{junk}} \leq \Delta_{\text {new }}^{5} \leq \Delta_{\text {new }} \leq \Delta_{0}^{\mathrm{C}}  \tag{2.82}\\
\mathrm{C} \cdot \Delta_{\text {new }} \leq 1 \text { for a large enough universal constant C. }
\end{array}\right.
$$

The conditions in (2.82) are easily derived from (2.74).

We have the following estimates from the finite-precision version of the Main Technical Results for $\mathcal{A}^{-}$. Let $\mathrm{a}=\mathrm{a}\left(\mathcal{A}^{-}\right)$denote the geometric constant arising therein. Then for each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$, the functional

$$
\begin{equation*}
M_{\left(Q, \mathcal{A}^{-}\right)}(f, R)=\left(\sum_{\xi \in \Xi\left(Q, \mathcal{A}^{-}\right)}|\xi(f, R)|^{p}\right)^{1 / p} \tag{2.83}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
c \cdot\|(f, R)\|_{(1+a) Q} \leq M_{\left(Q, \mathcal{A}^{-}\right)}(f, R) \leq C \cdot\left[\|(f, R)\|_{\frac{65}{64} Q}+\Delta_{j u n k}|R|\right] \tag{2.84}
\end{equation*}
$$

Estimate (2.84) holds additionally for all $\mathrm{Q} \in \overline{\mathrm{CZ}}\left(\mathcal{A}^{-}\right) \backslash \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$, because then by definition $\Xi\left(Q, \mathcal{A}^{-}\right)=\emptyset$ and so $M_{\left(Q, \mathcal{A}^{-}\right)}(f, R)=0$; also, $\|(f, R)\|_{(1+a) Q}=$ $\|(f, R)\|_{\frac{65}{64}}=0$, since $\frac{65}{64} \mathrm{Q} \cap \mathrm{E}=\emptyset$. Thus, (2.84) holds for all $\mathrm{Q} \in \overline{\mathrm{CZ}}\left(\mathcal{A}^{-}\right)$.

We set

$$
\mathcal{I}\left(\mathrm{Q}^{\#}\right):=\left\{\mathrm{Q} \in \overline{\mathrm{CZ}}\left(\mathcal{A}^{-}\right): \mathrm{Q} \cap \mathrm{~S}_{0} \mathrm{Q}^{\#} \neq \emptyset\right\}
$$

(Recall that $\mathrm{S}_{0}=\mathrm{S}\left(\mathcal{A}^{-}\right)$.)
Lemma 9 of [4] is unchanged in finite-precision. Similarly, the conditions (1.24) and (1.25) in [4] continue to hold.

The finite-precision version of the algorithm Make new assists and assign KEYSTONE JETS is as follows.

Algorithm: Make new assists and assign keystone jets (fin-prec)
For each keystone cube $Q^{\#}$, we compute a list of new assists $\Omega^{\text {new }}\left(Q^{\#}\right)$ and we compute an $\Omega^{\text {new }}\left(Q^{\#}\right)$-assisted bounded depth linear map $R_{Q^{\#}}^{\#}: \mathbb{X}\left(S_{1} Q^{\#} \cap E\right) \oplus$ $\mathcal{P} \rightarrow \mathcal{P}$.

Each of the new assists $\omega \in \Omega^{\text {new }}\left(Q^{\#}\right)$ is given in the form

$$
\omega: f \mapsto \sum_{x \in S} \lambda_{x} \cdot f(x)
$$

Here, the set $S \subset E$ may depend on $\omega$. The coefficients $\lambda_{x}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The sum of $\operatorname{depth}(\omega)=\#(S)$ over all the new assists $\omega \in \Omega^{\text {new }}\left(Q^{\#}\right)$ and over all keystone cubes $Q^{\#}$, is bounded by $C N$.

Similarly, the maps $(f, P) \mapsto R^{\#}=R_{Q^{\#}}^{\#}(f, P)$ are such that

$$
\begin{aligned}
& \left.(f, P) \mapsto \partial^{\alpha} R^{\#}(0) \quad \text { (for any } \alpha \in \mathcal{A}\right) \text { has the form } \\
& \sum_{x \in S} \lambda_{x} \cdot f(x)+\sum_{\omega \in \Omega} \mu_{\omega} \cdot \omega(f)+\sum_{\beta \in \mathcal{M}} \theta_{\beta} \frac{1}{\beta!} \partial^{\beta} P(0) .
\end{aligned}
$$

Here, the subsets $S \subset E$ and $\Omega^{\prime} \subset \Omega$ may depend on $Q^{\#}$, and the coefficients $\lambda_{x}, \mu_{\omega}, \theta_{\beta}$ are computed with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The number $\#(\mathrm{~S})+$ $\#\left(\Omega^{\prime}\right)+\#(\mathcal{M})$ is bounded by a universal constant C .

The polynomial $R^{\#}$ satisfies the following properties.

- $\partial^{\alpha}\left(R^{\#}-P\right) \equiv 0$ for all $\alpha \in \mathcal{A}$. (This condition is natural because $\mathcal{A}$ is monotonic; see (1.1) in [4].)
- Let $R \in \mathcal{P}$ with $\partial^{\alpha}(R-P) \equiv 0$ for all $\alpha \in \mathcal{A}$. Then

$$
\begin{equation*}
\sum_{Q \in \mathcal{I}\left(Q^{\#}\right)} \sum_{\xi \in \Xi\left(Q, \mathcal{A}^{-}\right)}\left|\xi\left(f, R^{\#}\right)\right|^{p} \leq C \sum_{Q \in \mathcal{I}\left(Q^{\#}\right)} \sum_{\xi \in \Xi\left(Q, \mathcal{A}^{-}\right)}\left[|\xi(f, R)|^{p}+\Delta_{\mathfrak{g}}^{p}|R|^{p}\right] \tag{2.85}
\end{equation*}
$$

Explanation. As before, we define coordinates on $\mathrm{V}_{\mathrm{P}}$, which is the space of all polynomials $R \in \mathcal{P}$ such that $\partial^{\alpha}[R-P] \equiv 0$ for all $\alpha \in \mathcal{A}$. The coordinate map $w \mapsto R_{w}$ is given by

$$
R_{w}(x)=\sum_{\alpha \in \mathcal{A}} \frac{1}{\alpha!} \partial^{\alpha} P(0) \cdot x^{\alpha}+\sum_{j=1}^{k} \frac{1}{\alpha_{j}!} w_{j} \cdot x^{\alpha_{j}} \quad \text { for } w=\left(w_{1}, \ldots, w_{k}\right) \in \mathbb{R}^{k}
$$

where $\mathcal{M} \backslash \mathcal{A}=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$. Note that

$$
\begin{equation*}
\left|R_{w}\right|^{p}=\sum_{j=1}^{k}\left|w_{j}\right|^{p}+\sum_{\beta \in \mathcal{A}}\left|\partial^{\beta} P(0)\right|^{p} \geq \sum_{j=1}^{k}\left|w_{j}\right|^{p} . \tag{2.86}
\end{equation*}
$$

We compute a list $\mathfrak{L}$ of all the $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$such that $\mathrm{Q} \cap \mathrm{S}_{0} \mathrm{Q}^{\#} \neq \emptyset$. We produce this list by the same method used in infinite-precision (recall that $S_{0}=S\left(\mathcal{A}^{-}\right) \in \mathbb{N}$ is a universal constant, as stated in the Main Technical Results for $\mathcal{A}^{-}$.)

From the Main Technical Results for $\mathcal{A}^{-}$(finite-precision), we can compute a list of the functionals $\xi_{\ell}:\left(f, R_{w}\right) \mapsto \xi\left(f, R_{w}\right)$, with $1 \leq \ell \leq L$, where $\xi$ is an arbitrary element of the list $\Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)$for some $\mathrm{Q} \in \mathfrak{L}$. Each $\xi_{\ell}$ is expressed in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of the assists $\Omega\left(\mathrm{Q}, \mathcal{A}^{-}\right)$. This expression is given in (1.28) of [4], where

- The numbers $\check{\mu}_{\ell j}$ are specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$;
- The functionals $\lambda_{\ell}, \check{\lambda}_{\ell}$, and the coefficients $\mu_{\ell a}$ are specified with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$.
- We have $\mathrm{L} \leq \mathrm{CN} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}}$ for a large enough universal constant C. (Recall that $\mathrm{N} \leq \Delta_{0}^{-n} \leq \Delta_{\mathrm{g}}^{-1}$; see (2.71) and (2.81).)
We process the functionals $\mathcal{w} \mapsto \xi_{\ell}\left(f, R_{w}\right)$, with $f$ and $\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{A}}$ held fixed, using the algorithm Optimize viA matrix (finite-precision), where we set $\Delta=\Delta_{g}$ (see Section 2.7). Thus, we can compute (see below) numbers $\mathrm{b}_{\mathfrak{j} \ell}$, such that, for

$$
\left\{\begin{array}{l}
\omega_{j}^{\text {new }}(f)=\sum_{\ell=1}^{L} b_{j \ell}\left[\lambda_{\ell}(f)+\sum_{a=1}^{I_{\ell}} \mu_{\ell a} \omega_{\ell a}(f)\right]  \tag{2.87}\\
\lambda_{j}^{\text {new }}\left(\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{A}}\right)=\sum_{\ell=1}^{L} b_{j \ell} \cdot \check{\lambda}_{\ell}\left(\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{A}}\right),
\end{array}\right.
$$

we have

$$
\sum_{Q \in \mathcal{I}\left(Q^{\#}\right)} \sum_{\xi \in \Xi\left(Q, \mathcal{A}^{-}\right)}\left|\xi\left(f, R_{w^{*}}\right)\right|^{p}
$$

$$
\begin{equation*}
\leq \mathrm{C} \sum_{\mathrm{Q} \in \mathcal{I}\left(\mathrm{Q}^{\#}\right)} \sum_{\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)}\left[\left|\xi\left(f, R_{w}\right)\right|^{p}+\Delta_{\mathrm{g}}^{p} \sum_{j=1}^{k}\left|w_{j}\right|^{p}\right] \tag{2.88}
\end{equation*}
$$

for all $w=\left(w_{1}, \ldots, w_{k}\right) \in \mathbb{R}^{k}$, where

$$
\begin{align*}
& w^{*}=\left(w_{1}^{*}, \ldots, w_{k}^{*}\right), \quad \text { with }  \tag{2.89}\\
& w_{j}^{*}=\omega_{j}^{\text {new }}(f)+\lambda_{j}^{\text {new }}\left(\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{A}}\right) \quad \text { for all } 1 \leq \mathfrak{j} \leq k
\end{align*}
$$

This is a consequence of the finite-precision version of the algorithm Optimize via mATRIX. We compute the numbers $\mathrm{b}_{\mathrm{j} \ell}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

Recall that $w \mapsto R_{w}$ parametrizes the space $V_{P}$ of all polynomials $R \in \mathcal{P}$ with $\partial^{\alpha}[R-P] \equiv 0$. Thus, using (2.86) and (2.88) we see that

$$
\sum_{\mathrm{Q} \in \mathcal{I}\left(\mathrm{Q}^{\#}\right)} \sum_{\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)}\left|\xi\left(f, R_{w^{*}}\right)\right|^{\mathrm{p}} \leq C \cdot\left[\sum_{\mathrm{Q} \in \mathcal{I}\left(\mathrm{Q}^{\#}\right)} \sum_{\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)}|\xi(\mathrm{f}, \mathrm{R})|^{\mathrm{p}}+\Delta_{\mathrm{g}}^{\mathrm{p}} \cdot|\mathrm{R}|^{\mathrm{p}}\right],
$$

for any polynomial $R \in V_{P}$. We can thus set $R_{Q^{\#}}^{\#}=R_{w^{*}}$ and we obtain the estimate (2.85).

We now produce a numerically accurate formula for the new assists $\omega_{j}^{\text {new }}(j=$ $1, \ldots, k)$ and for the functionals $\lambda_{j}^{\text {new }}\left(\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{A}}\right)$. We examine the relevant definitions.

In the expression for $\lambda_{j}^{\text {new }}$ in (2.87), the numbers $b_{j \ell}$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, the functionals $\check{\lambda}_{\ell}$ are given with parameters $\left(\Delta_{\mathrm{g}}, \Delta_{\epsilon}\right)$, and $\mathrm{L} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}}$. Thus, we can compute the functionals $\lambda_{j}^{\text {new }}$ with parameters ( $\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$ ).

We will review our computation of a short form representation of each $\omega_{j}^{\text {new }}(f)$ in (2.87), following the infinite-precision text. We need to document roundoff errors at each stage of the computation, and estimate the size of the relevant numbers.

We write $\omega_{j}^{\text {new }}=\omega_{j}^{\text {new, } 1}+\omega_{j}^{\text {new, } 2}$, with $\omega_{j}^{\text {new, } 1}$ and $\omega_{j}^{\text {new, } 2}$ defined via (1.33) and (1.34) of [4], respectively.

We first review the computation of $\omega_{j}^{\text {new, }} 1$ :

- The numbers $c_{\ell}(x)\left(x \in S_{\ell} \subset E\right)$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, since each $\lambda_{\ell}$ is given with the same parameters by assumption. The weights $d_{j}(x)$ are computed by evaluating the sum $d_{j}(x)=\sum_{\ell} b_{j \ell} \cdot c_{\ell}(x)$. Each term $b_{j \ell}$. $\mathfrak{c}_{\ell}(x)$ is computed to precision $\Delta_{g}^{-C} \Delta_{\epsilon}$. Hence, each weight $d_{j}(x)$ is computed to precision $\mathrm{L} \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon} \leq \mathrm{CN} \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}} \Delta_{\epsilon}$; we compute each $\mathrm{d}_{\mathrm{j}}(\mathrm{x})$ by sorting, just as before. Moreover, each $\mathrm{d}_{\mathfrak{j}}(\mathrm{x})$ satisfies $\left|\mathrm{d}_{\mathfrak{j}}(x)\right| \leq L \Delta_{\mathrm{g}}^{-\mathrm{C}} \leq$ $\Delta_{\mathrm{g}}^{-\mathrm{C}^{\prime}}$. Therefore, we can compute each $\mathrm{d}_{\mathfrak{j}}(x)$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The bounds on the work and storage required by this computation are the same as before.

We can thus express the functionals $\omega_{j}^{\text {new }, 1}$ in the form in (1.33) of [4], where the coefficients $\mathrm{d}_{\mathfrak{j}}(\mathrm{x})$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. Thus, by definition, we can compute the functional $\omega_{j}^{\text {new }, 1}$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

We now review the computation of $\omega_{j}^{\text {new, } 2}$.
The coefficients $q_{j \omega}$ in (1.34) of [4] are computed using $q_{j \omega}=\sum_{(\ell, a)} b_{j \ell} \cdot \mu_{\ell a}$. The numbers $\mathrm{b}_{\mathrm{j} \ell}$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, the numbers $\mu_{\ell a}$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, and the number of terms in the sum is bounded by $\mathrm{CN} \leq \Delta_{\mathrm{g}}^{-\mathrm{C}}$. Hence, the numbers $\mathrm{q}_{\ell \omega}$ can be computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

We finally express $\omega_{j}^{\text {new, } 2}$ in the form in (1.34) of [4]. As before, the coefficients $\mathrm{k}_{\mathrm{j}}(\mathrm{x})$, which we compute by sorting, are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

We have shown how to compute the new assists $\omega_{j}^{\text {new }}=\omega_{j}^{\text {new, } 1}+\omega_{2}^{\text {new, } j}$ in short form with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. We have seen that computation follows by the same method as in infinite-precision, and by making careful note of the roundoff errors and the size of numbers involved in the computation, we verified that the computation could be carried out on our finite-precision computer.

The functionals (f, P) $\mapsto \partial^{\alpha}\left[R_{Q^{\#}}^{\#}(f, P)\right](0)$ can be computed in short form in terms of the assists $\omega_{j}^{\text {new }}(j=1, \ldots, k)$ with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-C} \Delta_{\epsilon}\right)$, as desired. (See (1.30) of [4].)

This completes the explanation of the algorithm MaKe new assists and ASSIGN KEYSTONE JETS (finite-precision).

For each $(f, R) \in \mathbb{X}\left(S_{1} Q^{\#} \cap E\right) \oplus \mathcal{P}$ we set

$$
\begin{equation*}
\left[M_{\mathrm{Q}^{\#}}^{\#}(f, R)\right]^{p}:=\sum_{\mathrm{Q} \in \mathcal{I}\left(\mathrm{Q}^{\#}\right)} \sum_{\xi \in \Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)}|\xi(\mathrm{f}, \mathrm{R})|^{\mathrm{p}}=\sum_{\mathrm{Q} \in \mathcal{I}\left(\mathrm{Q}^{\#}\right)}\left[M_{\left(\mathrm{Q}, \mathcal{A}^{-}\right)}(\mathrm{f}, \mathrm{R})\right]^{\mathrm{p}} \tag{2.90}
\end{equation*}
$$

Let $\mathrm{P} \in \mathcal{P}$. From the previous algorithm, we see that the polynomial $\mathrm{R}^{\#}=$ $R_{Q^{\#}}^{\#}(f, P)$ satisfies

$$
\left\{\begin{array}{l}
\partial^{\alpha}\left(R^{\#}-P\right) \equiv 0 \text { for all } \alpha \in \mathcal{A}  \tag{2.91}\\
M_{Q^{\#}}^{\#}\left(f, R^{\#}\right) \leq C \cdot\left[M_{Q^{\#}}^{\#}(f, R)+\Delta_{\text {junk }}|R|\right]
\end{array}\right.
$$

for any polynomial $R \in \mathcal{P}$ such that $\partial^{\alpha}[R-P] \equiv 0$ for all $\alpha \in \mathcal{A}$. (Recall that $\Delta_{\mathrm{g}} \leq \Delta_{\mathrm{junk}}$.)

Instead of Lemma 10 of [4], we have the following result.
Lemma 3. Let $\mathrm{Q}^{\#}$ be a keystone cube. Then

$$
c \cdot\|(f, R)\|_{S_{0} Q^{\#}} \leq M_{Q^{\#}}^{\#}(f, R) \leq C \cdot\left[\|(f, R)\|_{s_{1} Q^{\#}}+\Delta_{j u n k}|R|\right] .
$$

for all $(f, R) \in \mathbb{X}\left(S_{1} Q^{\#} \cap \mathrm{E}\right) \oplus \mathcal{P}$. Here, $\mathrm{c}>0$ and $\mathrm{C} \geq 1$ are universal constants.
Proof. We prove the first inequality $c\|(f, R)\|_{S_{0} Q^{\#}} \leq M_{Q^{\#}}^{\#}(f, R)$ by the same argument as before. We use the approximation (2.84) in place of (1.20) of [4].

To prove the second inequality, we start from (2.84), which implies

$$
\left[M_{Q^{\#}}^{\#}(f, R)\right]^{p}=\sum_{Q \in \mathcal{I}\left(Q^{\#}\right)}\left[M_{\left(Q, \mathcal{A}^{-}\right)}(f, R)\right]^{p} \leq C \sum_{Q \in \mathcal{I}\left(Q^{\#}\right)}\left[\|(f, R)\|_{\frac{65}{64} Q^{p}}+\Delta_{j u n k}^{p}|R|^{p}\right]
$$

Since $\frac{65}{64} \mathrm{Q} \subset \mathrm{S}_{1} \mathrm{Q}^{\#}$ and $\delta_{\mathrm{Q}^{\#}} \leq \delta_{\mathrm{Q}} \leq \mathrm{C} \delta_{\mathrm{Q}^{\#}}$ for each $\mathrm{Q} \in \mathcal{I}\left(\mathrm{Q}^{\#}\right)$, and since $\#\left[\mathcal{I}\left(\mathrm{Q}^{\#}\right)\right] \leq \mathrm{C}$, by Lemma 14 of [3], we can estimate the above line by

$$
C \cdot\left[\|(f, R)\|_{S_{1} Q^{\#}}^{p}+\Delta_{\text {junk }}^{p}|R|^{p}\right] \leq C^{\prime} \cdot\left[\|(f, R)\|_{S_{1} Q^{\#}}+\Delta_{\text {junk }}|R|\right]^{p}
$$

This completes the proof of Lemma 3.
Proposition 2 of [4] requires a few changes in finite-precision. Here is the modified statement:

Proposition 1. Let $\widehat{\mathrm{Q}}$ be a dyadic subcube of $\mathrm{Q}^{\circ}$, such that $3 \widehat{\mathrm{Q}}$ is tagged with $(\mathcal{A}, \epsilon)$. Assume also that $\mathrm{Q}^{\#} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$is a keystone cube, and that $\mathrm{S}_{1} \mathrm{Q}^{\#} \subseteq \frac{65}{64} \widehat{\mathrm{Q}}$.

If $\mathrm{H} \in \mathbb{X}, \mathrm{H}=\mathrm{f}$ on $\mathrm{E} \cap \mathrm{S}_{1} \mathrm{Q}^{\#}$, and $\partial^{\alpha} \mathrm{H}\left(\mathrm{x}_{\mathrm{Q}^{\#}}\right)=\partial^{\alpha} \mathrm{P}\left(\mathrm{x}_{\mathrm{Q}^{\#}}\right)$ for all $\alpha \in \mathcal{A}$, then

$$
\begin{equation*}
\delta_{\mathrm{Q}^{\#}}^{-m}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{\mathrm{p}}\left(S_{1} \mathrm{Q}^{\#}\right)} \leq \mathrm{C} \cdot\left[\|\mathrm{H}\|_{\mathbb{X}\left(S_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|J_{\mathrm{Q}^{\#}} \mathrm{H}\right|\right] . \tag{2.92}
\end{equation*}
$$

Here, $\mathrm{C} \geq 1$ is a universal constant; and $\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}=\mathrm{R}_{\mathrm{Q} \#}^{\#}(\mathrm{f}, \mathrm{P})$. (See the algorithm Make new assists and assign keystone Jets.)

Proof. The argument that (1.47),(1.48) of [4] imply (1.49) of [4] is unchanged in the finite-precision setting. We restate the result here: If $\partial^{\alpha} R\left(x_{Q} \#\right)=0$ for all $\alpha \in \mathcal{A}$, then

$$
\begin{equation*}
\mathrm{R} \in \sigma\left(\mathrm{~S}_{0} \mathrm{Q}^{\#}\right) \Longrightarrow\left|\partial^{\beta} \mathrm{R}\left(\mathrm{x}_{\mathrm{Q}^{\#}}\right)\right| \leq W \delta_{\mathrm{Q}^{\#}}^{\mathrm{m}-\mathrm{n} / \mathrm{p}-|\beta|} \quad \text { for all } \beta \in \mathcal{M} \tag{2.93}
\end{equation*}
$$

where $W=W(m, n, p)$.
We need only examine and fix the last paragraph in the proof of Proposition 2 of [4]. We modify the text that begins after the sentence "We now prove the main assertion in Proposition 2". The revised text is as follows.

Suppose that $H \in \mathbb{X}$ satisfies $H=f$ on $E \cap S_{1} Q^{\#}$ and $\partial^{\alpha} H\left(x_{Q \#}\right)=\partial^{\alpha} P\left(x_{Q \#}\right)$ for $\alpha \in \mathcal{A}$. Then $\partial^{\alpha}\left(\mathrm{J}_{\mathrm{x}_{\mathrm{Q}}} \mathrm{H}-\mathrm{P}\right) \equiv 0$ for all $\alpha \in \mathcal{A}$. (Recall, $\mathcal{A}$ is monotonic.) We apply the estimate in (2.91), and then we apply Lemma 3. Therefore,

$$
\begin{aligned}
& M_{Q^{\#}}^{\#}\left(f, R_{Q^{\#}}^{\#}\right) \leq C\left[M_{Q^{\#}}^{\#}\left(f, J_{\mathrm{x}_{\mathrm{Q}} \#} H\right)+\Delta_{\mathrm{junk}}\left|J_{\mathrm{x}_{\mathrm{Q}}{ }^{\#}} \mathrm{H}\right|\right]
\end{aligned}
$$

Thus,

$$
M_{\mathrm{Q}^{\#}}^{\#}\left(0, \mathrm{R}_{\mathrm{Q}^{\#}}^{\#}-\mathrm{J}_{\mathrm{Q}_{\mathrm{Q}}} \mathrm{H}\right) \leq \mathrm{C}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\text {junk }}\left|J_{\mathrm{x}_{\mathrm{Q}^{\#}}} \mathrm{H}\right|\right]
$$

Lemma 3 implies that

$$
\left\|\left(0, \mathrm{R}_{\mathrm{Q}^{\#}}^{\#}-\mathrm{J}_{\mathrm{x}_{\mathrm{Q} \#}} \mathrm{H}\right)\right\|_{\mathrm{S}_{0} \mathrm{Q}^{\#}} \leq \mathrm{C}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{~J}_{\mathrm{x}_{\mathrm{Q}} \#} \mathrm{H}\right|\right]
$$

hence

$$
\mathrm{R}_{\mathrm{Q}^{\#}}-\mathrm{J}_{\mathrm{x}_{\mathrm{Q} \#}} \mathrm{H} \in \mathrm{C}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{~J}_{\mathrm{x}_{\mathrm{Q}} \#} \mathrm{H}\right|\right] \cdot \sigma\left(\mathrm{S}_{0} \mathrm{Q}^{\#}\right) .
$$

Since $\partial^{\alpha}\left(R_{Q^{\#}}^{\#}-J_{x_{Q} \#} H\right) \equiv 0$ for $\alpha \in \mathcal{A}$, we can apply (2.93) to show that

$$
\begin{equation*}
\left|\partial^{\beta}\left[J_{\chi_{Q^{\#}}} H-R_{Q^{\#}}^{\#}\right]\left(x_{Q^{\#}}\right)\right| \leq C \cdot \delta_{Q^{\#}}^{m-n / p-|\beta|} \cdot\left[\|H\|_{\mathbb{X}\left(S_{1} Q^{\#}\right)}+\Delta_{j u n k}\left|J_{\chi_{Q^{\#}}} H\right|\right] \tag{2.94}
\end{equation*}
$$ for all $\beta \in \mathcal{M}$.

Hence, by the Sobolev inequality we have

$$
\delta_{\mathrm{Q}^{\#}}^{-\mathrm{m}}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{\mathrm{p}}\left(\mathrm{~S}_{1} \mathrm{Q}^{\#}\right)} \leq \mathrm{C}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{~J}_{\mathrm{Q}^{\#}} \mathrm{H}\right|\right]
$$

This is the desired estimate. (See (2.92).) This completes the proof of Proposition 1.

We derive a few consequences of Proposition 1. First note

$$
\begin{aligned}
& \left|J_{x_{Q^{\#}}} H-R_{Q^{\#}}^{\#}\right|=\left(\sum_{\alpha \in \mathcal{M}}\left|\partial^{\alpha}\left(J_{x_{Q^{\#}}} H-R_{Q^{\#}}^{\#}\right)(0)\right|^{p}\right)^{1 / p} \\
& \leq \mathrm{C} \cdot \sum_{\beta \in \mathcal{M}}\left|\partial^{\beta}\left(\mathrm{J}_{\mathrm{Q}^{\#}} \mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right)(0)\right| \leq \mathrm{C}^{\prime} \sum_{\beta \in \mathcal{M}}\left|\partial^{\beta}\left(\mathrm{J}_{\mathrm{x}^{\#}} \mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right)\left(x_{\mathrm{Q}^{\#}}\right)\right| .
\end{aligned}
$$

where the last inequality is due to the fact that $\left|x_{Q^{\#}}\right| \leq C$ (see Lemma 7 of [3]). Also, recall that $\delta_{\mathrm{Q}^{\#}} \leq 1$. Thus, we can use (2.94) to obtain

$$
\left|\mathrm{J}_{\mathrm{Q}_{\mathrm{Q}}} \mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right| \leq \mathrm{C}^{\prime \prime}\left[\|\mathrm{H}\|_{\mathrm{X}\left(\mathrm{~S}_{1} \mathrm{Q}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{~J}_{\mathrm{x}_{\mathrm{Q}} \#} \mathrm{H}\right|\right]
$$

Hence,

$$
\begin{gathered}
\left|J_{\mathrm{x}_{\mathrm{Q}^{\#}}} \mathrm{H}\right| \leq\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|+\mathrm{C}^{\prime \prime} \cdot\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|J_{\mathrm{x}_{\mathrm{Q}^{\#}}} \mathrm{H}\right|\right] \\
\Longrightarrow\left|\mathrm{J}_{\mathrm{Q}^{\#}} \mathrm{H}\right| \leq 2 \cdot\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|+2 \mathrm{C} \cdot\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{s}_{1} \mathrm{Q}^{\#}\right)}
\end{gathered}
$$

where we have used that $\mathrm{C} \cdot \Delta_{\mathrm{junk}} \leq 1 / 2$. By using the previous estimate in (2.92), we have

$$
\begin{aligned}
\delta_{\mathrm{Q}^{\#}}^{-m}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{p}\left(\mathrm{~S}_{1} \mathrm{Q}^{\#}\right)} & \leq \mathrm{C}^{\prime}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|+\Delta_{\mathrm{junk}}\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}\right] \\
& \leq \mathrm{C}^{\prime \prime}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|\right] .
\end{aligned}
$$

In summary, we have proven the following result.
Lemma 4. Under the assumptions of Proposition 1, we have

$$
\begin{equation*}
\delta_{\mathrm{Q}^{\#}}^{-m}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{\mathrm{p}}\left(\mathrm{~S}, \mathrm{Q}^{\#}\right)} \leq \mathrm{C}^{\prime \prime}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}, \mathrm{Q}^{\#}\right)}+\Delta_{\mathrm{junk}}\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|\right] . \tag{2.95}
\end{equation*}
$$

We will prove one more lemma before returning to the main line of our argument.

Lemma 5. Under the assumptions of Proposition 1, we have

$$
\left|R^{\#}-P\right| \leq C \cdot\left[\|(f, P)\|_{S_{1} Q^{\#}}+\Delta_{\text {junk }}|P|\right]
$$

where $\mathrm{R}^{\#}=\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}(\mathrm{f}, \mathrm{P})$ for a keystone cube $\mathrm{Q}^{\#}$.

Proof. Let $Q^{\#}$ be a keystone cube, and denote $R^{\#}=R_{Q^{\#}}^{\#}(f, P)$.
Since $\sigma\left(\mathrm{S}_{0} \mathrm{Q}^{\#}\right)$ is the unit ball of the norm $\|(0, \cdot)\|_{\mathrm{S}_{0} \mathrm{Q}^{\#}}$ on $\mathcal{P}$, we can use (2.93) to show the following: If $\widetilde{R} \in \mathcal{P}$ satisfies $\partial^{\alpha} \widetilde{R} \equiv 0$ for all $\alpha \in \mathcal{A}$, then for any $\beta \in \mathcal{M}$ we have

$$
\left|\partial^{\beta} \widetilde{R}\left(x_{Q^{\#}}\right)\right| \leq C \cdot\left(\delta_{Q^{\#}}\right)^{m-n / p-|\beta|} \cdot\|(0, \widetilde{R})\|_{s_{0} Q^{\#}} \leq C \cdot\|(0, \widetilde{R})\|_{s_{0} Q^{\#}}
$$

(Here, we have used that $\delta_{Q^{\#}} \leq 1$.) From the above estimate and Lemma 3, we deduce that

$$
|\widetilde{R}|=\left(\sum_{\alpha \in \mathcal{M}}\left|\partial^{\alpha} \widetilde{R}(0)\right|^{p}\right)^{1 / p} \leq C \cdot \sum_{\beta \in \mathcal{M}}\left|\partial^{\beta} \widetilde{R}\left(x_{Q^{\#}}\right)\right| \leq C^{\prime} \cdot M_{Q^{\#}}^{\#}(0, \widetilde{R})
$$

Taking $R=P$ in (2.91), we see that the polynomial $R^{\#}=R_{Q^{\#}}^{\#}(f, P)$ satisfies

$$
\left\{\begin{array}{l}
\partial^{\alpha}\left(\mathrm{R}^{\#}-\mathrm{P}\right) \equiv 0 \quad \text { for all } \alpha \in \mathcal{A} \\
M_{\mathrm{Q}^{\#}}^{\#}\left(\mathrm{f}, \mathrm{R}^{\#}\right) \leq \mathrm{C} \cdot\left[M_{\mathrm{Q}^{\#}}^{\#}(\mathrm{f}, \mathrm{P})+\Delta_{\text {junk }} \cdot|\mathrm{P}|\right]
\end{array}\right.
$$

Thus, the $\mathcal{A}$-derivatives of $\widetilde{R}=R^{\#}-P$ vanish, so we may apply the previous estimate to give

$$
\begin{aligned}
\left|R^{\#}-P\right| & \leq C^{\prime} \cdot M_{Q^{\#}}^{\#}\left(0, R^{\#}-P\right) \leq C^{\prime \prime} \cdot\left[M_{Q^{\#}}^{\#}\left(f, R^{\#}\right)+M_{Q^{\#}}^{\#}(f, P)\right] \\
& \leq C^{\prime \prime \prime} \cdot\left[M_{Q^{\#}}^{\#}(f, P)+\Delta_{\text {junk }}|P|\right] \leq \bar{C} \cdot\left[\|(f, P)\|_{S_{1} Q^{\#}}^{\#}+\Delta_{\text {junk }}|P|\right] .
\end{aligned}
$$

In the last estimate, we use Lemma 3. This completes the proof of Lemma 5.
In Section 1.4.2 of [4], all of the marked cubes are assumed to be $\widetilde{S}$-bit machine cubes, with $\widetilde{S} \leq C \bar{S}$. All the functionals are to be given in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. This concludes the description of the changes to Section 1.4.2 of [4].

Recall the notion of a testing cube (see Section 1.4.3 in [4]): A dyadic cube $\widehat{\mathrm{Q}} \subset \mathrm{Q}^{\circ}$ is a testing cube if it can be written as a disjoint union of cubes in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$.

Remark 1. Recall that each cube Q in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$satisfies $\delta_{\mathrm{Q}} \geq \mathrm{c} \cdot \Delta_{0}$ with $\Delta_{0}=2^{-\bar{S}}$ for a universal constant $\mathrm{c}>0$, by the Main Technical Results for $\mathcal{A}^{-}$. Hence, every testing cube $\widehat{\mathrm{Q}}$ has $\widetilde{S}$-bit machine points as corners, where $\widetilde{S} \leq C \bar{S}$ for a universal constant C .

Recall, in (1.62) of [4], we introduce a parameter $t_{G}$, which is an integer power of 2. Furthermore, we assume that

$$
\begin{equation*}
\mathrm{t}_{\mathrm{G}}=2^{-\widetilde{\mathrm{S}}} \text { for an integer } \widetilde{\mathrm{S}} \text { with } 1 \leq \widetilde{\mathrm{S}} \leq \mathrm{C} \overline{\mathrm{~S}} \tag{2.96}
\end{equation*}
$$

In finite-precision, we must make a slight change to Lemma 11 of [4]. We will need to assume that the constant $\alpha_{\text {new }}$ is picked to satisfy

$$
\begin{equation*}
a_{\text {new }}=2^{-\widetilde{S}} \text { for an integer } \widetilde{S} \text { with } 1 \leq \widetilde{S} \leq C \bar{S} \tag{2.97}
\end{equation*}
$$

To see that this is possible, we examine the proof of the lemma. Observe that it suffices to choose $a_{\text {new }}=a \cdot t_{G} / 512$, where $a=a\left(\mathcal{A}^{-}\right)$is as in the Main Technical Results for $\mathcal{A}^{-}$. Recall that a is a universal constant and an integer power of 2. Because $t_{G}$ satisfies (2.96), the constant $\mathrm{a}_{\text {new }}$ satisfies (2.97).

We are finished describing the changes required in Section 1.4.3 of [4].
2.13.1. Testing functionals. We continue on to Section 1.4.4 of [4].

Recall that $\Delta_{\text {new }}$ is a machine number that satisfies (2.82). We will make use of the condition

$$
\begin{equation*}
\Delta_{\text {new }} \leq \mathrm{c}\left(\epsilon, \mathrm{t}_{\mathrm{G}}\right) \tag{2.98}
\end{equation*}
$$

where $c\left(\epsilon, t_{G}\right) \in(0,1)$ is a small constant depending on $m, n, p, t_{G}$, and $\epsilon$. We later choose $\epsilon$ and $t_{G}$ to depend only on $m, n$, and $p$-hence, (2.98) is consistent with our previous assumptions (2.74), (2.81), and (2.82).

We assume we are given a testing cube $\widehat{\mathrm{Q}} \subset \mathrm{Q}^{\circ}$.
For $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$with $\mathrm{Q} \subset\left(1+100 \mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}$, we define the map

$$
(f, P) \mapsto R_{Q}^{\widehat{Q}}:= \begin{cases}P, & \delta_{Q} \geq t_{G} \delta_{\widehat{Q}}  \tag{2.99}\\ R_{\mathcal{K}(Q)}^{\#}(f, P), & \delta_{Q}<t_{G} \delta_{\widehat{Q}}\end{cases}
$$

for any $(f, P) \in \mathbb{X}\left(\frac{65}{64} \widehat{Q} \cap E\right) \oplus \mathcal{P}$. Recall that the mapping $R_{Q^{\#}}^{\#}: \mathbb{X}\left(S_{1} Q^{\#} \cap E\right) \oplus \mathcal{P}$ $\rightarrow \mathcal{P}$ is defined in the algorithm Make new assists and assign keystone jets (finite-precision version); see Section 2.13. Recall that the mapping $\mathrm{Q} \mapsto \mathcal{K}(\mathrm{Q})$ satisfies $S_{1} \mathcal{K}(Q) \subset C Q$; hence, if $\delta_{Q}<t_{G} \delta_{\widehat{Q}}$ and $t_{G}$ is sufficiently small, then $S_{1} \mathcal{K}(\mathrm{Q}) \subset \frac{65}{64} \widehat{\mathrm{Q}}$ (see the proof of (1.64) in [4] for more details), and hence the mapping $R_{Q}^{\widehat{Q}}$ is well-defined on $\mathbb{X}\left(\frac{65}{64} \widehat{Q} \cap E\right) \oplus \mathcal{P}$.

- Recalling the precision with which we compute the maps $R_{Q^{\#}}^{\#}$, we see that $(f, P) \mapsto \partial^{\alpha}\left[R_{Q}^{\widehat{Q}}(f, P)\right](0)$ has the form

$$
\begin{equation*}
\sum_{x \in E} \lambda_{x} f(x)+\sum_{\omega} \mu_{\omega} \omega(f)+\sum_{\beta \in \mathcal{M}} \theta_{\beta} \cdot \frac{1}{\beta!} \partial^{\beta} P(0) \tag{2.100}
\end{equation*}
$$

where the possibly nonzero coefficients $\lambda_{x}, \mu_{\omega}, \theta_{\beta}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The number of possibly nonzero coefficients is at most a universal constant.

- Recalling the precision with which we compute each $\xi$ in $\Xi\left(\mathrm{Q}, \mathcal{A}^{-}\right)$, we see that $(f, P) \mapsto \xi\left(f, R_{Q}^{\widehat{Q}}\right)$ has the form

$$
\begin{equation*}
\sum_{x \in E} \tilde{\lambda}_{x} f(x)+\sum_{\omega} \widetilde{\mu}_{\omega} \omega(f)+\sum_{\beta \in \mathcal{M}} \tilde{\theta}_{\beta} \cdot \frac{1}{\beta!} \partial^{\beta} P(0) \tag{2.101}
\end{equation*}
$$

where the possibly nonzero coefficients $\tilde{\lambda}_{x}, \widetilde{\mu}_{\omega}, \widetilde{\theta}_{\beta}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The number of possibly nonzero coefficients is at most a universal constant.

We will need to modify the definition of $M_{\widehat{Q}}(f, P)$ in (1.65)-(1.68) of [4].
We define $\left[M_{\widehat{Q}}(f, P)\right]^{p}$ to be the sum of the terms (I)-(IV) (see (1.65)-(1.68) of [4]) plus the sum of the terms

$$
\begin{align*}
& (V)=\Delta_{\text {new }}^{2 p} \sum_{x \in \frac{65}{64} \widehat{Q} \cap E}|f(x)-P(x)|^{p}, \quad \text { and }  \tag{2.102}\\
& (V I)=\Delta_{\text {new }}^{p}|P|^{p}=\Delta_{\text {new }}^{p} \sum_{\beta \in \mathcal{M}}\left|\partial^{\beta} P(0)\right|^{p} .
\end{align*}
$$

Recall that $\Delta_{\text {new }}$ is a machine number satisfying (2.82).
Each of the linear functionals arising in (I)-(IV) and in (V)-(VI), will be computed with precision $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\epsilon} \Delta_{\mathrm{g}}^{-\mathrm{C}}\right)$. In Section 2.13.2, we give further explanation of this remark, and we analyze the work required to compute all the functionals.

As in the infinite-precision text, we define

$$
\overline{\bar{\sigma}}(\widehat{\mathrm{Q}}):=\left\{\mathrm{P} \in \mathcal{P}: M_{\widehat{\mathrm{Q}}}(0, \mathrm{P}) \leq 1\right\} .
$$

We replace the algorithm Approximate new trace norm from the infiniteprecision text with the finite-precision version below.
Approximate new trace norm (Finite-Precision)
We are given a machine number $\mathrm{t}_{\mathrm{G}}>0$ as in (2.96).
We perform one-time work at most $C\left(t_{G}\right) N \log N$ in space $C\left(t_{G}\right) N$, after which we can answer queries as follows.

A query consists of a testing cube $\widehat{\mathrm{Q}}$. The response to the query $\widehat{\mathrm{Q}}$ is a list $\mu_{1}^{\widehat{Q}}, \ldots, \mu_{\mathrm{D}}^{\widehat{\mathrm{Q}}}$ of linear functionals on $\mathcal{P}$ such that

$$
\begin{equation*}
c\left(t_{G}\right) \cdot \sum_{i=1}^{D}\left|\mu_{i}^{\widehat{Q}}(P)\right|^{p} \leq\left[M_{\widehat{Q}}(0, P)\right]^{p} \leq C\left(t_{G}\right) \cdot\left[\sum_{i=1}^{D}\left|\mu_{i}^{\widehat{Q}}(P)\right|^{p}\right] . \tag{2.103}
\end{equation*}
$$

The functionals $\mu_{1}^{\widehat{Q}}, \ldots, \mu_{\mathrm{D}}^{\widehat{\mathrm{Q}}}$ have the form

$$
P \mapsto \sum_{\beta \in \mathcal{M}} \operatorname{coeff}_{\beta} \frac{1}{\beta!} \partial^{\beta} P(0)
$$

where the coefficients coeff $\beta_{\beta}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
We define a quadratic form on $\mathcal{P}$ by

$$
\begin{equation*}
\mathrm{q}_{\widehat{\mathrm{Q}}}(\mathrm{P}):=\sum_{i=1}^{\mathrm{D}}\left|\mu_{\mathrm{i}}^{\widehat{\mathrm{Q}}}(\mathrm{P})\right|^{2} . \tag{2.104}
\end{equation*}
$$

This quadratic form satisfies

$$
\begin{equation*}
c\left(t_{G}\right) \cdot\left[M_{\widehat{Q}}(0, P)\right]^{2} \leq q_{\widehat{Q}}(P) \leq C\left(t_{G}\right) \cdot\left[M_{\widehat{Q}}(0, P)\right]^{2} \tag{2.105}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left\{\mathrm{q}_{\widehat{\mathrm{Q}}} \leq \mathrm{c}\left(\mathrm{t}_{\mathrm{G}}\right)\right\} \subset \overline{\bar{\sigma}}(\widehat{\mathrm{Q}}) \subset\left\{\mathrm{q}_{\widehat{\mathrm{Q}}} \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)\right\} \tag{2.106}
\end{equation*}
$$

The quadratic form $\mathrm{q}_{\widehat{\mathrm{Q}}}$ is given in the form

$$
q_{\widehat{Q}}(P)=\sum_{\alpha, \beta \in \mathcal{M}} q_{\alpha \beta} \cdot \frac{1}{\alpha!} \partial^{\alpha} P(0) \cdot \frac{1}{\beta!} \partial^{\beta} P(0) .
$$

The $q_{\alpha \beta}$ form a symmetric matrix. For each $\alpha, \beta \in \mathcal{M}$ we compute the number $\mathrm{q}_{\alpha \beta}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

The work required to answer a query is at most $C\left(t_{G}\right) \log N$.
Here, $\mathrm{c}\left(\mathrm{t}_{\mathrm{g}}\right)>0$ and $\mathrm{C}\left(\mathrm{t}_{\mathrm{g}}\right) \geq 1$ are constants depending on $\mathrm{t}_{\mathrm{G}}, \mathrm{m}, \mathrm{n}$, and p .
Explanation. The explanation is more or less the same as that in [4]. We make sure to use the finite-precision versions of the algorithms Approximate old trace norm, Compute norms from marked cuboids, and Compress norms, where before we used the infinite-precision versions. Below, we make a few additional comments on discrepancies that arise.

Given a keystone cube $Q^{\#}$, the polynomial map $P \mapsto R_{Q^{\#}}^{\#}(0, P)$ in (1.74) of [4] is given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$; indeed, the functionals $\bar{\lambda}_{\left(\mathrm{Q}^{\#}, \beta\right)}$ are given with such parameters, as in the statement of the algorithm Make new assists AND ASSIGN KEYSTONE JETS (finite-precision).

We apply a marking procedure, just as in the explanation in [4]. We provide details below.

- For each $\mathrm{Q} \in \mathrm{CZ} Z_{\text {main }}\left(\mathcal{A}^{-}\right)$and $i=1, \ldots, \mathrm{D}$, we mark Q with the functional

$$
\xi_{(Q, i)}(P)=\xi_{i}^{Q}\left(R_{\mathcal{K}(Q)}^{\#}(0, P)\right)
$$

Note that each functional $R \mapsto \xi_{i}^{Q}(R)$ is given with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-C} \Delta_{\epsilon}\right)$; see the statement of the algorithm Approximate old trace norm (finiteprecision). Also, the polynomial map $P \mapsto R_{\mathcal{K}(Q)}^{\#}(0, P)$ is given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. We can stably compute the composition of a linear functional on $\mathbb{R}^{\mathrm{D}}$ with a linear map on $\mathbb{R}^{\mathrm{D}}$, hence we can compute each $\xi_{(\mathrm{Q}, \mathrm{i})}$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, for a possibly larger constant C .

- For each $\left(\mathrm{Q}^{\prime}, \mathrm{Q}^{\prime \prime}\right) \in \mathrm{BD}\left(\mathcal{A}^{-}\right)$and $\beta \in \mathcal{M}$, we mark $\mathrm{Q}^{\prime}$ with the functional

$$
\xi_{\left(Q^{\prime}, Q^{\prime \prime}, \beta\right)}(P)=\delta_{Q^{\prime}}^{n / p-m+|\beta|} \cdot \partial^{\beta}\left\{R_{\mathcal{K}\left(Q^{\prime}\right)}^{\#}(0, P)-R_{\mathcal{K}\left(Q^{\prime \prime}\right)}^{\#}(0, P)\right\}\left(x_{Q^{\prime}}\right)
$$

This functional is given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ because the polynomial maps $P \mapsto R_{\mathcal{K}\left(Q^{\prime}\right)}^{\#}(0, P)$ and $P \mapsto R_{\mathcal{K}\left(Q^{\prime \prime}\right)}^{\#}(0, P)$ are given with the same parameters, because $\delta_{Q^{\prime}}$ is a machine number with $c \cdot \Delta_{0} \leq \delta_{Q^{\prime}} \leq 1$ (this is a consequence of the Main Technical Results for $\mathcal{A}^{-}$; see (2.75)), and because $x_{Q^{\prime}}$, is an $\widetilde{S}$-bit machine point with $\widetilde{S} \leq C \bar{S}$.
Each of the functionals $\xi$ that is associated to a marked cube has the form

$$
P \mapsto \xi(P)=\sum_{\beta \in \mathcal{M}} \operatorname{coeff}_{\beta} \cdot \partial^{\beta} P(0)
$$

where the coefficients coeff $\beta_{\beta}$ are specified with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-C} \Delta_{\epsilon}\right)$. We perform one-time work for the algorithm Compute norms from marked cubes
(finite-precision) on the marked cubes described in the above bullet points. (See Modification 6 in Section 2.9.) All of the marked cubes belong to $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$. By assumption, all cubes in $\operatorname{CZ}\left(\mathcal{A}^{-}\right)$have sidelength in the interval $\left[\mathrm{c} \cdot \Delta_{0}, 1\right]$, where $\Delta_{0}=2^{-\bar{S}}$. Hence, the marked cubes have $\widetilde{S}$-bit machine points as corners, where $\widetilde{S} \leq C \bar{S}$. Thus, the finite-precision version of the algorithm applies.

This concludes the description of the one-time work. Next, we explain the query work for the algorithm Approximate new trace norm.

We are given a testing cube $\widehat{\mathrm{Q}}$. As in in the infinite-precision text, we partition $\left(1+t_{G}\right) \widehat{\mathrm{Q}}$ into dyadic cubes $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{L}} \subset \mathbb{R}^{n}$ such that $\delta_{\mathrm{Q} \ell}=\left(\mathrm{t}_{\mathrm{G}} / 4\right) \delta_{\widehat{\mathrm{Q}}}$. Hence, $\delta_{Q_{\ell}} \geq 2^{-C \bar{S}}$ for a universal constant $C$, for each $\ell=1, \ldots, L$, thanks to (2.96) and Remark 1. Consequently, each $Q_{\ell}$ is a $\widetilde{S}$-bit machine cube with $\widetilde{S} \leq C \bar{S}$. Moreover, note that $\mathrm{L} \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)$.

We apply the query algorithm in Compute norms from marked cuboids (finite-precision) with $\Delta=\Delta_{g}$ for each cube $\mathrm{Q}_{\ell}(1 \leq \ell \leq \mathrm{L})$. We refer the reader to Modification 6 in Section 2.9 for a statement of the algorithm. According to this, with work at most $C\left(t_{G}\right) \log N$ we compute linear functionals $\mu_{1}^{Q_{\ell}}, \ldots, \mu_{\mathrm{D}}^{Q_{\ell}}$ such that

$$
\begin{aligned}
c \sum_{\mathrm{k}=1}^{\mathrm{D}}\left|\mu_{\mathrm{k}}^{\mathrm{Q}_{\ell}}(\mathrm{P})\right|^{\mathrm{p}} & \leq \sum_{\substack{\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right) \\
\text {lin. func. }}}\left\{|\xi(\mathrm{P})|^{\mathrm{p}}: \mathrm{Q} \subset \mathrm{Q}_{\ell}, \mathrm{Q} \text { marked with } \xi\right\}+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}} \\
& \leq \mathrm{C}\left[\sum_{\mathrm{k}=1}^{\mathrm{D}}\left|\mu_{\mathrm{k}}^{\mathrm{Q}_{\ell}}(\mathrm{P})\right|^{\mathrm{p}}+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}\right]
\end{aligned}
$$

where each $\mu_{\mathrm{k}}^{\mathrm{Q}_{\ell}}$ is given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. Here, we use the estimate $\Delta_{\mathrm{g}}^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}} \log \left(\Delta_{\mathrm{g}}^{-1}\right) \leq \Delta_{\mathrm{g}}^{\mathrm{p} / 2}$, which follows because $\Delta_{\mathrm{g}} \ll \Delta_{0}$.

We sum (2.107) from $\ell=1, \ldots$, L. The sum of the junk terms is equal to $\mathrm{L} \Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}} \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}$. Hence, as in infinite-precision, in analogy with (1.77) of [4], we obtain the estimate

$$
\begin{align*}
c\left(\mathrm{t}_{\mathrm{G}}\right) \sum_{\ell=1}^{\mathrm{L}} \sum_{\mathrm{k}=1}^{\mathrm{D}}\left|\mu_{\mathrm{k}}^{\mathrm{Q}_{\ell}}(\mathrm{P})\right|^{\mathrm{p}} & \leq\left[\mathfrak{S}_{1}+\mathfrak{S}_{2}\right]+\Delta_{\mathfrak{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}  \tag{2.108}\\
& \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)\left[\sum_{\ell=1}^{\mathrm{L}} \sum_{\mathrm{k}=1}^{\mathrm{D}}\left|\mu_{\mathrm{k}}^{\mathrm{Q}_{\ell}}(\mathrm{P})\right|^{\mathrm{p}}+\Delta_{\mathfrak{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}\right]
\end{align*}
$$

For the definition of the terms $\mathfrak{S}_{1}$ and $\mathfrak{S}_{2}$, see (1.77) in [4].
To compute a list of the functionals in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{6}}\right)$, we follow the explanation in [4] that proceeds (1.77). In the above text, we have described how to compute the functionals in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{4}}\right)$; all these functional are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. Additionally, the maps $\mathrm{P} \mapsto \mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}(0, \mathrm{P})$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$; see (2.99). Hence, we can compute the functionals in $\left(\mathbf{F}_{\mathbf{5}}\right)$ and $\left(\mathbf{F}_{\mathbf{6}}\right)$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

Therefore, the functionals listed in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{6}}\right)$ are given in the form

$$
P \mapsto \sum_{\beta \in \mathcal{M}} d_{\beta} \cdot \frac{1}{\beta!} \partial^{\beta} P(0)
$$

where the numbers $\mathrm{d}_{\beta}$ are given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
In addition, we consider the functionals
$\left(\mathbf{F}_{\mathbf{7}}\right) \quad \lambda_{\beta}(\mathrm{P}):=\Delta_{\text {new }} \cdot \partial^{\beta} \mathrm{P}(0) \quad$ for $\beta \in \mathcal{M}$.
Recall that $\Delta_{\text {new }} \leq 1$ is a machine number. Thus, the functionals in $\left(\mathbf{F}_{\mathbf{7}}\right)$ are given with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

We define $[X(P)]^{p}$ to be the sum of $p$-th powers of all functionals in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{7}}\right)$.
Note that $\sum_{\beta \in \mathcal{M}}\left|\lambda_{\beta}(P)\right|^{p}=\Delta_{\text {new }}^{p}|P|^{p}=(V I)$ (see (2.102)). Hence, we have

$$
[\mathrm{X}(\mathrm{P})]^{\mathrm{p}}=\left[\mathrm{X}_{\mathrm{old}}(\mathrm{P})\right]^{\mathrm{p}}+(\mathrm{VI}),
$$

where $\left[X_{\text {old }}(P)\right]^{p}$ is the sum of $p$-th powers of all functionals in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{6}}\right)$.
We have

$$
\begin{align*}
c\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left[\mathrm{X}_{\text {old }}(\mathrm{P})\right]^{\mathrm{p}} & \leq[\text { sum of terms }(\mathbf{I})-(\mathbf{I V}) \text { with } \mathrm{f} \equiv 0]+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}  \tag{2.109}\\
& \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left[\left[\mathrm{X}_{\text {old }}(\mathrm{P})\right]^{\mathrm{p}}+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}\right]
\end{align*}
$$

To obtain the above estimate, we reason as in the two paragraphs containing and following (1.78) of [4], making sure to use estimate (2.108) in place of (1.77) of [4]. (Recall that $X_{\text {old }}$ here corresponds to $X$ in the notation of [4].)

Consider the term (V) (see (2.102)) that arises in the definition of $M_{\widehat{Q}}(0, P)$. When $f \equiv 0$ in (V), we have

$$
\left.(\mathbf{V})\right|_{f=0}=\Delta_{\text {new }}^{2 p} \sum_{x \in \frac{65}{64} \widehat{Q} \cap E}|P(x)|^{p} \leq C \Delta_{\text {new }}^{2 p} N \sum_{\beta \in \mathcal{M}}\left|\partial^{\beta} P(0)\right|^{p} \leq \Delta_{\text {new }}^{p} \sum_{\beta \in \mathcal{M}}\left|\partial^{\beta} P(0)\right|^{p} .
$$

Here, we use the estimates $\mathrm{N} \leq \Delta_{0}^{-\mathrm{n}} \leq \Delta_{\text {new }}^{-\mathrm{p} / 10}$ (see (2.71) and (2.82)) and $\mathrm{C} \Delta_{\text {new }}^{19 p / 10} \leq \Delta_{\text {new }}^{p}$ (see (2.82)). Hence, we have (V) $\left.\right|_{\mathrm{f}=0} \leq$ (VI). Thus, up to constant factors, $\left[M_{\widehat{Q}}(0, P)\right]^{\mathcal{P}}$ is equivalent to the sum of the terms (I)-(IV) and (VI) (with $\mathrm{f} \equiv 0$ ).

Therefore, by adding the term (VI) $+\Delta_{\mathfrak{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}$ to the chain of inequalities (2.109), we learn that

$$
\begin{aligned}
c\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left\{\left[\mathrm{X}_{\text {old }}(\mathrm{P})\right]^{\mathrm{p}}+(\mathrm{VI})+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}\right\} & \leq\left[\mathrm{M}_{\widehat{\mathrm{Q}}}(0, \mathrm{P})\right]^{\mathrm{p}}+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}} \\
& \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left\{\left[\mathrm{X}_{\text {old }}(\mathrm{P})\right]^{\mathrm{p}}+(\mathrm{VI})+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}}\right\} .
\end{aligned}
$$

Note that the middle term above is comparable to $\left[\mathcal{M}_{\widehat{Q}}(0, P)\right]^{p}$, since

$$
\left[M_{\widehat{Q}}(0, P)\right]^{p} \geq(\mathbf{V I})=\Delta_{\text {new }}^{p}|\mathrm{P}|^{p} \geq \Delta_{g}^{\mathrm{p} / 2} \cdot|\mathrm{P}|^{\mathrm{p}}
$$

Here, we use that $\Delta_{\mathrm{g}} \leq \Delta_{\text {new }}^{2}$ (see (2.82)). Since

$$
[\mathrm{X}(\mathrm{P})]^{\mathrm{p}}=\left[\mathrm{X}_{\text {old }}(\mathrm{P})\right]^{\mathrm{p}}+(\mathrm{VI})
$$

we conclude that

$$
c\left(t_{G}\right) \cdot\left\{[X(P)]^{p}+\Delta_{g}^{p / 2}|P|^{p}\right\} \leq\left[M_{\widehat{Q}}(0, P)\right]^{p} \leq C\left(t_{G}\right) \cdot\left\{[X(P)]^{p}+\Delta_{g}^{p / 2}|P|^{p}\right\}
$$

Recall that $[X(P)]^{p}$ is the sum of the $p$ th powers of the functionals in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{7}}\right)$. Processing the functionals in $\left(\mathbf{F}_{\mathbf{1}}\right)-\left(\mathbf{F}_{\mathbf{7}}\right)$ using Compress norms (finite-precision), we compute functionals $\mu_{1}^{\widehat{Q}}, \ldots, \mu_{\mathrm{D}}^{\widehat{\mathrm{Q}}}$ on $\mathcal{P}$ such that

$$
c \cdot \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\widehat{\mathrm{Q}}}(\mathrm{P})\right|^{\mathrm{p}} \leq[X(\mathrm{P})]^{\mathrm{p}}+\Delta_{\mathrm{g}}^{\mathrm{p} / 2}|\mathrm{P}|^{\mathrm{p}} \leq \mathrm{C} \cdot \sum_{i=1}^{\mathrm{D}}\left|\mu_{i}^{\widehat{\mathrm{Q}}}(\mathrm{P})\right|^{\mathrm{p}} .
$$

The functionals $\mu_{i}^{\widehat{Q}}$ are given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
The previous two estimates establish (2.103).
Moreover, properties (2.105) and (2.106) are immediate from the definition of $q_{\widehat{Q}}$ in (2.104) and the equivalence of the $\ell_{\mathrm{p}}$ and $\ell_{2}$ norms on a finite-dimensional space. Each of the $\mu_{i}^{\widehat{Q}}$ is given with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, hence the coefficients $\mathrm{q}_{\alpha \beta}$ of the quadratic form $\mathrm{q}_{\widehat{\mathrm{Q}}}$ can be computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ (for a possibly larger constant C ).

This concludes the explanation of the query algorithm. It is easy to check that the query work at most $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \log \mathrm{N}$.
2.13.2. Supporting data. We assume we are given a testing cube $\widehat{\mathrm{Q}} \subset \mathrm{Q}^{\circ}$.

We explain the main modifications to Section 1.4.5 of [4] needed here.

- Modification 1. As part of the supporting data for $\widehat{Q}$, we include a list of all the points $x \in \frac{65}{64} \widehat{Q} \cap E$, in addition to all the other data, namely (SD1)-(SD5). We call this the modified supporting data for $\widehat{\mathrm{Q}}$.

The list $\Omega(\widehat{\mathrm{Q}})$ of the new assist functionals is defined as in (1.79) of [4].

- Modification 2. The algorithm Compute new assists operates as follows. Given a testing cube $\widehat{\mathrm{Q}}$, and given the supporting data for $\widehat{\mathrm{Q}}$, we compute a list of all the functionals in $\Omega(\widehat{\mathrm{Q}})$. We compute a short form of each $\omega \in \Omega(\widehat{\mathrm{Q}})$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- Modification 3. We make only minor changes to the algorithm Compute SUPPORTING MAP. The linear maps $R_{Q}^{\widehat{Q}}$ are to be computed in short form in terms of the assists $\Omega(\widehat{\mathrm{Q}})$ with precision $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The explanation of the algorithm is unchanged.
- Modification 4. The algorithm Compute new assisted functionals is replaced with the finite-precision version below.


## Algorithm: Compute new assisted functionals (finite-Precision)

Given a testing cube $\widehat{\mathrm{Q}}$ and its modified supporting data, we define

$$
\begin{equation*}
\mathfrak{W}_{2}^{\mathrm{fin}}(\widehat{\mathrm{Q}}):=\mathfrak{W}_{2}(\widehat{\mathrm{Q}})+\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \#\left(\frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}\right) \tag{2.110}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathfrak{S}_{2}^{\mathrm{fin}}(\widehat{\mathrm{Q}}):=\mathfrak{S}_{2}(\widehat{\mathrm{Q}})+\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \#\left(\frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}\right) \tag{2.111}
\end{equation*}
$$

where $\mathfrak{W}_{2}(\widehat{\mathbb{Q}}), \mathfrak{S}_{2}(\widehat{\mathrm{Q}})$ are defined as in (1.83), (1.84) of [4], respectively.
We compute a list $\Xi(\widehat{\mathbb{Q}})$ of functionals on $\mathbb{X}(E) \oplus \mathcal{P}$, such that

$$
\left[M_{\widehat{Q}}(f, P)\right]^{p}=\sum_{\xi \in \Xi(\widehat{Q})}|\xi(f, P)|^{p}
$$

Each functional $\xi$ in $\Xi(\widehat{Q})$ is given in short form in terms of assists $\Omega(\widehat{\mathrm{Q}})$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

This computation requires work at most $\mathfrak{W}_{2}^{\text {fin }}(\widehat{\mathbb{Q}})$ in space $\mathfrak{S}_{2}^{\text {fin }}(\widehat{\mathrm{Q}})$.
Explanation. We include in the list $\Xi(\widehat{\mathrm{Q}})$ all the same functionals as before, namely, the "assisted functionals" in (1.85)-(1.88) of [4], as well as additional functionals described in the next paragraph. Each "assisted functional" is given in short form with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of the assists $\Omega(\widehat{\mathrm{Q}})$. That is because all the functionals $\xi$ and the maps $\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}, \mathrm{R}_{\mathrm{Q}^{\prime}}^{\widehat{ }}, \mathrm{R}_{\mathrm{Q}^{\prime \prime}}^{\widehat{\mathrm{Q}}}, \mathrm{R}_{\mathrm{Q}_{\text {sp }}}^{\widehat{Q}}$ that are relevant to (1.85)(1.88) of [4], have been computed in short form with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. See (2.100) and (2.101).

We also include in the list $\Xi(\widehat{\mathrm{Q}})$ the additional functionals

$$
\lambda_{x}(f, P):=\Delta_{\text {new }}^{2} \cdot(f(x)-P(x)) \quad \text { for each } x \in \frac{65}{64} \widehat{Q} \cap E
$$

and

$$
\lambda_{\beta}(f, P):=\Delta_{\text {new }} \cdot \partial^{\beta} P(0) \quad \text { for each } \beta \in \mathcal{M}
$$

These are the new functionals needed in finite-precision. That completes the definition of $\widehat{\Xi}(\widehat{Q})$. Note that $\Delta_{\text {new }} \leq 1 \leq \Delta_{g}^{-1}$. Hence, each functional $\lambda_{x}$ and $\lambda_{\beta}$ can be expressed in short form (without assists) using coefficients that are bounded in magnitude by $\Delta_{g}^{-\mathrm{C}}$. Moreover, each coefficient can be computed to precision $\Delta_{\epsilon}$, which is within the precision available to our computer. (Recall: the computer works with precision $\Delta_{\min } \ll \Delta_{\epsilon}$.) Hence, the functionals $\lambda_{\chi}$ and $\lambda_{\beta}$ can be computed in short form with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\epsilon}\right)$ (without assists).

The sum of $|\xi(f, P)|^{p}$ over all $\xi$ in $\Xi(\widehat{Q})$ is equal to $\left[M_{\widehat{Q}}(f, P)\right]^{p}$, by definition.
The additional term $\#\left(\frac{65}{64} \widehat{Q} \cap E\right)$ in (2.110) and (2.111) accounts for the additional work and space, respectively, needed to compute the functionals $\lambda_{\chi}, \lambda_{\beta}$.

This completes the explanation of the algorithm.

As before, given a testing cube $\widehat{Q}$, the covering cubes are defined by

$$
\mathcal{I}_{\text {cov }}(\widehat{\mathrm{Q}}):=\left\{\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right): \mathrm{Q} \subset\left(1+\mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}\right\}
$$

As before, we define a family of cutoff functions $\theta_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}$ (for $\mathrm{Q} \in \mathcal{I}_{\text {cov }}(\widehat{\mathrm{Q}})$ ) that satisfy (1.92)-(1.94) of [4].

The finite-precision version of the algorithm Compute POU is as follows.
Compute POU (FInITE-PRECISION)
After one-time work at most $C N \log N$ in space $C N$, we can answer queries as follows.

A query consists of a testing cube $\widehat{Q}$ and an S-bit machine point $\underline{x} \in Q^{\circ}$.
Notice that $\widehat{Q}$ has $\widetilde{S}$-bit machine points as corners, with $\widetilde{S} \leq C \bar{S}$ for a universal constant C , so we can safely process $\widehat{\mathrm{Q}}$ on our finite-precision computer. (See Remark 1.)

We respond to the query with a list of all the cubes $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{L}} \in \mathcal{I}_{\text {cov }}(\widehat{\mathrm{Q}})$ (with $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{\mathrm{L}}$ all distinct) such that $\underline{x} \in \frac{65}{64} \mathrm{Q}_{\ell}$. Futhermore, we compute the numbers $\frac{1}{\alpha!} \partial^{\alpha} J_{\underline{x}} \theta_{Q_{\ell}}^{\widehat{Q}}(0)($ for all $\ell=1, \ldots, L$ and $\alpha \in \mathcal{M})$ with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-C} \Delta_{\epsilon}\right)$.

To answer a query requires work and storage at most $\mathrm{C} \log \mathrm{N}$.
Explanation. The explanation is the same as in the infinite-precision case.
The definition of the local extension operator $\mathrm{T}_{\widehat{Q}}(\mathrm{f}, \mathrm{P})$ given in (1.95)-(1.98) of [4] is unchanged. As before, Compute POU, Compute supporting map, and the Main Technical Results for $\mathcal{A}^{-}$(finite-precision versions) yield the algorithm Compute new extension operator (finite-precision), with the following modification:

- Modification 5: In finite-precision, we assume $\underline{x} \in Q^{\circ}$ is an S-bit machine point and $\beta \in \mathcal{M}$. We compute the functional $(f, P) \mapsto \partial^{\beta}\left(J_{\underline{x}} \top_{\widehat{Q}}(f, P)\right)(0)$ which has the form

$$
\sum_{\ell=1}^{L} \gamma_{\ell} \cdot \omega_{\ell}(f)+\sum_{j=1}^{J} \lambda_{j} \cdot f\left(x_{j}\right)+\sum_{\gamma \in \mathcal{M}} \theta_{\gamma} \cdot \frac{1}{\gamma!} \partial^{\gamma} P(0)
$$

where each $\omega_{\ell}$ is in $\Omega(\widehat{\mathrm{Q}})$ and each $x_{j}$ is in $\mathrm{E} \cap \frac{65}{64} \widehat{\mathrm{Q}}$; the real numbers $\gamma_{\ell}, \lambda_{j}$, and $\theta_{\gamma}$ are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$; and $\mathrm{L}+\mathrm{J}+\#(\mathcal{M}) \leq \mathrm{C}$, for a universal constant C. Namely, we compute the functional (f, P) $\mapsto \partial^{\beta}\left(J_{\underline{x}} T_{\widehat{Q}}(f, P)\right)(0)$ in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of assists $\Omega(\widehat{\mathrm{Q}})$. The explanation of the algorithm is the same as before.

### 2.14. Inequalities for testing functionals

Let $a_{\text {new }}=a_{\text {new }}\left(t_{G}\right)$ be the constant from Lemma 11 of [4]. We recall that $a_{\text {new }}=$ $2^{-\widetilde{S}}$ for an integer $\widetilde{S}$ with $1 \leq \widetilde{S} \leq C \bar{S}$. (See (2.97).)

First, in Proposition 3 of [4], we state and prove some properties of the extension operator $(f, P) \mapsto \mathrm{T}_{\widehat{Q}}(\mathrm{f}, \mathrm{P})$ defined in (1.98) of [4]. The assertion and proof of the proposition are unchanged in the current setting.

Next, we prove a few estimates that show that the testing functional $M_{\widehat{Q}}(f, P)$ well-approximates the trace seminorm associated to a dilate of the testing cube $\widehat{\mathrm{Q}}$. Such estimates were stated before in Proposition 4 of [4] (the conditional and unconditional inequalities). In the present setting, the statement and proof of the corresponding estimates will need to be modified. The next result contains the relevant estimates.

Proposition 2. Let $\widehat{Q}$ be a testing cube, and let $(f, P) \in \mathbb{X}\left(\frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}\right) \oplus \mathcal{P}$. Then the following estimates hold.
(Unconditional inequality) $\|(f, P)\|_{\left(1+a_{\text {new }}\right) \widehat{Q}} \leq C\left(t_{G}\right) \cdot M_{\widehat{Q}}(f, P)$.
(Conditional inequality) If $3 \widehat{\mathrm{Q}}$ is tagged with $(\mathcal{A}, \epsilon)$, then

$$
M_{\widehat{Q}}(f, P) \leq C\left(t_{G}\right) \cdot(1 / \epsilon) \cdot\left[\|(f, P)\|_{\frac{65}{64}}+\Delta_{\text {new }} \cdot|\mathrm{P}|\right] .
$$

As in [4], the unconditional inequality is a direct consequence of Proposition 3 of [4] (which still holds in the present setting).

To prove the conditional inequality, we first state and prove a finite-precision version of Lemma 12 of [4]:

Lemma 6. Suppose that the testing cube $\widehat{\mathbb{Q}}$ is $\eta$-simple for some $\eta \geq \mathrm{t}_{\mathrm{G}}$. Then

$$
M_{\widehat{Q}}(f, P) \leq C\left(t_{G}\right) \cdot\left[\|(f, P)\|_{\frac{65}{64} \widehat{Q}}+\Delta_{\text {new }} \cdot|P|\right]
$$

where $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)$ depends only on $\mathrm{m}, \mathrm{n}, \mathrm{p}$, and $\mathrm{t}_{\mathrm{G}}$.
Proof. The proof is more or less the same as the proof of Lemma 12 in [4]. If $\widehat{\mathrm{Q}}$ is $\eta$-simple ( $\eta \geq t_{G}$ ), then the terms (II), (III), (IV) vanish, as explained in the outset of the proof of the lemma. This leaves us with the original term (I), and the new terms (V), and (VI). Recall, the definition of (I) is given in equation (1.65) of [4], and the definitions of (V) and (VI) are given in (2.102).

An arbitrary summand in the term (I) has the form $\left[M_{\left(Q, \mathcal{A}^{-}\right)}(f, P)\right]^{p}$, for $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}\left(\mathcal{A}^{-}\right)$with $\mathrm{Q} \subset\left(1+\mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}$. From (2.84), we have

$$
\left[M_{\left(Q, \mathcal{A}^{-}\right)}(f, P)\right]^{p} \leq C \cdot\left[\|(f, P)\|_{\frac{65}{64} Q}^{p}+\Delta_{\text {junk }}^{p}|P|^{p}\right]
$$

From Lemma 11 of [4] and $\mathrm{Q} \subset\left(1+\mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}$ we conclude that $\frac{65}{64} \mathrm{Q} \subset \frac{65}{64} \widehat{\mathrm{Q}}$. Due to the fact that $\widehat{Q}$ is $\eta$-simple with $\eta \geq t_{G}$, we know $\delta_{Q} \geq t_{G} \delta_{\widehat{Q}}$. From Lemma 5 of [4], we therefore conclude that $\|(f, P)\|_{\frac{65}{64} Q} \leq C\left(t_{G}\right)\|(f, P)\|_{\frac{65}{64} \widehat{Q}}$. So,

$$
\left[M_{\left(\mathrm{Q}, \mathcal{A}^{-}\right)}(\mathrm{f}, \mathrm{P})\right]^{\mathrm{p}} \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \widehat{\mathrm{Q}}}^{\mathrm{p}}+\Delta_{\mathrm{junk}}^{\mathrm{p}}|\mathrm{P}|^{\mathrm{p}}\right]
$$

The number of cubes $Q$ relevant to the sum in (I) is at most $C\left(t_{G}\right)$. Therefore,

$$
(\mathbf{I}) \leq C\left(t_{G}\right) \cdot\left[\|(f, P)\|_{\frac{65}{64} \widehat{Q}}^{p}+\Delta_{\text {junk }}^{p}|P|^{p}\right] .
$$

The term (VI) is equal to $\Delta_{\text {new }}^{p}|\mathrm{P}|^{p}$.

It remains to estimate the term (V). Recall that $\#\left(\frac{65}{64} \widehat{Q} \cap E\right) \leq N \leq \Delta_{0}^{-n}$ (see (2.71)). Hence,

$$
\begin{align*}
(V)=\Delta_{\text {new }}^{2 p} \sum_{x \in \frac{65}{64} \widehat{Q} \cap E}|f(x)-P(x)|^{p} & \leq \Delta_{\text {new }}^{2 p} \Delta_{0}^{-C}\|(f, P)\|_{\frac{65}{64} \widehat{Q}}^{p}  \tag{2.112}\\
& \leq\|(f, P)\|_{\frac{65}{64} \widehat{Q}}^{p} . \tag{2.113}
\end{align*}
$$

We explain below the previous two estimates.
We deduce the estimate in (2.112) by picking a function $\widetilde{\mathrm{F}}$ that satisfies

$$
\|\widetilde{F}\|_{\mathbb{X}\left(\frac{65}{64} \widehat{Q}\right)}^{p}+\delta_{\widehat{Q}}^{-m p}\|\widetilde{F}-P\|_{L^{p}\left(\frac{65}{64} \widehat{Q}\right)} \leq 2 \cdot\|(f, P)\|_{\frac{65}{64} \widehat{Q}}^{p}
$$

and $\widetilde{F}=f$ on $E \cap \frac{65}{64} \widehat{Q}$. For each $x \in E \cap \frac{65}{64} \widehat{Q}$, we apply estimate (2.4) from Lemma 10 of [3] to the function $F=\widetilde{F}-P$. Hence, we have

$$
|f(x)-P(x)|=|\widetilde{F}(x)-P(x)| \leq C \cdot \delta_{\widehat{Q}}^{-n / p}\|\widetilde{F}-P\|_{L^{p}\left(\frac{65}{64} \widehat{Q}\right)}+\delta_{\widehat{Q}}^{m-n / p}\|\widetilde{F}\|_{\mathbb{X}\left(\frac{65}{64} \widehat{Q}\right)}
$$

Recall that $\delta_{\widehat{Q}} \geq c \Delta_{0}$, since $\widehat{Q}$ is a testing cube. Hence, we have $|f(x)-P(x)| \leq$ $C \Delta_{0}^{-C}|(f, P)|_{\frac{65}{64} \widehat{Q}}$. Summing over $x \in E \cap \frac{65}{64} \widehat{Q}$ and using the fact that $\#\left(E \cap \frac{65}{64} \widehat{Q}\right) \leq$ $\Delta_{0}^{-\mathrm{C}}$, we obtain the stated estimate.

We deduce the estimate in (2.113) from the estimate $\Delta_{\text {new }} \leq \Delta_{0}^{\mathrm{C} /(2 p)}$; see (2.82). Therefore,

$$
\left[M_{\widehat{Q}}(\mathrm{f}, \mathrm{P})\right]^{\mathrm{p}}=(\mathbf{I})+(\mathrm{V})+(\mathbf{V I}) \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \widehat{\mathrm{Q}}}^{\mathrm{p}}+\Delta_{\text {new }}^{p}|\mathrm{P}|^{\mathrm{p}}+\Delta_{\text {junk }}^{\mathrm{p}}|\mathrm{P}|^{p}\right]
$$

Since $\Delta_{\text {junk }} \leq \Delta_{\text {new }}($ see $(2.82))$, the above estimate implies the conclusion of Lemma 6.

Lemma 6 implies the conditional inequality if $\widehat{\mathrm{Q}}$ is $\eta$-simple for

$$
\eta=\min \left\{\mathbf{c}_{*}\left(\mathcal{A}^{-}\right),\left[\operatorname{100S}\left(\mathcal{A}^{-}\right)\right]^{-1}\right\}
$$

So we may assume that $\widehat{Q}$ is not $\eta$-simple, for $\eta$ as above (as in (1.107) of [4]).
Both Proposition 5 and 6 of [4] hold in the present setting, without change. The proofs are as before.

We now prove the conditional inequality. We describe how the estimates from before will need to be changed in the present setting.

On the right-hand side of (1.142) of [4] we add the terms (V) and (VI). Note that

$$
\begin{aligned}
(\mathrm{V})+(\mathrm{VI}) & =\Delta_{\text {new }}^{2 \mathrm{p}} \sum_{x \in \frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}}|\mathrm{f}(\mathrm{x})-\mathrm{P}(\mathrm{x})|^{\mathrm{p}}+\Delta_{\text {new }}^{\mathrm{p}}|\mathrm{P}|^{\mathrm{p}} \\
& \left.\leq\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \widehat{\mathrm{Q}}}^{\mathrm{p}}+\Delta_{\text {new }}^{\mathrm{p}}|\mathrm{P}|^{\mathrm{p}} \quad \text { (thanks to }(2.112)\right) \\
& \leq[\text { RHS of the conditional inequality }]^{\mathrm{p}} .
\end{aligned}
$$

Therefore, the extra terms do not hurt.

Our inductive assumption now states that

$$
\begin{aligned}
M_{\left(\mathrm{Q}, \mathcal{A}^{-}\right)}\left(\mathrm{f}, \mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right) & \leq C \cdot\left[\left\|\left(\mathrm{f}, \mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right)\right\|_{\frac{65}{64} \mathrm{Q}}+\Delta_{\mathrm{junk}}\left|\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right|\right] \\
& \leq C \cdot\left[\|\mathrm{H}\|_{\mathbb{X}\left(\frac{65}{64} \mathrm{Q}\right)}+\delta_{\mathrm{Q}}^{-\mathrm{m}}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right\|_{\mathrm{L}^{p}\left(\frac{65}{64} \mathrm{Q}\right)}+\Delta_{\mathrm{junk}}\left|R_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right|\right]
\end{aligned}
$$

Hence, in place of (1.143) of [4], we now have

$$
\left[M_{\widehat{Q}}(f, P)\right]^{p} \leq C\left(t_{G}\right) \cdot\left[\|H\|_{\mathbb{X}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}}+\delta_{\widehat{\mathrm{Q}}}^{-\mathrm{mp}}\|\mathrm{H}-\mathrm{P}\|_{\mathrm{L}^{p}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}}\right.
$$

$$
+\sum_{\mathrm{Q} \subset\left(1+100 \mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\frac{65}{64} \mathrm{Q}\right)}^{\mathrm{p}}+\delta_{\mathrm{Q}}^{-\mathrm{mp}}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right\|_{\mathrm{Lp}^{\mathrm{p}}\left(\frac{65}{64} \mathrm{Q}\right)}^{\mathrm{p}}\right]
$$

$$
\begin{align*}
& +\Delta_{\text {junk }}^{\mathrm{p}} \sum_{\mathrm{Q} \subset\left(1+100 \mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}}\left|\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right|^{\mathrm{p}}(=: \mathfrak{S})  \tag{2.114}\\
& \left.+[\text { RHS of conditional inequality }]^{\mathrm{p}}\right] .
\end{align*}
$$

The third and fourth lines contain new terms not present in the original estimate.
We will now estimate the extra term $\mathfrak{S}$ in the third line of (2.114)
We write $\mathfrak{S}=\mathfrak{S}_{1}+\mathfrak{S}_{2}$, with

$$
\mathfrak{S}_{1}=\Delta_{\text {junk }}^{p} \sum_{\substack{\mathrm{Q} \subset\left(1+100 t_{G}\right) \widehat{\mathrm{Q}} \\ \delta_{\mathrm{Q}} \geq t_{G} \delta_{\widehat{Q}}}}\left|\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right|^{\mathrm{p}}, \quad \text { and } \quad \mathfrak{S}_{2}=\Delta_{\text {junk }}^{p} \sum_{\substack{\mathrm{Q} \subset\left(1+100 t_{G}\right) \widehat{\mathrm{Q}} \\ \delta_{\mathrm{Q}}<\mathrm{t}_{\mathrm{G}} \delta_{\widehat{Q}}}}\left|\mathrm{R}_{\mathrm{Q}}^{\widehat{Q}^{p}}\right|^{p}
$$

We estimate the term $\mathfrak{S}_{1}$. The number of cubes in $\operatorname{CZ}\left(\mathcal{A}^{-}\right)$is at most $\Delta_{0}^{-\mathrm{C}}$. Moreover, by definition, $\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}=\mathrm{P}$ for each $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$relevant to the $\mathfrak{S}_{1}$ (see (2.99)). Hence,

$$
\begin{align*}
\mathfrak{S}_{1} & \leq \Delta_{\text {junk }}^{\mathrm{p}} \cdot \Delta_{0}^{-\mathrm{C}} \cdot|\mathrm{P}|^{\mathrm{p}}  \tag{2.115}\\
& \leq \Delta_{\text {new }}^{\mathrm{p}} \cdot|\mathrm{P}|^{\mathrm{p}} \leq[\mathrm{RHS} \text { of conditional inequality }]^{\mathrm{p}}
\end{align*}
$$

(Here, we use that $\Delta_{\text {junk }} \leq \Delta_{\text {new }}^{2} \leq \Delta_{\text {new }} \cdot \Delta_{0}^{\mathrm{C} / \mathrm{p}}$; see (2.82).)
We next estimate the term $\mathfrak{S}_{2}$. Let $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$satisfy $\mathrm{Q} \subset\left(1+100 \mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}}$ and $\delta_{\mathrm{Q}}<\mathrm{t}_{\mathrm{G}} \delta_{\widehat{\mathrm{Q}}}$. Then the keystone cube $\mathrm{Q}^{\#}=\mathcal{K}(\mathrm{Q})$ associated to Q satisfies $S_{1} Q^{\#} \subset C Q \subset\left(1+C t_{G}\right) \widehat{Q} \subset \frac{65}{64} \widehat{Q}$, where the first inclusion is a property of the map $\mathcal{K}$ (see the statement of the Keystone-oracle), the second inclusion is due to $\delta_{\mathrm{Q}}<\mathrm{t}_{\mathrm{G}} \delta_{\widehat{\mathrm{Q}}}$, and the last inclusion follows if we take $\mathrm{t}_{\mathrm{G}}$ sufficiently small. By definition (2.99) we have $\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}=\mathrm{R}_{\mathrm{Q}}^{\#}{ }^{\#}$. Moreover, since the number of cubes in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$is at most $\Delta_{0}^{-\mathrm{C}}$, we have

$$
\begin{equation*}
\mathfrak{S}_{2} \leq \max _{\mathrm{Q} \# \text { keystone }}\left\{\Delta_{\mathrm{junk}}^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}}\left|\mathrm{R}_{\mathrm{Q} \#}^{\#}\right|^{\mathrm{p}}: \mathrm{S}_{1} \mathrm{Q}^{\#} \subset \frac{65}{64} \widehat{\mathrm{Q}}\right\} \tag{2.116}
\end{equation*}
$$

Let $Q^{\#}$ be a keystone cube with $S_{1} Q^{\#} \subset \frac{65}{64} \widehat{Q}$. Lemma 5 states that

$$
\left|R_{Q^{\#}}^{\#}-P\right| \leq C \cdot\left[\|(f, P)\|_{s_{1} Q^{\#}}+\Delta_{j u n k}|P|\right] .
$$

Hence,

$$
\begin{equation*}
\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|^{\mathrm{p}} \leq \mathrm{C} \cdot\left[\|(\mathrm{f}, \mathrm{P})\|_{\mathrm{S}_{1} \mathrm{Q}^{\#}}^{\mathrm{p}}+|\mathrm{P}|^{\mathrm{p}}\right] \tag{2.117}
\end{equation*}
$$

We define

$$
\widetilde{F}=P+\sum_{x \in S_{1} Q^{\# \cap E}} \theta_{x} \cdot(f(x)-P(x))
$$

where $\theta_{\chi}(y)(x \in E)$ are cutoff functions satisfying (a) $\theta_{x} \equiv 1$ on a neighborhood of $x$, (b) $\theta_{x}$ is supported on a ball $\mathrm{B}\left(x, \mathrm{c} \Delta_{0}\right)$ for a small universal constant c , and (c) $\left\|\partial^{\alpha} \theta_{x}\right\|_{L^{\infty}} \leq \Delta_{0}^{-C}$ for all $|\alpha| \leq m$. Indeed note that we may take $\theta_{\chi}(y)=$ $\theta(y-x)$ for a fixed cutoff function $\theta$ supported on a small ball about the origin. From (a) and (b) we deduce that $\theta_{x}(z) \equiv 0$ for any $z \in E \backslash\{x\}$, since $|x-y| \geq \Delta_{0}$ for distinct points $x, y \in E$. Thus, we have $\widetilde{F}(x)=f(x)$ for each $x \in E$. Moreover,

$$
\|\widetilde{F}\|_{\mathbb{X}\left(S, Q^{\#}\right)}^{\mathrm{p}} \leq \Delta_{0}^{-\mathrm{C}} \sum_{x \in S_{1} Q^{\# \cap E}}|f(x)-P(x)|^{p}
$$

and

$$
\|\widetilde{\mathrm{F}}-\mathrm{P}\|_{\mathrm{L}^{p}\left(S_{1} Q^{\#}\right)}^{\mathrm{p}} \leq \Delta_{0}^{-\mathrm{C}} \sum_{x \in \mathrm{~S}_{1} \mathrm{Q}^{\#} \cap \mathrm{E}}|\mathrm{f}(x)-\mathrm{P}(x)|^{p} .
$$

Hence, by definition of the trace seminorm, $\|(f, P)\|_{S_{1} Q^{\#}}^{p} \leq \Delta_{0}^{-C} \sum_{x}|f(x)-P(x)|^{p}$. Thus, estimate (2.117) implies that

$$
\begin{equation*}
\left|R_{Q^{\#}}^{\#}\right|^{p} \leq C\left[\Delta_{0}^{-C^{\prime}} \sum_{x \in S_{1} Q^{\# \cap E}}|f(x)-P(x)|^{p}+|P|^{p}\right] \tag{2.118}
\end{equation*}
$$

Therefore, returning to (2.116), we have

$$
\mathfrak{S}_{2} \leq \Delta_{\text {junk }}^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}^{\prime \prime}}\left[\sum_{x \in \frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}}|\mathrm{f}(x)-\mathrm{P}(x)|^{\mathrm{p}}+|\mathrm{P}|^{\mathrm{p}}\right]
$$

Since $\Delta_{\text {junk }}^{\mathrm{p}} \Delta_{0}^{-\mathrm{C}^{\prime \prime}} \leq \Delta_{\text {new }}^{4 \mathrm{p}} \cdot\left[\Delta_{\text {new }}^{p} \Delta_{0}^{-\mathrm{C}^{\prime \prime}}\right] \leq \Delta_{\text {new }}^{4 \mathrm{p}}$ (see (2.82)), we conclude that

$$
\begin{aligned}
\mathfrak{S}_{2} \leq \Delta_{\text {new }}^{4 p} \sum_{x \in \frac{65}{64} \widehat{Q} \cap E}|f(x)-P(x)|^{p}+\Delta_{\text {new }}^{4 p}|P|^{p} & \leq \Delta_{\text {new }}^{2 p}\left[M_{\widehat{Q}}(f, P)\right]^{p} \\
& \leq \frac{1}{2 C\left(t_{G}\right)}\left[M_{\widehat{Q}}(f, P)\right]^{p}
\end{aligned}
$$

where $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)$ is the constant in (2.114). To obtain the previous estimates, we make sure to choose

$$
\Delta_{\text {new }}^{2 p} \leq \frac{1}{2 \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)}
$$

(see (2.98)).
This completes our estimation of the term $\mathfrak{S}_{2}$.

In the estimate (2.114), we consider the term $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \mathfrak{S}=\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \mathfrak{S}_{1}+\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \mathfrak{S}_{2}$ on the right-hand side, and note that $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \mathfrak{S}_{2}$ is irrelevant since it is bounded by a half of the left-hand side; moreover, the term $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot \mathfrak{S}_{1}$ is bounded from above by $\mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot[\text { RHS of conditional inequality }]^{\mathrm{p}}$, thanks to (2.115). Therefore, in place of (2.114), we have the simpler estimate:

$$
\begin{aligned}
M_{\widehat{Q}}(f, P)^{p} \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot & {\left[\|\mathrm{H}\|_{\mathbb{X}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}}+\delta_{\widehat{\mathrm{Q}}}^{-\mathrm{mp}}\|\mathrm{H}-\mathrm{P}\|_{\mathrm{L}^{p}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}}\right.} \\
& +\sum_{\mathrm{QC}\left(1+100 t_{\mathrm{G}}\right) \widehat{\mathrm{Q}}}\left[\|\mathrm{H}\|_{\mathbb{X}\left(\frac{65}{64} \mathrm{Q}\right)}^{\mathrm{p}}+\delta_{\mathrm{Q}}^{-m p}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}}^{\widehat{\mathrm{Q}}}\right\|_{\mathrm{L}^{p}\left(\frac{65}{64}\right)}^{p}\right] \\
& \left.+[\text { RHS of conditional inequality }]^{p}\right] .
\end{aligned}
$$

The difference between the estimates (2.119) and (1.143) of [4] is that the righthand side of (2.119) contains an extra term: [RHS of conditional inequality] ${ }^{p}$.

The estimates in Stage II are unchanged. Using these estimates in (2.119), we obtain

$$
\begin{align*}
& M_{\widehat{Q}}(f, P)^{p} \leq C\left(t_{G}\right) \cdot\left(\|H\|_{\mathbb{X}\left(\frac{65}{64} \widehat{Q}\right)}^{p}+\delta_{\widehat{Q}}^{-m p}\|H-P\|_{L^{p}\left(\frac{65}{64} \widehat{Q}\right)}^{p}\right.  \tag{2.120}\\
& +\sum_{\substack{\mathrm{Q} \subset\left(1+100 \mathrm{t}_{\mathrm{G}}\right) \widehat{\mathrm{Q}} \\
\delta_{\mathrm{Q}}<\mathrm{t}_{\mathrm{G}} \delta_{\widehat{Q}}}} \delta_{\mathrm{Q}}^{-m p}\left\|\mathrm{H}-\mathrm{R}_{\mathcal{K}(\mathrm{Q})}^{\#}\right\|_{\mathrm{L}^{p}\left(\frac{65}{64} \mathrm{Q}\right)}^{p} \\
& \left.+[\text { RHS of conditional inequality }]^{p}\right) \\
& \leq \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right) \cdot\left(\|\mathrm{H}\|_{\mathbb{X}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}}+\delta_{\widehat{\mathrm{Q}}}^{-\mathrm{mp}}\|\mathrm{H}-\mathrm{P}\|_{\mathrm{L}^{\mathrm{p}}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}}\right. \\
& +\sum_{\substack{\mathrm{Q}^{\#} \text { keystone } \\
\mathrm{S}_{1} \mathrm{Q}^{\#} C \frac{65}{64} \widehat{\mathrm{Q}}}}\left(\delta_{\mathrm{Q}^{\#}}\right)^{-\mathrm{mp}}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{p}\left(S_{1} \mathrm{Q}^{\#}\right)}^{p} \\
& \left.+ \text { RHS of conditional inequality }^{p}\right) .
\end{align*}
$$

The difference between the estimates (2.120) and (1.144) of [4] is the extra term [RHS of conditional inequality $^{\mathrm{p}}$ that appears in (2.120).

We now examine the estimates in Stage III.
In place of the inequality (1.145) of [4], which reads

$$
\delta_{\mathrm{Q}^{\#}}^{-m p}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{p}\left(\mathrm{~s}_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}} \leq \mathrm{C}\|\mathrm{H}\|_{\mathbb{X}\left(\mathrm{S}_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}},
$$

we now apply (2.95) which reads

$$
\delta_{\mathrm{Q}^{\#}}^{-m p}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{\mathrm{p}}\left(\mathrm{~S}_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}} \leq \mathrm{C}\left[\|\mathrm{H}\|_{\mathbb{X}\left(S_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}}+\Delta_{\mathrm{junk}}^{\mathrm{p}}\left|\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right|^{\mathrm{p}}\right] .
$$

Thus, from (2.118) we have

$$
\begin{aligned}
\delta_{\mathrm{Q}^{\#}}^{-\mathrm{mp}}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{Lp}\left(S_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}} \leq & \mathrm{C}\|\mathrm{H}\|_{\mathbb{X}\left(S_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}} \\
& +\mathrm{C} \Delta_{\text {junk }}^{\mathrm{p}}\left[\Delta_{\mathrm{O}}^{-\mathrm{C}^{\prime}} \sum_{x \in S_{1} \mathrm{Q}^{\# \cap E}}|f(x)-\mathrm{P}(x)|^{\mathrm{p}}+|\mathrm{P}|^{\mathrm{p}}\right] .
\end{aligned}
$$

There are at most $\mathrm{CN} \leq \Delta_{0}^{-\mathrm{C}}$ keystone cubes in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$. Hence, since the collection $\left\{S_{1} Q^{\#}: Q^{\#}\right.$ keystone $\}$ has bounded overlap, we have

$$
\begin{aligned}
& \sum_{\substack{\mathrm{Q}^{\#} \text { keystone } \\
\mathrm{S}_{1} \mathrm{Q}^{\#} \subset \frac{65}{64} \widehat{\mathrm{Q}}}} \delta_{\mathrm{Q}^{\#}}^{-\mathrm{mp}}\left\|\mathrm{H}-\mathrm{R}_{\mathrm{Q}^{\#}}^{\#}\right\|_{\mathrm{L}^{p}\left(\mathrm{~S}_{1} \mathrm{Q}^{\#}\right)}^{\mathrm{p}} \leq \mathrm{C}\|\mathrm{H}\|_{\mathbb{X}\left(\frac{65}{64} \widehat{\mathrm{Q}}\right)}^{\mathrm{p}} \\
& \\
& \quad+\mathrm{C} \Delta_{\text {junk }}^{\mathrm{p}} \Delta_{\mathrm{O}}^{-\mathrm{C}}\left[\sum_{x \in \frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}}|\mathrm{f}(\mathrm{x})-\mathrm{P}(\mathrm{x})|^{\mathrm{p}}+|\mathrm{P}|^{\mathrm{p}}\right] .
\end{aligned}
$$

We have $\mathrm{C} \Delta_{\text {junk }}^{\mathrm{p}} \Delta_{\mathrm{O}}^{-\mathrm{C}} \leq \mathrm{C} \Delta_{\text {new }}^{3 p} \leq \frac{1}{2 \mathrm{C}\left(\mathrm{t}_{\mathrm{G}}\right)} \Delta_{\text {new }}^{2 p}$, due to assumptions (2.82) and (2.98). Thus, the term inside the curly braces in the above estimate is bounded by

$$
\frac{1}{2 C\left(t_{G}\right)}[(V)+(V I)] \leq \frac{1}{2 C\left(t_{G}\right)} M_{\widehat{Q}}(f, P)^{p}
$$

We put the previous estimates into (2.120) to obtain

$$
\begin{aligned}
& M_{\widehat{Q}}(f, P)^{p} \leq C\left(t_{G}\right)\left[\|H\|_{\mathbb{X}\left(\frac{65}{64} \widehat{Q}\right)}^{p}+\delta_{\widehat{Q}}^{-m p}\|H-P\|_{L^{p}\left(\frac{65}{64} \widehat{Q}\right)}^{p}+\frac{1}{2 C\left(t_{G}\right)} M_{\widehat{Q}}(f, P)^{p}\right] \\
&+[R H S \text { of conditional inequality }]^{p} .
\end{aligned}
$$

Thus, from the third bullet point in Proposition 5 of [4], we deduce that

$$
M_{\widehat{Q}}(f, P)^{p} \leq C\left(t_{G}\right) \Lambda^{(2 D+1) p}\|(f, P)\|_{\frac{65}{64} \widehat{Q}}^{p}+[\text { RHS of conditional inequality }]^{p}
$$

Since $\Lambda^{2 \mathrm{D}+1} \leq 1 / \epsilon$, this estimate implies the conditional inequality in Proposition 2. This completes the proof of Proposition 2.

We fix $\mathrm{t}_{\mathrm{G}}>0$ to be a universal constant, small enough so that the preceding results hold. We define the universal constant $a(\mathcal{A})=a_{\text {new }}$, with $a_{\text {new }}$ as in Lemma 11 of [4].

For a moment, we fix $\epsilon=\epsilon_{0}$ in Proposition 2 for a small universal constant $\epsilon_{0}$. This implies the following result.

Proposition 3. There exist universal constants $\epsilon_{0}>0$ and $\mathrm{C} \geq 1$ such that the following estimates hold.
(Unconditional inequality) $\|(f, P)\|_{(1+a(\mathcal{A})) \widehat{\mathrm{Q}}} \leq \mathrm{C} \cdot \mathrm{M}_{\widehat{\mathrm{Q}}}(\mathrm{f}, \mathrm{P})$.
(Conditional inequality) If $3 \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon_{0}\right)$, then

$$
M_{\widehat{Q}}(f, P) \leq C\left[\|(f, P)\|_{\frac{65}{64} \widehat{Q}}+\Delta_{\text {new }} \cdot|\mathrm{P}|\right] .
$$

We no longer fix $\epsilon=\epsilon_{0}$. Once again, we assume that $\epsilon$ is a small parameter, less than a small enough universal constant.

We assume that

$$
\begin{equation*}
\Delta_{\text {new }} \leq c(\epsilon) \tag{2.121}
\end{equation*}
$$

for a small enough constant $\mathfrak{c}(\epsilon)$, depending only on $\epsilon, \mathfrak{m}, \mathfrak{n}$, and $p$.
We will need new proofs of Propositions 8, 9, and 10 of Section 1.5 of [4]. We recall these results below (see Propositions 4, 5, and 6) and give the new proofs.

Proposition 4. Let $\widehat{\mathrm{Q}}$ be a testing cube. If

$$
\left[\#\left(\frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}\right) \leq 1 \text { or } \overline{\bar{\sigma}}(\widehat{\mathrm{Q}}) \text { has an }\left(\mathcal{A}^{\prime}, x_{\widehat{\mathrm{Q}}}, \epsilon, \delta_{\widehat{\mathrm{Q}}}\right) \text {-basis for some } \mathcal{A}^{\prime} \leq \mathcal{A}\right]
$$

then $(1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon^{\mathrm{K}}\right)$. Otherwise, no cube containing $3 \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon^{1 / \kappa}\right)$. Here, $\kappa>0$ is a universal constant.

Proof. If $\#\left(\frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}\right) \leq 1$, then $(1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}$ is tagged with $(\mathcal{A}, \epsilon)$.
Suppose $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ has an $\left(\mathcal{A}^{\prime}, \chi_{\widehat{\mathrm{Q}}}, \epsilon, \delta_{\widehat{\mathrm{Q}}}\right)$-basis with $\mathcal{A}^{\prime} \leq \mathcal{A}$. Call this basis $\left(P_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime}}$. Then

- $P_{\alpha} \in \epsilon \cdot \delta_{\widehat{Q}}^{|\alpha|+n / p-m} \cdot \overline{\bar{\sigma}}(\widehat{\mathrm{Q}}) \quad$ for all $\alpha \in \mathcal{A}^{\prime}$.
- $\partial^{\beta} P_{\alpha}\left(X_{\widehat{Q}}\right)=\delta_{\alpha \beta} \quad$ for all $\alpha, \beta \in \mathcal{A}^{\prime}$.
- $\left|\partial^{\beta} P_{\alpha}\left(x_{\widehat{Q}}\right)\right| \leq \epsilon \cdot \delta_{\widehat{\mathrm{Q}}}^{|\alpha|-|\beta|} \quad$ for all $\alpha \in \mathcal{A}^{\prime}, \beta \in \mathcal{M}, \beta>\alpha$.

Since $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})=\left\{\mathrm{P}: \mathrm{M}_{\widehat{\mathrm{Q}}}(0, \mathrm{P}) \leq 1\right\}$, we have $M_{\widehat{\mathrm{Q}}}\left(0, \mathrm{P}_{\alpha}\right) \leq \epsilon \delta_{\widehat{\mathrm{Q}}}^{|\alpha|+n / \mathrm{p}-\mathrm{m}}$ for $\alpha \in \mathcal{A}^{\prime}$. So, the unconditional inequality gives

$$
\left\|\left(0, P_{\alpha}\right)\right\|_{(1+a(\mathcal{A})) \widehat{\mathrm{Q}}} \leq \mathrm{C}^{\prime} \in \delta_{\widehat{\mathrm{Q}}}^{|\alpha|+n / \mathfrak{p}-\mathrm{m}} \quad \text { for all } \alpha \in \mathcal{A}^{\prime}
$$

Thus,

$$
P_{\alpha} \in C^{\prime} \in \delta_{\widehat{Q}}^{|\alpha|+n / p-m} \sigma((1+a(\mathcal{A})) \widehat{\mathrm{Q}}) \quad \text { for all } \alpha \in \mathcal{A}^{\prime}
$$

Thus, combined with the second and third bullet points above, we have that $\left(\mathrm{P}_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime}}$ is an $\left(\mathcal{A}^{\prime}, x_{\widehat{\mathrm{Q}}}, \mathrm{C}^{\prime} \epsilon, \delta_{\widehat{\mathrm{Q}}}\right)$-basis for $\sigma((1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}})$. Hence, $\left(\mathrm{P}_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime}}$ is an $\left(\mathcal{A}^{\prime}, x_{\widehat{Q}}, \epsilon^{\kappa}, \delta_{(1+\mathrm{a}(\mathcal{A}))}\right)$-basis for $\sigma((1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}})$, for a small enough universal constant к. Since $\mathcal{A}^{\prime} \leq \mathcal{A}$, it follows that $(1+a(\mathcal{A})) \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon^{\kappa}\right)$, as claimed. That proves the first half of Proposition 4.

On the other hand, suppose $Q \supset 3 \widehat{Q}$ and suppose $Q$ is tagged with $\left(\mathcal{A}, \epsilon^{1 / k^{\prime}}\right)$, for a small enough universal constant $\kappa^{\prime}>0$, to be chosen below (not any previous $\left.\kappa^{\prime}\right)$. Then $3 \widehat{Q}$ is tagged with $\left(\mathcal{A}, \epsilon^{\kappa / \kappa^{\prime}}\right)$ for some universal constant $\kappa>0$, thanks to Lemma 28 of [3]. Hence, as long as $\epsilon$ is small enough so that $\epsilon^{k / k^{\prime}} \leq \epsilon_{0}$, the conditional inequality applies:

$$
M_{\widehat{Q}}(0, P) \leq C\left[\|(0, P)\|_{65} \frac{65}{}+\Delta_{\text {new }}|P|\right] \quad \text { for any } P \in \mathcal{P}
$$

By Lemma 28 of [3], we also know $\frac{65}{64} \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon^{k / k^{\prime}}\right)$. So either $\#\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \leq 1$ (in which case we have finished the proof of Proposition 4) or else $\sigma\left(\frac{65}{64} \mathrm{Q}\right)$ has an $\left(\mathcal{A}^{\prime}, x_{\widehat{\mathrm{Q}}}, \epsilon^{\mathrm{k} / \mathrm{k}^{\prime}}, \delta_{\widehat{\mathrm{Q}}}\right)$-basis for some $\mathcal{A}^{\prime} \leq \mathcal{A}$.

In the latter case, Lemma 25 of [3] gives an $\left(\mathcal{A}^{\prime \prime}, \chi_{\widehat{\mathrm{Q}}}, \epsilon^{\bar{K} / \kappa^{\prime}}, \delta_{\widehat{\mathrm{Q}}}, \mathcal{\Lambda}\right)$-basis, with $\mathcal{A}^{\prime \prime} \leq \mathcal{A}^{\prime} \leq \mathcal{A}, \widetilde{\kappa} \leq \bar{\kappa} \leq \widetilde{\widetilde{\kappa}}$, with $\widetilde{\kappa}, \widetilde{\widetilde{\kappa}}>0$ universal constants independent of $\kappa^{\prime}$,

$$
\text { and } \epsilon^{\bar{K} / \kappa^{\prime}} \Lambda^{100 \mathrm{D}} \leq \epsilon^{\bar{\kappa} / 2 \mathrm{~K}^{\prime}}
$$

Call this basis $\left(P_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime \prime}}$. Then

- $P_{\alpha} \in \epsilon^{\bar{K} / k^{\prime}} \cdot \delta_{\widehat{Q}}^{|\alpha|+n / p-m} \cdot \sigma\left(\frac{65}{64} Q\right) \quad$ for all $\alpha \in \mathcal{A}^{\prime \prime}$.
- $\partial^{\beta} P_{\alpha}\left(x_{\widehat{Q}}\right)=\delta_{\alpha \beta} \quad$ for all $\alpha, \beta \in \mathcal{A}^{\prime \prime}$.
- $\left|\partial^{\beta} P_{\alpha}\left(x_{\widehat{Q}}\right)\right| \leq \epsilon^{\bar{K} / k^{\prime}} \cdot \delta_{\widehat{\mathrm{Q}}}^{|\alpha|-|\beta|} \quad$ for all $\alpha \in \mathcal{A}^{\prime \prime}, \beta \in \mathcal{M}, \beta>\alpha$.
- $\left|\partial^{\beta} \mathrm{P}_{\alpha}\left(x_{\widehat{\mathrm{Q}}}\right)\right| \leq \Lambda \cdot \delta_{\widehat{\mathrm{Q}}}^{|\alpha|-|\beta|} \quad$ for all $\alpha \in \mathcal{A}^{\prime \prime}, \beta \in \mathcal{M}$.

We deduce a few conclusions from the above bullet points. The first bullet point implies that $\left\|\left(0, P_{\alpha}\right)\right\|_{\frac{65}{64} \widehat{Q}} \leq \epsilon^{\bar{K} / \kappa^{\prime}} \delta_{\widehat{Q}}^{|\alpha|+n / p-m}$; the last bullet point implies that $\left|\partial^{\beta} \mathrm{P}_{\alpha}\left(\mathrm{x}_{\widehat{\mathrm{Q}}}\right)\right| \leq \Lambda \cdot \Delta_{0}^{-\mathrm{C}}$ for all $\alpha \in \mathcal{A}^{\prime \prime}, \beta \in \mathcal{M}\left(\right.$ since $\left.\Delta_{0} \leq \delta_{\widehat{\mathrm{Q}}} \leq 1\right)$, hence

$$
\begin{aligned}
\left|P_{\alpha}\right|=\left(\sum_{\beta \in \mathcal{M}}\left|\partial^{\beta} P_{\alpha}(0)\right|^{p}\right)^{1 / p} & \leq C \cdot\left(\sum_{\beta \in \mathcal{M}}\left|\partial^{\beta} P_{\alpha}\left(x_{\widehat{Q}}\right)\right|^{p}\right)^{1 / p} \quad\left(\text { since }\left|x_{\widehat{Q}}\right| \leq C\right) \\
& \leq C^{\prime} \Lambda \cdot \Delta_{0}^{-C}
\end{aligned}
$$

Hence, the (known) conditional inequality implies the estimate

$$
\begin{align*}
M_{\widehat{Q}}\left(0, P_{\alpha}\right) & \leq C \cdot\left[\left\|\left(0, P_{\alpha}\right)\right\|_{\frac{65}{64} \widehat{Q}}+\Delta_{\text {new }} \cdot\left|P_{\alpha}\right|\right] \\
& \leq C \epsilon^{\bar{K} / \kappa^{\prime}} \delta_{\widehat{Q}}^{|\alpha|+n / p-m}+C \wedge \Delta_{0}^{-C} \Delta_{\text {new }} \leq C^{\prime} \epsilon^{\bar{K} / k^{\prime}} \delta_{\widehat{\mathrm{Q}}}^{|\alpha|+n / p-m} \tag{2.122}
\end{align*}
$$

for $\alpha \in \mathcal{A}^{\prime \prime}$, where we have used that $\delta_{\widehat{\mathrm{Q}}} \leq 1$ and $|\alpha|+n / p-m<0$, and

$$
\Lambda \cdot \Delta_{0}^{-\mathrm{C}} \Delta_{\text {new }} \stackrel{(2.82)}{\leq} \Lambda \cdot \Delta_{\text {new }}^{1 / 2} \stackrel{(2.121)}{\leq} \Lambda \cdot \epsilon^{2 \cdot \tilde{\tilde{k}} / \kappa^{\prime}} \leq \epsilon^{\bar{K} / \kappa^{\prime}}
$$

Here, in the last inequality, we use that $\Lambda \leq \Lambda^{100 \mathrm{D}} \leq \epsilon^{-\bar{\kappa} / 2 \kappa^{\prime}}$, where $\bar{\kappa} \leq \widetilde{\widetilde{\kappa}}$.
Now, the estimate (2.122) implies that

$$
P_{\alpha} \in C^{\prime} \epsilon^{\bar{K} / k^{\prime}} \delta_{\widehat{\mathrm{Q}}}^{|\alpha|+n / p-m} \cdot \overline{\bar{\sigma}}(\widehat{\mathrm{Q}}) \quad \text { for all } \alpha \in \mathcal{A}^{\prime \prime}
$$

This estimate, together with the second and third bullet points above, shows that

$$
\left(\mathrm{P}_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime \prime}} \text { is an }\left(\mathcal{A}^{\prime \prime}, \chi_{\widehat{\mathrm{Q}}}, C \epsilon^{\bar{\kappa} / \kappa^{\prime}}, \delta_{\widehat{\mathrm{Q}}}\right) \text {-basis for } \overline{\bar{\sigma}}(\widehat{\mathrm{Q}}) .
$$

We ensure that $C \epsilon^{\bar{K} / \kappa^{\prime}} \leq \epsilon$ by choosing $\kappa^{\prime}$ to be a small enough universal constant. Hence, $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ has an $\left(\mathcal{A}^{\prime \prime}, \chi_{\widehat{\mathrm{Q}}}, \epsilon, \delta_{\widehat{\mathrm{Q}}}\right)$-basis with $\mathcal{A}^{\prime \prime} \leq \mathcal{A}^{\prime} \leq \mathcal{A}$. This completes the proof of Proposition 4.

Proposition 5. . Suppose $\widehat{\mathrm{Q}}_{1} \subset \widehat{\mathrm{Q}}_{2}$ are testing cubes with $\#\left(3 \widehat{\mathrm{Q}}_{2} \cap \mathrm{E}\right) \geq 2$, and $(1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}_{1} \cap \mathrm{E}=3 \widehat{\mathrm{Q}}_{2} \cap \mathrm{E}$. Suppose $\overline{\bar{\sigma}}\left(\widehat{\mathrm{Q}}_{1}\right)$ has an $\left(\mathcal{A}^{\prime}, \mathrm{x}_{\widehat{\mathrm{Q}}_{1}}, \epsilon, \delta_{\widehat{\mathrm{Q}}_{2}}\right)$-basis. Then $3 \widehat{\mathrm{Q}}_{2}$ is tagged with $\left(\mathcal{A}^{\prime}, \epsilon^{\kappa}\right)$ for a universal constant $\kappa$.

Proof. By Lemma 27 of [3], $\overline{\bar{\sigma}}\left(\widehat{\mathrm{Q}}_{1}\right)$ has an $\left(\mathcal{A}^{\prime \prime}, \chi_{\widehat{\mathrm{Q}}_{2}}, \epsilon^{\mathrm{k}}, \delta_{\widehat{\mathrm{Q}}_{2}}\right)$-basis, with $\mathcal{A}^{\prime \prime} \leq \mathcal{A}^{\prime}$, for some universal constant $\kappa$. Call that basis $\left(\mathrm{P}_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime \prime}}$. Then for each $\alpha \in \mathcal{A}^{\prime \prime}$, we have

- $P_{\alpha} \in \epsilon^{\kappa} \cdot \delta_{\widehat{Q}_{2}}^{|\alpha|+n / p-m} \cdot \overline{\bar{\sigma}}\left(\widehat{Q}_{1}\right)$.
- $\partial^{\beta} P_{\alpha}\left(X_{\widehat{Q}_{2}}\right)=\delta_{\alpha \beta} \quad$ for all $\beta \in \mathcal{A}^{\prime \prime}$.
- $\left|\partial^{\beta} \mathrm{P}_{\alpha}\left(\mathrm{x}_{\widehat{\mathrm{Q}}_{2}}\right)\right| \leq \epsilon^{\kappa} \cdot \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|-|\beta|} \quad$ for $\beta \in \mathcal{M}, \beta>\alpha$.

The first condition here gives $M_{\widehat{Q}_{1}}\left(0, P_{\alpha}\right) \leq \epsilon^{\kappa} \delta_{\widehat{Q}_{2}}^{|\alpha|+n / p-m}$. So, by the unconditional inequality,

$$
\left\|\left(0, \mathrm{P}_{\alpha}\right)\right\|_{(1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}_{1}} \leq \mathrm{C} \epsilon^{\mathrm{k}} \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+\mathrm{n} / \mathrm{p}-\mathrm{m}}
$$

Hence, $\mathrm{P}_{\alpha} \in \mathrm{C} \epsilon^{\mathrm{k}} \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+\mathrm{n} / \mathrm{p}-\mathrm{m}} \sigma\left((1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}_{1}\right)$. By Lemma 15 of [3], we know $\sigma\left(3 \widehat{\mathrm{Q}}_{2}\right)$ is comparable to $\sigma\left((1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}_{1}\right)+\mathcal{B}\left(\mathrm{x}_{\widehat{\mathrm{Q}}_{2}}, \delta_{\widehat{\mathrm{Q}}_{2}}\right)$, so

$$
\sigma\left((1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}_{1}\right) \subset \operatorname{Co}\left(3 \widehat{\mathrm{Q}}_{2}\right)
$$

Thus, $\mathrm{P}_{\alpha} \in \mathrm{C} \epsilon^{\mathrm{k}} \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+n / p-m} \sigma\left(3 \widehat{\mathrm{Q}}_{2}\right)$ for all $\alpha \in \mathcal{A}^{\prime \prime}$. With the second and third bullet points above, this shows that $\sigma\left(3 \widehat{\mathrm{Q}}_{2}\right)$ has an $\left(\mathcal{A}^{\prime \prime}, \chi_{\widehat{\mathrm{Q}}_{2}}, \mathrm{C} \epsilon^{\mathrm{k}} \delta_{\widehat{\mathrm{Q}}_{2}}\right)$-basis, with $\mathcal{A}^{\prime \prime} \leq \mathcal{A}^{\prime}$. Therefore, $3 \widehat{\mathrm{Q}}_{2}$ is tagged with $\left(\mathcal{A}^{\prime}, \epsilon^{\kappa / 2}\right)$, if $\epsilon$ is less than a small enough universal constant. This completes the proof of Proposition 5.

Corollary 1 of [4] is a direct consequence of Proposition 5, just as before.
Proposition 6. Suppose that $\widehat{\mathrm{Q}}_{1} \subset \widehat{\mathrm{Q}}_{2}$ are testing cubes, $\#\left(3 \widehat{\mathrm{Q}}_{2} \cap \mathrm{E}\right) \geq 2$, and $(1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}_{1} \cap \mathrm{E}=3 \widehat{\mathrm{Q}}_{2} \cap \mathrm{E}$. Suppose $3 \widehat{\mathrm{Q}}_{2}$ is tagged with $(\mathcal{A}, \epsilon)$. Then $\overline{\bar{\sigma}}\left(\widehat{\mathrm{Q}}_{1}\right)$ has an $\left(\mathcal{A}^{\prime}, \chi_{\widehat{\mathrm{Q}}_{1}}, \epsilon^{\kappa^{\prime}}, \delta_{\widehat{\mathrm{Q}}_{2}}\right)$-basis for some $\mathcal{A}^{\prime} \leq \mathcal{A}$ and for some universal constant $\mathrm{K}^{\prime}$.

Proof. Since $3 \widehat{\mathrm{Q}}_{1} \subset 3 \widehat{\mathrm{Q}}_{2}$ and $3 \widehat{\mathrm{Q}}_{2}$ is tagged with $(\mathcal{A}, \epsilon)$, Lemma 28 of [3] shows that $3 \widehat{Q}_{1}$ is tagged with $\left(\mathcal{A}, \epsilon^{\kappa}\right)$ for a universal constant $\kappa$. Hence, the Conditional Inequality holds for $\widehat{\mathrm{Q}}_{1}$. Hence,

$$
\begin{equation*}
M_{\widehat{Q}_{1}}(0, P) \leq C\left[\|(0, P)\|_{\frac{65}{64} \widehat{Q}_{1}}+\Delta_{\text {new }}|P|\right] \quad \text { for } P \in \mathcal{P} \tag{2.123}
\end{equation*}
$$

Now, since $\frac{65}{64} \widehat{Q}_{1} \cap \mathrm{E}=3 \widehat{\mathrm{Q}}_{2} \cap \mathrm{E}$ and $\frac{65}{64} \widehat{\mathrm{Q}}_{1} \subset 3 \widehat{\mathrm{Q}}_{2}$, we know from Lemma 15 of [3] that

$$
\sigma\left(3 \widehat{\mathrm{Q}}_{2}\right) \subset C \cdot\left[\sigma\left(\frac{65}{64} \widehat{\mathrm{Q}}_{1}\right)+\mathcal{B}\left(x_{\widehat{\mathrm{Q}}_{2}}, \delta_{3 \widehat{\mathrm{Q}}_{2}}\right)\right] .
$$

(We have $\mathcal{B}\left(x_{\widehat{\mathrm{Q}}_{1}}, \delta_{3 \widehat{\mathrm{Q}}_{2}}\right) \subset \mathcal{C B}\left(\mathrm{x}_{\widehat{\mathrm{Q}}_{2}}, \delta_{3 \widehat{\mathrm{Q}}_{2}}\right)$, because $\left|x_{\widehat{\mathrm{Q}}_{1}}-\mathrm{x}_{\widehat{\mathrm{Q}}_{2}}\right| \leq \delta_{\widehat{\mathrm{Q}}_{2}}$. Hence, the above inclusion follows from Lemma 15 of [3].)

Recall that $3 \widehat{\mathrm{Q}}_{2}$ is tagged with $(\mathcal{A}, \epsilon)$ and $\#\left(3 \widehat{\mathrm{Q}}_{2} \cap \mathrm{E}\right) \geq 2$. Hence, $\sigma\left(3 \widehat{\mathrm{Q}}_{2}\right)$ has an $\left(\mathcal{A}^{\prime}, \chi_{\widehat{\mathrm{Q}}_{2}}, \epsilon, \delta_{3_{\widehat{Q}_{2}}}\right)$-basis, for some $\mathcal{A}^{\prime} \leq \mathcal{A}$. By Lemma 25 of [3], there exist a multiindex set $\mathcal{A}^{\prime \prime} \leq \mathcal{A}^{\prime} \leq \mathcal{A}$ and numbers $\Lambda \geq 1, \kappa_{1} \leq \bar{\kappa} \leq \kappa_{2}$, such that

$$
\sigma\left(3 \widehat{\mathrm{Q}}_{2}\right) \text { has an }\left(\mathcal{A}^{\prime \prime}, x_{\widehat{\mathrm{Q}}_{2}}, \epsilon^{\overline{\mathrm{K}}}, \delta_{3 \widehat{\mathrm{Q}}_{2}}, \Lambda\right) \text {-basis, where } \epsilon^{\overline{\mathrm{K}}} \Lambda^{100 \mathrm{D}} \leq \epsilon^{\overline{\mathrm{K}} / 2}
$$

for some universal constants $\kappa_{1}, \kappa_{2} \in(0,1]$. Therefore,

$$
\sigma\left(\frac{65}{64} \widehat{\mathrm{Q}}_{1}\right)+\mathcal{B}\left(\mathrm{x}_{\widehat{\mathrm{Q}}_{2}}, \delta_{3 \widehat{\mathrm{Q}}_{2}}\right) \text { has an }\left(\mathcal{A}^{\prime \prime}, x_{\widehat{\mathrm{Q}}_{2}}, C \epsilon^{\overline{\mathrm{K}}}, \delta_{3 \widehat{\mathrm{Q}}_{2}}, \Lambda\right) \text {-basis. }
$$

From Lemma 23 of [3], we see that $\sigma\left(\frac{65}{64} \widehat{\mathrm{Q}}_{1}\right)$ has an $\left(\mathcal{A}^{\prime \prime}, \mathrm{x}_{\widehat{\mathrm{Q}}_{2}}, \mathrm{C}^{\prime} \epsilon^{\mathrm{K}} \Lambda, \delta_{3} \widehat{\mathrm{Q}}_{2}, \mathrm{C} \Lambda\right)$ basis. Here, $\mathrm{C}^{\prime} \epsilon^{\bar{\kappa}} \Lambda \leq \mathrm{C}^{\prime} \epsilon^{\bar{\kappa} / 2} \leq \epsilon^{\bar{\kappa} / 4}$, for sufficiently small $\epsilon$. Let $\left(\mathrm{P}_{\alpha}\right)_{\alpha \in \mathcal{A}}$ be that basis. Thus, for each $\alpha \in \overline{\mathcal{A}^{\prime \prime}}$,

- $P_{\alpha} \in \epsilon^{\bar{K} / 4} \cdot \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+n / p-m} \cdot \sigma\left(\frac{65}{64} \widehat{\mathrm{Q}}_{1}\right)$.
- $\partial^{\beta} P_{\alpha}\left(x_{\widehat{Q}_{2}}\right)=\delta_{\alpha \beta} \quad$ for all $\beta \in \mathcal{A}^{\prime \prime}$.
- $\left|\partial^{\beta} P_{\alpha}\left(x_{\widehat{\mathrm{Q}}_{2}}\right)\right| \leq \epsilon^{\bar{\kappa} / 4} \cdot \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|-|\beta|} \quad$ for all $\beta \in \mathcal{M}, \beta>\alpha$.
- $\left|\partial^{\beta} P_{\alpha}\left(x_{\widehat{Q}_{2}}\right)\right| \leq C \Lambda \cdot \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|-|\beta|} \quad$ for all $\beta \in \mathcal{M}$.

The first and fourth bullet points imply that $\left\|\left(0, P_{\alpha}\right)\right\|_{\frac{65}{64} \widehat{Q}_{1}} \leq C \epsilon^{\bar{K} / 4} \delta_{\widehat{Q}_{2}}^{|\alpha|+n / p-m}$ and $\left|\mathrm{P}_{\alpha}\right| \leq \mathrm{C} \wedge \Delta_{0}^{-\mathrm{C}}$, hence (2.123) gives

$$
\begin{equation*}
M_{\widehat{\mathrm{Q}}_{1}}\left(0, \mathrm{P}_{\alpha}\right) \leq \mathrm{C}^{\prime} \epsilon^{\bar{K} / 4} \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+n / p-\mathrm{m}}+\mathrm{C} \wedge \Delta_{0}^{-\mathrm{C}} \Delta_{\mathrm{new}} \leq \mathrm{C}^{\prime} \epsilon^{\overline{\mathrm{K}} / 4} \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+n / p-\mathrm{m}} \tag{2.124}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
P_{\alpha} \in C^{\prime} \epsilon^{\bar{K} / 4} \delta_{\widehat{\mathrm{Q}}_{2}}^{|\alpha|+n / p-m} \cdot \overline{\bar{\sigma}}\left(\widehat{\mathrm{Q}}_{1}\right) \quad \text { for } \alpha \in \mathcal{A}^{\prime \prime} \tag{2.125}
\end{equation*}
$$

Here, to prove (2.124), we use that $\delta_{\widehat{\mathrm{Q}}_{2}} \leq 1$ and $|\alpha|+\mathrm{n} / \mathrm{p}-\mathrm{m}<0$, and

$$
\Lambda \cdot \Delta_{0}^{-\mathrm{C}} \Delta_{\text {new }} \stackrel{(2.82)}{\leq} \Lambda \cdot \Delta_{\text {new }}^{1 / 2} \stackrel{(2.121)}{\leq} \Lambda \cdot \epsilon^{2 \mathrm{k}_{2}} \leq \epsilon^{\bar{K}}
$$

Here, in the last inequality, we use that $\Lambda \leq \Lambda^{100 \mathrm{D}} \leq \epsilon^{-\bar{K} / 2}$, where $\bar{\kappa} \leq \kappa_{2}$.
With the second and third bullet points, (2.125) shows that $\left(\mathrm{P}_{\alpha}\right)_{\alpha \in \mathcal{A}^{\prime \prime}}$ forms an $\left(\mathcal{A}^{\prime \prime}, \chi_{\widehat{\mathrm{Q}}_{2}}, \mathrm{C} \epsilon^{\overline{\mathrm{K}} / 4}, \delta_{\widehat{\mathrm{Q}}_{2}}\right)$-basis for $\overline{\bar{\sigma}}\left(\widehat{\mathrm{Q}}_{1}\right)$. Hence, by Lemma 26 of [3], it follows that $\overline{\bar{\sigma}}\left(\widehat{\mathrm{Q}}_{1}\right)$ has an $\left(\mathcal{A}^{\prime \prime \prime}, x_{\widehat{\mathrm{Q}}_{1}}, \epsilon^{\mathrm{K}^{\prime}}, \delta_{\widehat{\mathrm{Q}}_{2}}\right)$-basis for some $\mathcal{A}^{\prime \prime \prime} \leq \mathcal{A}^{\prime \prime} \leq \mathcal{A}^{\prime} \leq \mathcal{A}$ and for a small enough universal constant $\kappa^{\prime}$. This completes the proof of Proposition 6.

The statements and proofs of Propositions 11 and 12 of [4] are unchanged.
The statement of the algorithm Optimize basis requires modification.
Algorithm: Optimize basis (finite-precision)
We perform one time work at most $\mathrm{CN} \log \mathrm{N}$ in space CN , after which we can answer queries as follows.

A query consists of a testing cube $\widehat{\mathrm{Q}}$ and a set $\mathcal{A} \subset \mathcal{M}$
We respond to the query $(\widehat{\mathrm{Q}}, \mathcal{A})$ by producing the following.

- A collection of machine intervals $\mathrm{I}_{\ell}\left(1 \leq \ell \leq \ell_{\max }\right)$. The intervals $\mathrm{I}_{\ell}$ are pairwise disjoint, the union of the $\mathrm{I}_{\ell}$ is $\left[\Delta_{g}, \Delta_{\mathrm{g}}^{-1}\right]$, and $\ell_{\max } \leq \mathrm{C}$.
- A list of non-negative machine numbers $a_{\ell}\left(\ell=1, \ldots, \ell_{\max }\right)$. The numbers $a_{\ell}$ are bounded in magnitude by $\Delta_{g}^{-C}$.
- A list of numbers $\lambda_{\ell}$. Each $\lambda_{\ell}$ has the form $\mu_{\ell}+v_{\ell} / p$, with $\mu_{\ell}, v_{\ell} \in \mathbb{Z}$ and $\left|\mu_{\ell}\right|,\left|v_{\ell}\right| \leq C$.
- Let $\eta^{(\widehat{\mathrm{Q}}, \mathcal{A})}(\delta):=\mathrm{a}_{\ell} \delta^{\lambda_{\ell}}$ for $\delta \in \mathrm{I}_{\ell}$. Then we have:
(A1) For each $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ there exists $\mathcal{A}^{\prime} \leq \mathcal{A}$ such that $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ has an $\left(\mathcal{A}^{\prime}, x_{\widehat{\mathrm{Q}}}, \eta^{1 / 2}, \delta\right)$-basis for all $\eta>C \cdot \eta^{(\widehat{\mathrm{Q}}, \mathcal{A})}(\delta)$.
(A2) For each $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$ and any $\mathcal{A}^{\prime} \leq \mathcal{A}$, $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ does not have an $\left(\mathcal{A}^{\prime}, x_{\widehat{Q}}, \eta^{1 / 2}, \delta\right)$-basis for any $\eta<c \cdot \eta^{(\widehat{Q}, \mathcal{A})}(\delta)$.
(A3) Moreover, $c \cdot \eta^{(\widehat{\mathrm{Q}}, \mathcal{A})}\left(\delta_{1}\right) \leq \eta^{(\widehat{\mathrm{Q}}, \mathcal{A})}\left(\delta_{2}\right) \leq \mathrm{C} \cdot \eta^{(\widehat{\mathrm{Q}}, \mathcal{A})}\left(\delta_{1}\right)$ whenever $\frac{1}{10} \delta_{1} \leq \delta_{2} \leq 10 \delta_{1}$ and $\delta_{1}, \delta_{2} \in\left[\Delta_{g}, \Delta_{g}^{-1}\right]$.
(A4) Also, $\eta^{(\widehat{Q}, \mathcal{A})}(\delta) \geq \Delta_{g}^{\mathrm{C}}$, for all $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$.
- To answer a query requires work at most $\mathrm{C} \log \mathrm{N}$.

Explanation. Recall that we can perform arithmetic operations to within preci$\operatorname{sion} \Delta_{\epsilon}$.

We denote $\mathbb{Z}[1 / p]=\left\{\lambda=k+\ell \cdot \frac{1}{p}: k, \ell \in \mathbb{Z}\right\}$. If $\lambda=k+\ell \cdot \frac{1}{p} \in \mathbb{Z}[1 / p]$, with $k$ and $\ell$ bounded by a universal constant, then we say that $\lambda$ is a machine element of $\mathbb{Z}[1 / p]$. Such a $\lambda$ can be stored on our computer using at most $C$ units of storage.

Recall that we defined $|P|_{x}=\left(\sum_{\alpha \in \mathcal{M}}\left|\partial^{\alpha} P(x)\right|^{p}\right)^{1 / p}$ for $P \in \mathcal{P}$ and $x \in \mathbb{R}^{n}$, and $|P|=|P|_{0}$. The vectors $\left(\partial^{\alpha} P(x)\right)_{\alpha \in \mathcal{M}}$ and $\left(\partial^{\alpha} P(0)\right)_{\alpha \in \mathcal{M}}$ are related by multiplication against an invertible matrix $\mathcal{A}(x)=\left(A_{\alpha \beta}(x)\right)_{\alpha, \beta \in \mathcal{M}}$. This is a consequence of Taylor's formula. Note that the operator norm of the matrix $A(x)$ is bounded by a universal constant if $|x| \leq 1$. Thus,

$$
\begin{equation*}
C^{-1}|P|_{x} \leq|P| \leq C|P|_{x} \quad \text { for } P \in \mathcal{P} \text { and }|x| \leq 1 \tag{2.126}
\end{equation*}
$$

Using Approximate new trace norm (see Section 2.13.1), we compute a quadratic form $\mathrm{q}_{\widehat{\mathrm{Q}}}$ on $\mathcal{P}$ such that $\left\{\mathrm{q}_{\widehat{\mathrm{Q}}} \leq \mathrm{c}\right\} \subset \overline{\bar{\sigma}}(\widehat{\mathrm{Q}}) \subset\left\{\mathrm{q}_{\widehat{\mathrm{Q}}} \leq \mathrm{C}\right\}$, where $\mathrm{c}>0$ and $C \geq 1$ are universal constants. ${ }^{2}$ The quadratic form $q_{\widehat{Q}}$ is given in the form

$$
\mathrm{q}_{\widehat{\mathrm{Q}}}(\mathrm{P})=\sum_{\alpha, \beta \in \mathcal{M}} \widetilde{\mathrm{q}}_{\alpha \beta} \cdot \frac{1}{\alpha!} \partial^{\alpha} \mathrm{P}(0) \cdot \frac{1}{\beta!} \partial^{\beta} \mathrm{P}(0),
$$

where we compute the numbers $\widetilde{\mathrm{q}}_{\alpha \beta}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. Using a linear change of basis, we write

$$
q_{\widehat{Q}}(P)=\sum_{\alpha, \beta \in \mathcal{M}} q_{\alpha \beta} \cdot \frac{1}{\alpha!} \partial^{\alpha} P\left(x_{\widehat{Q}}\right) \cdot \frac{1}{\beta!} \cdot \partial^{\beta} P\left(x_{\widehat{Q}}\right)
$$

[^2]Each $q_{\alpha \beta}$ is a linear combination of all the numbers $\widetilde{\mathrm{q}}_{\alpha \beta}$. Thus, we can compute each $\mathrm{q}_{\alpha \beta}$ with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.

From the conditions in the algorithm Approximate new trace norm (finiteprecision), we know that $\mathrm{q}_{\widehat{\mathrm{Q}}}(\mathrm{P}) \geq \mathrm{c} \cdot\left(\mathrm{M}_{\widehat{\mathrm{Q}}}(0, \mathrm{P})\right)^{2}$. Furthermore, the term $(\mathbf{V I})=$ $\Delta_{\text {new }}^{\mathrm{p}} \cdot|\mathrm{P}|^{\mathrm{p}}$ is a summand in $\left[\mathrm{M}_{\widehat{\mathrm{Q}}}(0, \mathrm{P})\right]^{\mathrm{p}}$, hence $\mathrm{M}_{\widehat{\mathrm{Q}}}(0, \mathrm{P}) \geq \Delta_{\text {new }} \cdot|\mathrm{P}|($ see $(2.102)$ ). Hence, using (2.126), we see that

$$
\mathrm{q}_{\widehat{\mathrm{Q}}}(\mathrm{P}) \geq \mathrm{c}^{\prime} \Delta_{\text {new }}^{2}|\mathrm{P}|^{2} \geq \mathrm{c}^{\prime \prime} \Delta_{\text {new }}^{2}|\mathrm{P}|_{\mathrm{x}_{\widehat{\mathrm{Q}}}}^{2} .
$$

(Note that $\left|x_{\widehat{Q}}\right| \leq 1$, since $\widehat{Q} \subset Q^{\circ}=[0,1)^{n}$.)
Therefore, the matrix $\left(q_{\alpha \beta}\right)$ satisfies

$$
\left(q_{\alpha \beta}\right) \geq c \Delta_{\text {new }}^{2} \cdot\left(\delta_{\alpha \beta}\right) \geq \Delta_{\mathrm{g}} \cdot\left(\delta_{\alpha \beta}\right)
$$

This means that we can apply the finite-precision version of Fit basis to convex BODY to the matrix $\left(q_{\alpha \beta}\right)$ and the convex body $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ (see Section 2.5). We can therefore compute a piecewise monomial function $\eta^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}(\delta)$ for each $\mathcal{A}^{\prime} \leq \mathcal{A}$. We guarantee that

- For any $\delta \in\left[\Delta_{g}, \Delta_{g}^{-1}\right]$,
$-(\mathbf{P} 1) \overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ has an $\left(\mathcal{A}^{\prime}, x_{\widehat{\mathrm{Q}}}, \eta^{1 / 2}, \delta\right)$-basis, for any $\eta>C \cdot \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}(\delta)$,
- (P2) $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ does not have an $\left(\mathcal{A}^{\prime}, \chi_{\widehat{\mathrm{Q}}}, \eta^{1 / 2}, \delta\right)$-basis, for any $\eta<c$. $\eta_{*}^{\left(\widehat{Q}, \mathcal{A}^{\prime}\right)}(\delta)$.
- (P3) Moreover, $\mathrm{c} \cdot \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}\left(\delta_{1}\right) \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}\left(\delta_{2}\right) \leq \mathrm{C} \cdot \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}\left(\delta_{1}\right)$, whenever $\frac{1}{10} \delta_{1} \leq \delta_{2} \leq 10 \delta_{1}$, for $\delta_{1}, \delta_{2} \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$.
- (P4) Also, $\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta) \geq \Delta_{\mathrm{g}}^{\mathrm{C}}$ for any $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$.
- The function $\eta_{*}^{\left(\widehat{Q}, \mathcal{A}^{\prime}\right)}:\left[\Delta_{\mathfrak{g}}, \Delta_{\mathrm{g}}^{-1}\right] \rightarrow \mathbb{R}$ is given in the form

$$
\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta)=a_{\ell, \mathcal{A}^{\prime}} \cdot \delta^{\lambda_{\ell, \mathcal{A}^{\prime}}} \quad \text { for } \delta \in \mathrm{I}_{\ell, \mathcal{A}^{\prime}}
$$

To represent $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}$ we store the following data: pairwise disjoint machine intervals $\mathrm{I}_{\ell, \mathcal{A}^{\prime}}\left(1 \leq \ell \leq \ell_{\max }\left(\mathcal{A}^{\prime}\right)\right)$ that form a partition of $\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$; machine numbers $\mathrm{a}_{\ell, \mathcal{A}^{\prime}} \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$; and exponents $\lambda_{\ell, \mathcal{A}^{\prime}}$ that are machine elements of $\mathbb{Z}[1 / \mathrm{p}]$. We guarantee that $\ell_{\max }\left(\mathcal{A}^{\prime}\right) \leq \mathrm{C}$ for each $\mathcal{A}^{\prime} \leq \mathcal{A}$.
By computing all the nonempty intersections of the intervals $I_{\ell, \mathcal{A}^{\prime}}$, we write each $\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta)$ in the form

$$
\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta)=c_{\ell, \mathcal{A}^{\prime}} \cdot \delta^{\gamma_{\ell, \mathcal{A}^{\prime}}} \quad \text { for } \delta \in \mathrm{I}_{\ell} \quad\left(\ell=1,2, \ldots, \ell_{\max }\right) .
$$

Here, we compute the following: machine intervals $\mathrm{I}_{\ell}\left(1 \leq \ell \leq \ell_{\max }\right)$ that partition $\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$; machine numbers $\mathrm{c}_{\ell, \mathcal{A}^{\prime}} \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$; and exponents $\gamma_{\ell, \mathcal{A}^{\prime}}$ that are machine elements in $\mathbb{Z}[1 / p]$. Moreover, $\ell_{\max } \leq C$.

We define

$$
\begin{equation*}
\eta(\delta):=\min _{\mathcal{A}^{\prime} \leq \mathcal{A}} \eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta) \tag{2.127}
\end{equation*}
$$

We will compute a piecewise-monomial approximation to the function $\eta(\delta)$ using the following procedure.

## Procedure: Process monomials

Assume that we are given the following: A machine interval $\mathrm{I} \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$, machine numbers $a_{1}, a_{2} \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$, and machine elements $\gamma_{1}, \gamma_{2} \in \mathbb{Z}[1 / p]$. We define monomial functions $m_{1}(\delta)=a_{1} \delta^{\gamma_{1}}$ and $m_{2}(\delta)=a_{2} \delta^{\gamma_{2}}$. Then we produce one of three outcomes:

1. We guarantee that $m_{1}(\delta) \leq m_{2}(\delta)+\Delta_{\epsilon}^{1 / 2}$ for all $\delta \in I$.
2. We guarantee that $m_{2}(\delta) \leq m_{1}(\delta)+\Delta_{\epsilon}^{1 / 2}$ for all $\delta \in I$.
3. We compute a machine number $\delta_{*} \in I$, and distinct indices $j, k \in\{1,2\}$, such that

$$
\left\{\begin{array}{l}
m_{j}(\delta) \leq m_{k}(\delta)+\Delta_{\epsilon}^{1 / 2} \text { for } \delta \in \mathrm{I} \cap\left(0, \delta_{*}\right] \\
m_{k}(\delta) \leq m_{j}(\delta)+\Delta_{\epsilon}^{1 / 2} \text { for } \delta \in \mathrm{I} \cap\left[\delta_{*}, \infty\right)
\end{array}\right.
$$

This computation requires work and storage at most $C$.
Explanation. If $\gamma_{1}=\gamma_{2}$ then outcome (1) occurs if $a_{1} \leq a_{2}$, and outcome (2) occurs if $a_{1}>a_{2}$. Thus, we can respond in the case when $\gamma_{1}=\gamma_{2}$

Assume instead that $\gamma_{1} \neq \gamma_{2}$. In this case we have $c_{0} \leq\left|\gamma_{1}-\gamma_{2}\right| \leq C_{0}$ for universal constants $\mathfrak{c}_{0}$ and $\mathbb{C}_{0}$, since $\gamma_{1}$ and $\gamma_{2}$ are machine elements in $\mathbb{Z}[1 / p]$. ${ }^{3}$

We define a monomial function $m(\delta):=m_{1}(\delta) / m_{2}(\delta)=a \cdot \delta^{\gamma}$, where $a=a_{1} / a_{2}$ and $\gamma=\gamma_{1}-\gamma_{2}$. The unique solution to the equation $m(\delta)=1$ is given by

$$
\begin{equation*}
\delta_{\mathrm{sol}}:=\mathrm{a}^{1 / \gamma} \tag{2.128}
\end{equation*}
$$

Since monomial functions are monotonic, we have either
(a) $m(\delta)<1$ for $\Delta_{g} \leq \delta<\delta_{\text {sol }}$, and $m(\delta)>1$ for $\delta_{\text {sol }}<\delta \leq \Delta_{g}^{-1}$; or
(b) $\mathfrak{m}(\delta)>1$ for $\Delta_{g} \leq \delta<\delta_{\text {sol }}$, and $m(\delta)<1$ for $\delta_{\text {sol }}<\delta \leq \Delta_{g}^{-1}$.

We know that (a) holds if $\gamma>0$, and (b) holds if $\gamma<0$. We can determine which case occurs because the rational number $\gamma$ is given to exact precision.

Since $a \in\left[\Delta_{g}^{C}, \Delta_{g}^{-C}\right]$ and $c_{0} \leq|\gamma| \leq C_{0}$, due to the numerical stability of exponentiation we can compute a machine number $\delta_{*}$ such that

$$
\begin{equation*}
\delta_{*} \in\left[\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right] \text { and }\left|\delta_{*}-\delta_{\text {sol }}\right| \leq \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon} \quad(\text { see }(2.128)) \tag{2.129}
\end{equation*}
$$

From (2.129) and the Lipschitz continuity of $m(\delta)$, we have $|m(\delta)-1| \leq \Delta_{g}^{-C} \Delta_{\epsilon}$ for all $\delta$ in the interval between $\delta_{*}$ and $\delta_{\text {sol }}$.

[^3]Therefore, in case (a) we have $\mathfrak{m}(\delta)=m_{1}(\delta) / m_{2}(\delta) \leq 1+\Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}$ for all $\Delta_{g} \leq \delta \leq \delta_{*}$, and $m(\delta)=m_{1}(\delta) / m_{2}(\delta) \geq 1-\Delta_{g}^{-C} \Delta_{\epsilon}$ for all $\delta_{*} \leq \delta \leq \Delta_{g}^{-1}$. Note that both $m_{1}(\delta)$ and $m_{2}(\delta)$ are in the range $\left[\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}}\right]$ if $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$. Thus, in case (a) we determine that
$m_{1}(\delta) \leq m_{2}(\delta) \cdot\left(1+\Delta_{g}^{-C} \Delta_{\epsilon}\right) \leq m_{2}(\delta)+\Delta_{g}^{-2 C} \Delta_{\epsilon} \leq m_{2}(\delta)+\Delta_{\epsilon}^{1 / 2} \quad$ for $\Delta_{g} \leq \delta \leq \delta_{*}$, and similarly, $m_{1}(\delta) \geq m_{2}(\delta)-\Delta_{\epsilon}^{1 / 2}$ for $\delta_{*} \leq \delta \leq \Delta_{g}^{-1}$. Thus, we can respond as follows:

- If $\delta_{*}$ is to the left of the interval I then outcome (2) occurs.
- If $\delta_{*}$ is to the right of the interval I then outcome (1) occurs.
- If $\delta_{*}$ belongs to the interval I then outcome (3) occurs with $j=1$ and $k=2$.

Similarly, in case (b) we determine that $m_{1}(\delta) \geq m_{2}(\delta)-\Delta_{\epsilon}^{1 / 2}$ for all $\Delta_{g} \leq$ $\delta \leq \delta_{*}$, and similarly, $m_{1}(\delta) \leq m_{2}(\delta)+\Delta_{\epsilon}^{1 / 2}$ for all $\delta_{*} \leq \delta \leq \Delta_{g}^{-1}$. Thus, we can respond as follows:

- If $\delta_{*}$ is to the left of the interval I then outcome (1) occurs.
- If $\delta_{*}$ is to the right of the interval I then outcome (2) occurs.
- If $\delta_{*}$ belongs to the interval I then outcome (3) occurs with $\mathfrak{j}=2$ and $k=1$.

This completes the explanation of procedure Process monomials. Clearly, the work and storage of this algorithm are at most $C$ for a universal constant $C$.

We return to the setting before the above procedure.
Fix $\ell \in\left\{1, \ldots, \ell_{\max }\right\}$. Applying the procedure Process monomials, for each pair $\left(\mathcal{A}^{\prime}, \mathcal{A}^{\prime \prime}\right)$ such that $\mathcal{A}^{\prime} \leq \mathcal{A}$ and $\mathcal{A}^{\prime \prime} \leq \mathcal{A}$, we produce one of three outcomes.

In outcome (1), we guarantee that $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)} \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime \prime}\right)}+\Delta_{\epsilon}^{1 / 2}$, uniformly on the interval $\mathrm{I}_{\ell}$.

In outcome (2), we guarantee that $\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime \prime}\right)} \leq \eta_{*}^{\left(\widehat{\widehat{Q}}, \mathcal{A}^{\prime}\right)}+\Delta_{\epsilon}^{1 / 2}$, uniformly on the interval $I_{\ell}$.

In outcome (3), we divide the interval $\mathrm{I}_{\ell}$ at the point $\delta_{\ell, \mathcal{A}^{\prime}, \mathcal{A}^{\prime \prime}}=\delta_{*} \in \mathrm{I}_{\ell}$ to obtain split subintervals $\mathrm{I}_{\ell}^{-}=\mathrm{I}_{\ell} \cap\left(0, \delta_{*}\right]$ and $\mathrm{I}_{\ell}^{+}=\mathrm{I}_{\ell} \cap\left(\delta_{*}, \infty\right)$. (A subinterval may contain only a single point or be empty.) We guarantee that $\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)} \leq$ $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime \prime}\right)}+\Delta_{\epsilon}^{1 / 2}$ on one of the split subintervals, and $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime \prime}\right)} \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}+\Delta_{\epsilon}^{1 / 2}$ on the other. We determine which inequality is satisfied on each subinterval.

For each pair $\left(\mathcal{A}^{\prime}, \mathcal{A}^{\prime \prime}\right)$ such that outcome (3) occurs, we have computed a machine number $\delta_{\ell, \mathcal{A}^{\prime}, \mathcal{A}^{\prime \prime}}$ in $\mathrm{I}_{\ell}$. We sort these numbers and remove duplicates to obtain a list

$$
\delta_{1}<\delta_{2}<\cdots<\delta_{K_{\imath}} .
$$

Note that $\mathrm{K}_{\ell} \leq \#\left\{\left(\mathcal{A}^{\prime}, \mathcal{A}^{\prime \prime}\right): \mathcal{A}^{\prime} \leq \mathcal{A}, \mathcal{A}^{\prime \prime} \leq \mathcal{A}\right\} \leq \mathrm{C}$ for a universal constant C . We define $\delta_{0}$ and $\delta_{k_{\ell}+1}$ to be the left and right endpoints of $\mathrm{I}_{\ell}$, respectively. We let $\mathrm{I}_{\ell}^{\mathrm{k}}:=\left[\delta_{\mathrm{k}}, \delta_{\mathrm{k}+1}\right]$ for each $0 \leq \mathrm{k} \leq \mathrm{K}_{\ell}$. We thus obtain a (possibly trivial) partition of $\mathrm{I}_{\ell}$ into subintervals $\mathrm{I}_{\ell}^{0}, \ldots, \mathrm{I}_{\ell}^{\mathrm{K}_{\ell}}$.

For each interval $\mathrm{I}_{\ell}^{k}$ and each pair $\left(\mathcal{A}^{\prime}, \mathcal{A}^{\prime \prime}\right)$ such that $\mathcal{A}^{\prime} \leq \mathcal{A}$ and $\mathcal{A}^{\prime \prime} \leq \mathcal{A}$, we guarantee either that $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)} \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime \prime}\right)}+\Delta_{\epsilon}^{1 / 2}$ on $\mathrm{I}_{\ell}^{k}\left(\mathcal{A}^{\prime}\right.$ beats $\mathcal{A}^{\prime \prime}$ on $\left.\mathrm{I}_{\ell}^{\mathrm{k}}\right)$, or that $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime \prime}\right)} \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}+\Delta_{\epsilon}^{1 / 2}$ on $\mathrm{I}_{\ell}^{\mathrm{k}}\left(\mathcal{A}^{\prime \prime}\right.$ beats $\mathcal{A}^{\prime}$ on $\left.\mathrm{I}_{\ell}^{\mathrm{k}}\right)$. To make such a guarantee, we look at the previous outcomes. If outcome (1) occurs, then $\mathcal{A}^{\prime}$ beats $\mathcal{A}^{\prime \prime}$ on $I_{\ell}^{k}$. If outcome (2) occurs, then $\mathcal{A}^{\prime \prime}$ beats $\mathcal{A}^{\prime}$ on $I_{\ell}^{k}$. If outcome (3) occurs, then we determine which of the split subintervals of $\mathrm{I}_{\ell}$ contains $\mathrm{I}_{\ell}^{\mathrm{k}}$. Once we have done that, we can make a correct guarantee by using the guarantee made in outcome (3) for the split subinterval.

For each of the intervals $I_{\ell}^{k}$ we perform the following computation. We initialize $\mathcal{S}=\left\{\mathcal{A}^{\prime} \subset \mathcal{M}: \mathcal{A}^{\prime} \leq \mathcal{A}\right\}$. We initialize $\overline{\mathcal{A}}$ to be any member of $\mathcal{S}$. Then we run the following loop.

- While: $\mathcal{S} \neq\{\overline{\mathcal{A}}\}$
- $\quad-$ Select an arbitrary $\mathcal{A}^{\prime} \in \mathcal{S} \backslash\{\overline{\mathcal{A}}\}$.
- If we guarantee that $\mathcal{A}^{\prime}$ beats $\overline{\mathcal{A}}$ on $\mathrm{I}_{\ell}^{k}$, then $\operatorname{discard} \overline{\mathcal{A}}$ from $\mathcal{S}$ and set $\overline{\mathcal{A}}=\mathcal{A}^{\prime}$.
- If we guarantee that $\overline{\mathcal{A}}$ beats $\mathcal{A}^{\prime}$ on $\mathrm{I}_{\ell}^{\mathrm{k}}$, then discard $\mathcal{A}^{\prime}$ from $\mathcal{S}$. Do not modify $\overline{\mathcal{A}}$.
- (Note that we make at most one guarantee.)

Let $\mathcal{A}_{1}$ denote the sole member remaining in $\mathcal{S}$ once the loop is complete. For any $\mathcal{A}^{\prime} \subset \mathcal{M}$ with $\mathcal{A}^{\prime} \leq \mathcal{A}$, there is a sequence of "competitors" $\mathcal{A}_{2}, \ldots, \mathcal{A}_{\mathrm{J}}$ with $\mathcal{A}_{\mathrm{J}}=\mathcal{A}^{\prime}$, such that $\mathcal{A}_{\mathrm{j}}$ beats $\mathcal{A}_{\mathrm{j}+1}$ on $\mathrm{I}_{\ell}^{\mathrm{k}}$ for $\mathrm{j}=1, \ldots, \mathrm{~J}-1$. This is clear because $\mathcal{A}^{\prime}$ is selected in the loop at some iteration, and as long as $\mathcal{A}^{\prime} \neq \mathcal{A}_{1}$ we can be certain that $\mathcal{A}^{\prime}$ is beaten by some competitor, who in turn is beaten by another competitor, and so on until the loop terminates with the final competitor $\mathcal{A}_{1}$. Clearly, the number of competitors J is bounded by a universal constant C . By combining the estimates coming from each competition, we learn that $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}_{1}\right)} \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}_{\mathrm{J}}\right)}+\mathrm{J} \Delta_{\epsilon}^{1 / 2}$. Therefore, $\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}_{1}\right)} \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}+\mathrm{C} \Delta_{\epsilon}^{1 / 2}$.

Thus, for each $0 \leq k \leq K_{\ell}$, we can compute a multiindex set $\mathcal{A}_{\ell}^{k} \leq \mathcal{A}$ such that

$$
\begin{equation*}
\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}_{\ell}^{k}\right)}(\delta) \leq \eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta)+\mathrm{C} \Delta_{\epsilon}^{1 / 2} \quad \text { for all } \delta \in \mathrm{I}_{\ell}^{\mathrm{k}}, \text { for all } \mathcal{A}^{\prime} \leq \mathcal{A} . \tag{2.130}
\end{equation*}
$$

We repeat the previous construction for each $\ell \in\left\{1, \ldots, \ell_{\max }\right\}$.
We therefore obtain machine intervals $I_{\ell}^{k}\left(0 \leq k \leq K_{\ell}, 1 \leq \ell \leq \ell_{\max }\right)$, which form a partition of $\left[\Delta_{g}, \Delta_{g}^{-1}\right]$, and multiindex sets $\mathcal{A}_{\ell}^{\mathrm{k}}$ as in (2.130).

We define a function $\tilde{\eta}:\left[\Delta_{g}, \Delta_{g}^{-1}\right] \rightarrow \mathbb{R}$ by

$$
\widetilde{\eta}(\delta):=\eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}_{\ell}^{k}\right)}(\delta)=c_{\ell, \mathcal{A}_{\ell}^{k}} \cdot \delta^{\lambda_{\ell, \mathcal{A}_{\ell}^{k}}} \quad \text { if } \delta \in \mathrm{I}_{\ell}^{k}
$$

Since $\ell_{\max } \leq C$, the previous construction can be executed using work and storage at most a universal constant $C^{\prime}$.

We will make use of the properties (P1)-(P4) of the functions $\eta_{*}^{\left(\widehat{Q}, \mathcal{A}^{\prime}\right)}$ that were stated earlier in this section.

Recall that $\eta(\delta)$ is the minimum of $\eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}(\delta)$ over all $\mathcal{A}^{\prime} \leq \mathcal{A}$ (see (2.127)). Since $\mathcal{A}_{\ell}^{k} \leq \mathcal{A}$ for all $(k, \ell)$, we have $\widetilde{\eta}(\delta) \geq \eta(\delta)$. Moreover, taking the minimum with respect to $\mathcal{A}^{\prime}$ in (2.130), we conclude that $\widetilde{\eta}(\delta) \leq \eta(\delta)+C \Delta_{\epsilon}^{1 / 2}$. Thanks to ( $\mathbf{P} 4$ ), we have $\eta(\delta) \geq \Delta_{\mathrm{g}}^{\mathrm{C}} \geq \mathrm{C} \Delta_{\epsilon}^{1 / 2}$. Thus, we learn that

$$
\begin{equation*}
\eta(\delta) \leq \widetilde{\eta}(\delta) \leq 2 \cdot \eta(\delta) \tag{2.131}
\end{equation*}
$$

We next prove that the the function $\eta^{(\widehat{Q}, \mathcal{A})}(\delta)=\widetilde{\eta}(\delta)$ satisfies $(\mathbf{A 1})-(\mathbf{A} 4)$.
Proof of (A1). Let $\delta \in\left[\Delta_{g}, \Delta_{\mathrm{g}}^{-1}\right]$. Also, let $\eta>C \cdot \widetilde{\eta}(\delta)$, with $C$ as in (P1). Then, thanks to (2.131), we have

$$
\eta>C \cdot \eta(\delta)=C \cdot \min _{\mathcal{A}^{\prime} \leq \mathcal{A}} \eta_{*}^{\left(\widehat{\mathbb{Q}}, \mathcal{A}^{\prime}\right)}(\delta)
$$

Hence, $\eta>C \cdot \eta_{*}^{\left(\widehat{\mathbf{Q}}, \mathcal{A}^{\prime}\right)}(\delta)$ for some $\mathcal{A}^{\prime} \leq \mathcal{A}$. According to (P1), we learn that $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ has an $\left(\mathcal{A}^{\prime}, \chi_{\widehat{\mathrm{Q}}}, \eta^{1 / 2}, \delta\right)$-basis. This completes the proof of (A1).

Proof of (A2). Let $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$. Also, let $\eta<\frac{\mathrm{c}}{2} \cdot \widetilde{\eta}(\delta)$, with $\mathrm{c}>0$ as in (P2). Then, thanks to (2.131), we have

$$
\eta \leq c \cdot \eta(\delta)=c \cdot \min _{\mathcal{A}^{\prime} \leq \mathcal{A}} \eta_{*}^{\left(\widehat{Q}, \mathcal{A}^{\prime}\right)}(\delta)
$$

Hence, $\eta<\mathrm{c} \cdot \eta_{*}^{\left(\widehat{\mathbf{Q}}, \mathcal{A}^{\prime}\right)}(\delta)$ for all $\mathcal{A}^{\prime} \leq \mathcal{A}$. According to (P2), we learn that $\overline{\bar{\sigma}}(\widehat{\mathrm{Q}})$ does not have an $\left(\mathcal{A}^{\prime}, x_{\widehat{\mathrm{Q}}}, \eta^{1 / 2}, \delta\right)$-basis for any $\mathcal{A}^{\prime} \leq \mathcal{A}$. This completes the proof of (A2).

Proof of (A3). Let $\delta_{1}, \delta_{2} \in\left[\Delta_{g}, \Delta_{\mathrm{g}}^{-1}\right]$, with $\frac{1}{10} \delta_{1} \leq \delta_{2} \leq 10 \delta_{1}$.
According to ( $\mathbf{P} 3$ ), for each $\mathcal{A}^{\prime} \leq \mathcal{A}$ we have

$$
\mathrm{c} \cdot \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}\left(\delta_{1}\right) \leq \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}\left(\delta_{2}\right) \leq \mathrm{C} \cdot \eta_{*}^{\left(\widehat{\mathrm{Q}}, \mathcal{A}^{\prime}\right)}\left(\delta_{1}\right)
$$

Taking the minimum with respect to $\mathcal{A}^{\prime} \leq \mathcal{A}$, we learn that $c \cdot \eta\left(\delta_{1}\right) \leq \eta\left(\delta_{2}\right) \leq$ $C \cdot \eta\left(\delta_{1}\right)$. According to (2.131), we therefore have $\frac{1}{4} c \cdot \widetilde{\eta}\left(\delta_{1}\right) \leq \widetilde{\eta}\left(\delta_{2}\right) \leq 4 C \cdot \widetilde{\eta}\left(\delta_{1}\right)$. This completes the proof of (A3).

Proof of (A4). We have

$$
\widetilde{\eta}(\delta) \stackrel{(2.131)}{\geq} \eta(\delta)=\min _{\mathcal{A}^{\prime} \leq \mathcal{A}} \eta_{*}^{\left(\widehat{Q}, \mathcal{A}^{\prime}\right)}(\delta) \stackrel{(\mathrm{P} 4)}{\geq} \Delta_{\mathrm{g}}^{\mathrm{C}} .
$$

This completes the proof of (A4).
Thus, conditions (A1), (A2), (A3), and (A4) hold for $\eta^{(\widehat{Q}, \mathcal{A})}(\delta)=\widetilde{\eta}(\delta)$.
This concludes the explanation of the algorithm.

### 2.15. Computing lengthscales

Each point $x \in E$ is assumed to be an $\bar{S}$-bit machine point. Recall that $\Delta_{0}=2^{-\bar{S}}$. Hence,

$$
\begin{equation*}
\left|x^{\prime}-x^{\prime \prime}\right| \geq \Delta_{0} \quad \text { for distinct } x^{\prime}, x^{\prime \prime} \in E \tag{2.132}
\end{equation*}
$$

Recall that $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$consists of disjoint dyadic cubes that form a partition of $\mathrm{Q}^{\circ}=[0,1)^{\mathrm{n}}$. According to the Main Technical Results for $\mathcal{A}^{-}$, we have $\delta_{\mathrm{Q}} \geq \mathrm{c} \cdot \Delta_{0}$ for each Q in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$, for a universal constant c. Therefore, each Q in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$ is an $\widetilde{S}$-bit machine cube, where $\widetilde{S} \leq C \bar{S}$ for a universal constant $C$.

Recall that a testing cube is a dyadic cube $\widehat{\mathrm{Q}} \subset \mathrm{Q}^{\circ}$ that can be written as a disjoint union of cubes in $\operatorname{CZ}\left(\mathcal{A}^{-}\right)$. We then have $\delta_{\widehat{Q}} \geq c \cdot \Delta_{0}$ for a universal constant $\mathrm{c}>0$ (see Remark 1 ). We set $\lambda:=1 / 40$.
Algorithm: Compute interesting cubes (Finite-precision)
We compute a tree T consisting of testing cubes. The nodes in T consist of all the cubes $\mathrm{Q} \in \operatorname{CZ}\left(\mathcal{A}^{-}\right)$that contain points of E , all the testing cubes $\widehat{\mathrm{Q}}$ for which $\operatorname{diam}(3 \widehat{\mathrm{Q}} \cap \mathrm{E}) \geq \lambda \cdot \delta_{\widehat{\mathrm{Q}}}$, and the unit cube $\mathrm{Q}^{\circ}$.

Here, T is a tree with respect to inclusion. We mark each internal node Q in T with pointers to its children, and we mark each node Q in T (except for the root) with a pointer to its parent.

The number of nodes in T is at most CN , and T can be computed with work at most $\mathrm{CN} \log \mathrm{N}$ in space CN .

Explanation. We follow the explanation in Section 1.6 of [4]. We need to check that the computation is valid in our finite-precision model of computation.

We compute representative pairs from the well-separated pairs decomposition of $E$ using the algorithm Make WSPD (see Section 4.2 of [3]). The representative pairs $\left(x_{v}^{\prime}, x_{v}^{\prime \prime}\right) \in E \times E \backslash\{(x, x): x \in E\}\left(1 \leq v \leq v_{\max }\right)$ satisfy $\left|x_{v}^{\prime}-x_{v}^{\prime \prime}\right| \geq \Delta_{0}$, thanks to (2.132).

Next, we loop over all $v$ and list all the dyadic cubes $\widetilde{\mathrm{Q}}$ with $x_{\nu}^{\prime}, x_{\gamma}^{\prime \prime} \in 5 \widetilde{\mathrm{Q}}$ and $\left|x_{v}^{\prime}-x_{v}^{\prime \prime}\right| \geq \frac{\lambda}{2} \delta_{\widetilde{Q}}$. We call this list $Q_{1}, \ldots, Q_{k}$. Since $5 Q_{k}$ contains some representative pair $\left(x_{v}^{\prime}, x_{v}^{\prime \prime}\right)$, we have $\delta_{Q_{k}} \geq \frac{1}{5}\left|x_{v}^{\prime}-x_{v}^{\prime \prime}\right| \geq \frac{1}{5} \Delta_{0}$ for each $k=$ $1, \ldots, K$.

Note that the "BBD Tree algorithm" in Theorem 35 of [3] is unchanged in finite-precision, so we can compute $\operatorname{diam}\left(3 Q_{k} \cap E\right)$ for each $k=1, \ldots, K$. We remove any cubes from our list that satisfy $\operatorname{diam}\left(3 Q_{k} \cap E\right)<\lambda \delta_{Q_{k}}$, which occurs if and only if $\delta_{Q_{k}}>40 \cdot \operatorname{diam}\left(3 \mathrm{Q}_{\mathrm{k}} \cap \mathrm{E}\right)$. We also compute the cube in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$ that contains the center of each $\mathrm{Q}_{\mathrm{k}}$, using the $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$-oracle. If $\mathrm{Q}_{\mathrm{k}}$ is strictly contained in this cube, then we remove $\mathrm{Q}_{\mathrm{k}}$ from our list. Denote the surviving cubes by $\widetilde{\mathrm{Q}}_{1}, \ldots, \widetilde{\mathrm{Q}}_{\widetilde{\mathrm{K}}}$.

We list all the cubes $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$that contain points of E (take all the cubes Q in $C Z_{\text {main }}\left(\mathcal{A}^{-}\right)$that satisfy $\left.\mathrm{E} \cap \mathrm{Q} \neq \emptyset\right)$, the cubes $\widetilde{\mathrm{Q}}_{1}, \ldots, \widetilde{\mathrm{Q}}_{\widetilde{\mathrm{K}}}$, and the unit cube $\mathrm{Q}^{\circ}$. We sort this list to remove duplicates, and organize it in a tree T using the algorithm Make forest (see Section 4.1 .5 of [3]). That completes the explanation of the algorithm.

Algorithm: Compute critical testing cubes (finite-Precision)
Given $\epsilon>0$, which is less than a small enough universal constant, we produce a collection $\widehat{\mathcal{Q}}_{\epsilon}$ of testing cubes with the following properties.
(a) Each point $x \in E$ belongs to some cube $\widehat{Q}_{x} \in \widehat{\mathcal{Q}}_{\epsilon}$.
(b) The cardinality of $\widehat{\mathcal{Q}}_{\epsilon}$ is at most $C \cdot N$.
(c) If $\widehat{\mathrm{Q}} \in \widehat{\mathcal{Q}}_{\epsilon}$ strictly contains a cube in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$, then $(1+\mathrm{a}(\mathcal{A})) \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon^{\mathrm{K}}\right)$.
(d) If $\widehat{\mathrm{Q}} \in \widehat{\mathcal{Q}}_{\epsilon}$ and $\delta_{\widehat{\mathrm{Q}}} \leq c^{*}$, then no cube containing $S \widehat{\mathrm{Q}}$ is tagged with $\left(\mathcal{A}, \epsilon^{1 / k}\right)$.
(e) Each cube Q in $\mathcal{Q}_{\epsilon}$ satisfies $\delta_{\mathrm{Q}} \geq \mathrm{c} \cdot \Delta_{0}$.

The algorithm requires work at most $\mathrm{CN} \log \mathrm{N}$ in space CN .
Here, $c^{*}>0$ and $S \geq 1$ are integer powers of 2 , which depend only on $m, n, p$; also, $k \in(0,1)$ and $C \geq 1$ are universal constants.

Explanation. The main change to the explanation is that we use the finite-precision version of Optimize basis instead of the infinite-precision version. We also need to show that the roundoff errors that can arise have little effect.

Note that condition (e) will hold for each Q in $\mathcal{Q}_{\epsilon}$, since we promise that $\mathcal{Q}_{\epsilon}$ contains only testing cubes. (See Remark 1.)

We let $\Lambda \geq 1$ be a sufficiently large integer power of two, as before. We will later choose $\Lambda$ to be bounded by a universal constant, but not yet. We assume that $\Lambda$ is a machine number.

We construct a tree T of interesting cubes with the algorithm Compute interesting cubes (finite-precision).

We next explain the construction of the collection $\widehat{\mathcal{Q}}_{\epsilon}$.
We proceed with Steps 0-6. The construction is almost identical to that in infinite-precision. We refer the reader to the earlier text. We will only record the necessary changes

We assume we have carried out the one-time work of the BBD Tree. Thus, given an $\widetilde{S}$-bit machine cube $Q$, with $\widetilde{S} \leq C \bar{S}$, we can compute $\#\left(\frac{65}{64} Q \cap E\right)$ using work at most $\mathrm{C} \cdot \log \mathrm{N}$.

Therefore, we can compute \# ( $\left.\frac{65}{64} Q \cap E\right)$ for each $Q$ in $T$.
For each cube $\mathrm{Q}_{1}$ in T we perform Steps 0-3.
Step 0 is unchanged: We find the parent $Q_{2}$ of $Q_{1}$ in $T$.
In Step 1 in the infinite-precision text, it says "We determine whether or not there exists a number $\delta \in\left[\Lambda^{10} \delta_{\mathrm{Q}_{1}}, \Lambda^{-10} \delta_{\mathrm{Q}_{2}}\right]$ with the property that $\epsilon^{1 / \mathrm{K}_{5}} \leq$ $\eta^{\left(Q_{1}^{\text {up }}, \mathcal{A}\right)}(\delta) \leq \epsilon^{\kappa_{5}}$. If such a $\delta$ exists, we can easily find one." We can no longer make such an accurate determination because of inevitable roundoff errors. We will need to make the modifications listed below.

- Step 1 (modified). In finite-precision, we compute a piecewise-monomial representation for the function $\eta^{\left(Q_{1}^{\text {ap }}, \mathcal{A}\right)}(\delta)$ using the finite-precision version of OpTIMIZE BASIS, where $Q_{1}^{\text {up }}$ is the dyadic cube with $Q_{1} \subset Q_{1}^{\text {up }}$ and $\delta_{Q_{1}^{u p}}=\Lambda \cdot \delta_{Q}$.

We produce one of two outcomes. Either we guarantee that there does not exist a $\delta \in\left[\Lambda^{10} \delta_{\mathrm{Q}_{1}}, \Lambda^{-10} \delta_{\mathrm{Q}_{2}}\right]$ such that

$$
\begin{equation*}
\epsilon^{1 / k_{5}} \leq \eta^{\left(Q_{1}^{\mathrm{up}}, \mathcal{A}\right)}(\delta) \leq \epsilon^{k_{5}} \tag{2.133}
\end{equation*}
$$

or else we compute a machine number $\delta \in\left[\Lambda^{10} \delta_{\mathrm{Q}_{1}}, \Lambda^{-10} \delta_{\mathrm{Q}_{2}}\right]$ satisfying

$$
\begin{equation*}
\frac{1}{2} \epsilon^{1 / \kappa_{5}} \leq \eta^{\left(Q_{1}^{u p}, \mathcal{A}\right)}(\delta) \leq 2 \epsilon^{\kappa_{5}} \tag{2.134}
\end{equation*}
$$

The number $\delta$ is computed exactly.
The factors of 2 in the above estimate arise because of roundoff errors in the computation of $\delta$. Indeed, we can bound any roundoff error by $\Delta_{\epsilon} \Delta_{\mathrm{g}}^{-\mathrm{C}}$, which is at most $100^{-1} \cdot \epsilon^{1 / \kappa_{5}}$, since $\Delta_{\epsilon} \Delta_{\mathrm{g}}^{-\mathrm{C}} \leq \Delta_{\epsilon}^{1 / 2}($ see $(2.81))$ and $\Delta_{\epsilon}^{1 / 2} \leq \Delta_{\text {new }} \leq$ $100^{-1} \cdot \epsilon^{1 / k_{5}}($ see (2.82) and (2.121)).

As in the proof of (1.159) of [4], in the second alternative we can find a dyadic cube Q with $\mathrm{Q}_{1} \subset \mathrm{Q} \subset \mathrm{Q}_{2}, \Lambda^{10} \delta_{\mathrm{Q}_{1}} \leq \delta_{\mathrm{Q}} \leq \Lambda^{-10} \delta_{\mathrm{Q}_{2}}$, and such that

$$
\begin{equation*}
\left[\epsilon^{1 / \kappa_{6}} \leq \eta^{\left(\mathrm{Q}_{1}^{\mathrm{up}}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}}\right)\right] \quad \text { and } \quad\left[\eta^{\left(\mathrm{Q}_{1}^{\mathrm{up}}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}}\right) \leq \epsilon^{\mathrm{K}_{6}}\right] . \tag{2.135}
\end{equation*}
$$

Here, by choosing $\mathrm{K}_{6}$ sufficiently small, we can make the extra factors of 2 disappear.

In the second alternative, we add Q to the collection $\widehat{\mathrm{Q}}_{\epsilon}$. That completes the computation in Step 1.

Note that $\left[\delta_{\mathrm{Q}_{1}}, \delta_{\mathrm{Q}_{2}}\right] \subset\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$, since each cube in T has sidelength in $[\mathrm{c}$. $\left.\Delta_{0}, 1\right]$, and since $\Delta_{g} \leq c \cdot \Delta_{0}$. This comment justifies the previous computation, since the function $\eta^{\left(\mathrm{Q}_{1}^{\mathrm{up}}, \mathcal{A}\right)}(\delta)$ is defined only for $\delta \in\left[\Delta_{\mathrm{g}}, \Delta_{\mathrm{g}}^{-1}\right]$.

Similarly, in Steps 2-6, we make the following changes.

- Step 2 (modified). We examine each dyadic cube Q with $\mathrm{Q}_{1} \subset \mathrm{Q} \subset \mathrm{Q}_{2}, \delta_{\mathrm{Q}} \leq$ $\Lambda^{-10}$, and $\left[\delta_{\mathrm{Q}} \leq \Lambda^{10} \delta_{\mathrm{Q}_{1}}\right.$ or $\left.\delta_{\mathrm{Q}} \geq \Lambda^{-10} \delta_{\mathrm{Q}_{2}}\right]$. We compute a piecewise-monomial function $\eta^{\left(Q^{u p}, \bar{A}\right)}(\delta)$ using the finite-precision version of Optimize Basis. We produce one of two outcomes. Either we guarantee that

$$
\begin{equation*}
\left[\epsilon^{\kappa_{5}^{-1}}>\eta^{\left(\mathrm{Q}^{\mathrm{up}}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}^{\text {up }}}\right)\right] \text { or }\left[\#\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \geq 2 \text { and } \eta^{(\mathrm{Q}, \mathcal{A})}\left(\delta_{\mathrm{Q}}\right)>\epsilon^{\kappa_{5}}\right] \tag{2.136}
\end{equation*}
$$

where $\mathrm{Q}^{\text {up }}$ is the unique dyadic cube with $\mathrm{Q} \subset \mathrm{Q}^{\text {up }}$ and $\delta_{\mathrm{Q}}^{\text {up }}=\Lambda \delta_{\mathrm{Q}}$, or else we guarantee that

$$
\begin{equation*}
\left[\frac{1}{2} \epsilon^{\kappa_{5}^{-1}} \leq \eta^{\left(\mathrm{Q}^{\text {up }}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}_{\text {up }}}\right)\right] \text { and }\left[\#\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \leq 1 \text { or } \eta^{(\mathrm{Q}, \mathcal{A})}\left(\delta_{\mathrm{Q}}\right) \leq 2 \epsilon^{\kappa_{5}}\right] \tag{2.137}
\end{equation*}
$$

The extra factors of 2 allow for small additive errors in the computation of $\eta^{\left(\mathrm{Q}^{\text {up }}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}_{\text {up }}}\right)$.

We add Q to the collection $\widehat{\mathrm{Q}}_{\epsilon}$ in the second alternative.

- Step 3 (modified). We examine each dyadic cube Q with $\mathrm{Q}_{1} \subset \mathrm{Q} \subset \mathrm{Q}_{2}$ and $\delta_{\mathrm{Q}} \geq \Lambda^{-10}$. We apply the finite-precision version of Optimize basis to compute a function $\eta^{(\mathrm{Q}, \mathcal{A})}(\delta)$. We produce one of two outcomes. Either we guarantee that

$$
\begin{equation*}
\left[\#\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \geq 2 \text { and } \eta^{(\mathrm{Q}, \mathcal{A})}\left(\delta_{\mathrm{Q}}\right)>\epsilon^{\mathrm{K}_{5}}\right] \tag{2.138}
\end{equation*}
$$

or else we guarantee that

$$
\begin{equation*}
\left[\#\left(\frac{65}{64} \mathrm{Q} \cap \mathrm{E}\right) \leq 1 \text { or } \eta^{(\mathrm{Q}, \mathcal{A})}\left(\delta_{\mathrm{Q}}\right) \leq 2 \epsilon^{\mathrm{K}_{5}}\right] \tag{2.139}
\end{equation*}
$$

The extra factors of 2 allow for roundoff errors in the computation of $\eta^{(Q, \mathcal{A})}\left(\delta_{Q}\right)$.
We add Q to the collection $\widehat{\mathrm{Q}}_{\epsilon}$ in the second alternative.

- Step 4 (modified). We apply the finite-precision version of Optimize Basis to compute a function $\eta^{\left(\mathrm{Q}^{\circ}, \mathcal{A}\right)}(\delta)$. We produce one of two outcomes. Either we guarantee that

$$
\begin{equation*}
\left[\eta^{\left(Q^{\circ}, \mathcal{A}\right)}\left(\delta_{Q^{\circ}}\right)>\epsilon^{k_{5}}\right] \tag{2.140}
\end{equation*}
$$

or else we guarantee that

$$
\begin{equation*}
\left[\eta^{\left(\mathrm{Q}^{\circ}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}^{\circ}}\right) \leq 2 \epsilon^{\mathrm{K}_{5}}\right] \tag{2.141}
\end{equation*}
$$

We add $\mathrm{Q}^{\circ}$ to the collection $\widehat{\mathrm{Q}}_{\epsilon}$ in the second alternative.

- Step 5 (modified). We examine all dyadic cubes $\mathrm{Q} \subset \mathrm{Q}^{\circ}$ such that $\delta_{\mathrm{Q}} \geq \Lambda^{-10}$. We add Q to the collection $\widehat{\mathcal{Q}}_{\epsilon}$ if and only if $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$.
- Step 6 (modified). We examine all cubes $\mathrm{Q} \in \operatorname{CZ}\left(\mathcal{A}^{-}\right)$such that $\delta_{\mathrm{Q}} \leq \Lambda^{-10}$ and $\mathrm{Q} \cap \mathrm{E} \neq \emptyset$. We apply the finite-precision version of Optimize Basis to compute a function $\eta^{\left(Q^{\text {up }}, \mathcal{A}\right)}(\delta)$, where $Q^{\text {up }}$ is the dyadic cube with $Q \subset Q^{\text {up }}$ and $\delta_{Q^{\text {up }}}=\Lambda \delta_{\mathrm{Q}}$. We produce one of two outcomes. Either we guarantee that

$$
\begin{equation*}
\left[\epsilon^{\kappa_{5}^{-1}}>\eta^{\left(\mathrm{Q}^{\text {up }}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}^{\text {up }}}\right)\right] \tag{2.142}
\end{equation*}
$$

or else we guarantee that

$$
\begin{equation*}
\left[\frac{1}{2} \epsilon^{\kappa_{5}^{-1}} \leq \eta^{\left(Q^{\text {up }}, \mathcal{A}\right)}\left(\delta_{Q^{\text {up }}}\right)\right] \tag{2.143}
\end{equation*}
$$

We add Q to the collection $\widehat{\mathrm{Q}}_{\epsilon}$ in the second alternative.
As before, we see that $\#\left(\widehat{\mathcal{Q}}_{\epsilon}\right) \leq \mathrm{C}(\Lambda) \cdot \mathrm{N}$, hence property (b) holds.
Recall that Propositions 8 and 12 of [4] are unchanged in the finite-precision case - only their proofs required modification. Hence, the analysis that the above algorithm works proceeds as before. In place of the conditions (1.159)-(1.163) we use the conditions (2.135), (2.137), (2.139), (2.141), and (2.143).

The proof of properties (c) and (d) requires minor changes to reflect the loss of factors of 2. By choosing smaller values for $\kappa_{1}, \ldots, \kappa_{20}$, we arrange that the extra factors of 2 can be absorbed into relevant estimates in the proof. Thus, we can prove properties (c) and (d) for each cube in $\mathcal{Q}_{\epsilon}$ using the same argument as before.

The proof of property (a) requires minor changes to reflect the loss of factors of 2 . We fix a point $x \in E$.

As before, we consider the increasing chain of cubes $\mathrm{Q}_{0} \subset \mathrm{Q}_{1} \subset \cdots \subset \mathrm{Q}_{\gamma_{\max }}$ in $T$, such that $\mathrm{Q}_{\ell+1}$ is a parent of $\mathrm{Q}_{\ell}$ in $\mathrm{T}, x \in \mathrm{Q}_{0}$, and $\mathrm{Q}_{0} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$.

To prove (a), we will show that there exists a cube $\mathrm{Q} \in \widehat{\mathcal{Q}}_{\epsilon}$ such that $x \in \mathrm{Q}$.
As before, we consider the first extreme case (A), the second extreme case (B), and the main case (C).

In the first extreme case, we assume that $3 \mathrm{Q}^{\circ}$ is tagged with $(\mathcal{A}, \epsilon)$ and deduce that $\eta^{\left(\mathrm{Q}^{\circ}, \mathcal{A}\right)}\left(\delta_{\mathrm{Q}^{\circ}}\right) \leq \epsilon^{\kappa_{5}}$. Hence, according to the above construction in Step 4, we included $Q^{\circ}$ in $\widehat{\widehat{\mathcal{Q}}}_{\epsilon}$.

In the second extreme case, we assume that $3 \mathrm{Q}_{0}$ is not tagged with $(\mathcal{A}, \epsilon)$ and we deduce that $\eta^{\left(Q_{0}^{\text {up }}, \mathcal{A}\right)}\left(\delta_{Q_{0}^{\text {up }}}\right) \geq \epsilon^{1 / k_{5}}$. Hence, according to the construction in Step 6 , we included $\mathrm{Q}_{0}$ in $\widehat{\mathcal{Q}}_{\epsilon}$.

In the GI subcase of the main case, from the assumptions in the GI subcase we prove (1.172) and (1.173) of [4] (see the analysis in infinite-precision). This means that (2.136) does not hold for the cube Q . Hence, according to the construction in Step 2, we included Q in $\widehat{\mathcal{Q}}_{\epsilon}$.

In the GUI subcase of the main case, from the assumptions in the GUI subcase we prove (1.174) and (1.175) of [4]. Hence, (2.133) holds with $\delta=\delta_{Q}$. Thus, we pass to the second alternative in our construction in Step 1 (for the cube $\mathrm{Q}_{v} \in \mathrm{~T}$ ). Hence, we decided to include in $\widehat{\mathcal{Q}}_{\epsilon}$ a cube $\mathrm{Q}^{\prime}$ with $\mathrm{Q}_{v} \subset \mathrm{Q}^{\prime} \subset \mathrm{Q}_{v+1}$.

In the NM subcase of the main case, from the assumptions in the NM subcase we prove (1.176) of [4]. Hence, (2.138) fails to hold for the cube Q. Hence, in the construction in Step 3, we included Q in $\widehat{\mathcal{Q}}_{\epsilon}$.

Thus, as in infinite-precision, we see that there exists $\mathrm{Q}^{\prime} \in \widehat{\mathcal{Q}}_{\epsilon}$ with $\mathrm{Q}_{0} \subset \mathrm{Q}^{\prime} \subset$ $\mathrm{Q}_{\gamma_{\max }}$, and hence $x \in \mathrm{Q}^{\prime}$. This completes the proof of (a).

We choose $\Lambda \geq 1$ to a be a large enough universal constant so that the above holds. That concludes the explanation of the algorithm.

According to our construction, each Q in $\mathcal{Q}_{\epsilon}$ satisfies $\delta_{\mathrm{Q}} \geq \mathrm{c} \cdot \Delta_{0}$. Furthermore, by hypothesis, each $x \in E$ is an $\bar{S}$-bit machine point.

Thus, we can apply the algorithm Placing a point inside target cuboids to compute a cube $\mathrm{Q}_{x} \in \mathcal{Q}_{\epsilon}$ containing each $x \in \mathrm{E}$. This requires work at most $\mathrm{CN} \log \mathrm{N}$ in space CN . Thus, the algorithm Compute lengthscales is unchanged in finite-precision (see Section 1.6.2 of [4]).

Proposition 13 of [4] still holds in the finite-precision setting.

### 2.16. Passing from lengthscales to CZ decompositions

We explain how to define a decomposition $\mathrm{CZ}(\mathcal{A})$ of $\mathrm{Q}^{\circ}$ into machine cubes, and how to define a $\mathrm{CZ}(\mathcal{A})$-oracle.

For each $x \in E$, we compute the machine numbers

$$
\Delta_{\mathcal{A}}(\mathrm{x}):=\delta_{\mathrm{Q}_{x}} .
$$

We say that a testing cube $\mathrm{Q} \subset \mathrm{Q}^{\circ}$ is $\mathrm{OK}(\mathcal{A})$ if either $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$or $\Delta_{\mathcal{A}}(\mathrm{x}) \geq$ $K \delta_{Q}$ for all $x \in E \cap 3 Q$, where $K:=2^{30} / a(\mathcal{A})$ (here, the constant $10^{9}$ in Section 1.7 of [4] is replaced by $2^{30}$ ).

We define a Calderón-Zygmund decomposition $\mathrm{CZ}(\mathcal{A})$ of the unit cube $\mathrm{Q}^{\circ}$ to consist of the maximal dyadic subcubes $\mathrm{Q} \subset \mathrm{Q}^{\circ}$ that are $\operatorname{OK}(\mathcal{A})$.

Clearly, $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$refines the decomposition $\mathrm{CZ}(\mathcal{A})$, namely, each cube in $\mathrm{CZ}(\mathcal{A})$ is a disjoint union of the cubes in $\mathrm{CZ}\left(\mathcal{A}^{-}\right)$. Since $\delta_{\mathrm{Q}} \geq \frac{1}{32} \cdot \Delta_{0}$ for each $\mathrm{Q} \in \mathrm{CZ}\left(\mathcal{A}^{-}\right)$ (by the finite-precision version of the Main Technical Results for $\mathcal{A}^{-}$), we have

$$
\begin{equation*}
\delta_{\mathrm{Q}} \geq \frac{1}{32} \cdot \Delta_{0} \quad \text { for each } \mathrm{Q} \in \mathrm{CZ}(\mathcal{A}) \tag{2.144}
\end{equation*}
$$

This implies an additional property of $\mathrm{CZ}(\mathcal{A})$ that is required in the finite-precision version of Main Technical Results for $\mathcal{A}$.

We construct a $\mathrm{CZ}(\mathcal{A})$-oracle using the Glorified CZ-Oracle, where we take $\Delta(x):=\Delta_{\mathcal{A}}(x) / K=\Delta_{\mathcal{A}}(x) \cdot a(\mathcal{A}) \cdot 2^{-30}$. Note that $a(\mathcal{A})=a_{\text {new }}=2^{-\widetilde{S}}$, where $\underset{\sim}{\widetilde{S}} \leq C \bar{S}$ for a universal constant $C($ see $(2.97))$. Note also that $\Delta_{\mathcal{A}}(x)=\delta_{Q_{x}}$ is an $\widetilde{S}$-bit machine number (recall that $\mathrm{Q}_{x}$ is a testing cube, and use Remark 1). Thus, $\Delta(x)$ is an $\widetilde{S}$-bit machine number for each $x \in E$, where $\widetilde{S} \leq C^{\prime} \bar{S}$ for a universal constant $C^{\prime}$. Thus, the extra hypotheses required for the finite-precision version of the Glorified CZ-Oracle are valid (see Section 2.10).

We refer the reader to Section 1.7 of [4] for a proof of the remaining properties (CZ1)-(CZ5) of the decomposition CZ $(\mathcal{A})$. See Propositions 14, 15, and 16 of [4], and equations (1.179) and (1.180) of [4].

We have thus proven all the properties of the decomposition $\mathrm{CZ}(\mathcal{A})$ stated in the Main Technical Results for $\mathcal{A}$.

### 2.17. Completing the induction

In executing the algorithm Produce all supporting data in finite-precision, we need to produce extra stuff, since we added stuff to the definition of modified supporting data (see Modification 1 in Section 2.13.2). For each $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{A})$, we need to list all the points $x \in E \cap \frac{65}{64} Q$. However, it's easy to do that. The procedure is as follows: we loop over all points $x \in E$. For each $x$, we use the $\mathrm{CZ}(\mathcal{A})$ ORACLE to find all the $\mathrm{Q} \in \mathrm{CZ}_{\text {main }}(\mathcal{A})$ such that $x \in \frac{65}{64} \mathrm{Q}$, and we then add $x$ to a list associated to each relevant Q . Any given $x$ is associated to at most $C$ cubes Q , and we can find each cube in the list $\mathrm{CZ}_{\text {main }}(\mathcal{A})$ by binary search that requires work at most $\mathrm{C} \log \mathrm{N}$. Therefore, this procedure requires work at most $\mathrm{CN} \log \mathrm{N}$ in space CN. Thus, the work and storage used by the finite-precision version of the algorithm Produce all supporting data are bounded as required.

In place of (1.182) and (1.183) of [4], we have to prove the estimates

$$
\|(f, P)\|_{(1+a(\mathcal{A})) \widehat{Q}} \leq C M_{\widehat{Q}}(f, P) \quad \text { and } \quad M_{\widehat{Q}}(f, P) \leq C\|(f, P)\|_{\frac{65}{64} \widehat{Q}}+C \Delta_{\text {new }}|P|
$$

We prove these estimates using the finite-precision unconditional and conditional inequalities, just as in the infinite-precision case.

We separately treat the simple and non-simple cubes $\widehat{\mathrm{Q}} \in \mathrm{CZ}(\mathcal{A})$ as in Sections 1.8.1 and 1.8.2 of [4]. We make a few small changes to the analysis. which are documented below.

- In Section 1.8 .1 of [4]: We defined lists $\Xi(\widehat{\mathrm{Q}}, \mathcal{A})$ and $\Omega(\widehat{\mathrm{Q}}, \mathcal{A})$ of linear functionals, and a linear map $\mathrm{T}_{(\widehat{\mathrm{Q}}, \mathcal{A})}$ for each of the non-simple cubes $\widehat{\mathrm{Q}} \in \mathrm{CZ}(\mathcal{A})$. The definitions are unchanged. See the versions of the algorithms Compute new assists, Compute new assisted functionals, and Compute new extension operator in Section 2.13.2. The linear functionals and linear maps here are all computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- In Section 1.8.1 of [4]: We need to control an extra sum when evaluating the upper bound on the work and storage. Namely, we have to control the sum

$$
\sum_{\widehat{\mathrm{Q}} \in \mathrm{CZ}_{\operatorname{main}}(\mathcal{A})}\left\{\#\left(\frac{65}{64} \widehat{\mathrm{Q}} \cap \mathrm{E}\right)\right\} .
$$

This extra term arises from the work of applying the finite-precision version of Compute new assisted functionals (see Section 2.13.2). This sum is bounded by $C N$, thanks to the bounded overlap of the cubes $\frac{65}{64} \widehat{\mathrm{Q}}$, for $\widehat{\mathrm{Q}} \in \operatorname{CZ}(\mathcal{A})$. Hence, the work and storage needed to compute all the functionals defined in Section 1.8.1 of [4] are bounded as required.

- In Section 1.8.2 of [4]: We defined lists $\Xi(\widehat{\mathrm{Q}}, \mathcal{A})$ and $\Omega(\widehat{\mathrm{Q}}, \mathcal{A})$, and a linear map $\mathrm{T}_{(\widehat{\mathrm{Q}}, \mathcal{A})}$ for each of the simple cubes $\widehat{\mathrm{Q}} \in \mathrm{CZ}(\mathcal{A})$. The definitions are unchanged. See the relevant text. The linear functionals and linear maps here are all computed with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- In Section 1.8.2 of [4]: The finite-precision version of (1.185) (from the Main Technical Results for $\mathcal{A}^{-}$) states that

$$
\begin{equation*}
C^{-1}\|(f, R)\|_{(1+a) Q} \leq M_{\left(Q, \mathcal{A}^{-}\right)}(f, P) \left\lvert\, \leq C\left[\|(f, P)\|_{\frac{65}{64} Q}+\Delta_{j u n k}|P|\right]\right. \tag{2.145}
\end{equation*}
$$

- In Section 1.8.2 of [4]: The statement and proof of Prop. 17 are unchanged.
- In Section 1.8.2 of [4]: The finite-precision version of Lemma 15 states that

$$
C^{-1}\|(f, P)\|_{\left(1+\mathrm{a}_{\text {new }}\right) \widehat{\mathrm{Q}}} \leq M_{(\widehat{\mathrm{Q}}, \mathcal{A})}(\mathrm{f}, \mathrm{P}) \leq \mathrm{C}\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \widehat{\mathrm{Q}}}+\Delta_{\text {new }}|\mathrm{P}|\right]
$$

We prove this estimate as follows. From (2.145) we have

$$
\left[M_{(\widehat{\mathrm{Q}}, \mathcal{A})}(\mathrm{f}, \mathrm{P})\right]^{\mathrm{p}} \leq \mathrm{C} \sum_{\substack{\mathrm{Q} \in \mathrm{C} Z_{\operatorname{main}}\left(\mathcal{A}^{-}\right) \\ \mathrm{Q} \subset\left(1+\mathrm{t}_{6}\right)}}\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{\mathrm{Q}}{64} \mathrm{Q}}^{\mathrm{p}}+\Delta_{\mathrm{junk}}^{\mathrm{p}}|\mathrm{P}|^{\mathrm{p}}\right]
$$

The number of Q arising in the above sum is at most C. Hence,

$$
M_{(\widehat{\mathrm{Q}}, \mathcal{A})}(\mathrm{f}, \mathrm{P}) \leq \mathrm{C}\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \widehat{\mathrm{Q}}}+\Delta_{\text {new }}|\mathrm{P}|\right],
$$

as in the proof in the infinite-precision setting. Here, we use that $\Delta_{\text {junk }} \leq \Delta_{\text {new }}$; see (2.82).

- In the Closing Remarks: We fix $\epsilon$ to be a small enough universal constant. The parameters $\Delta_{g}=\Delta_{\mathrm{g}}\left(\mathcal{A}^{-}\right), \Delta_{\epsilon}=\Delta_{\epsilon}\left(\mathcal{A}^{-}\right)$, and $\Delta_{\text {new }}$ are assumed to satisfy $(2.82),(2.98)$ and (2.121). ${ }^{4}$ We also impose the assumptions $\Delta_{\text {junk }}(\mathcal{A}) \geq \Delta_{\text {new }}$, $\Delta_{\mathrm{g}}(\mathcal{A}) \leq \Delta_{\mathrm{g}}^{\mathrm{C}}$, and $\Delta_{\epsilon}(\mathcal{A}) \geq \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$, for a large enough universal constant C . Thus, we obtain the Main Technical Results for $\mathcal{A}$ from the above bullet points.
- If $\mathcal{A}=\emptyset$ (the maximal multiindex set) then the induction is complete. We do not fix a choice of the parameters $\Delta_{\epsilon}(\mathcal{A}), \Delta_{g}(\mathcal{A}), \Delta_{\text {junk }}(\mathcal{A})$ (for $\left.\mathcal{A} \subset \mathcal{M}\right)$ just yet. These parameters are determined later in the proofs of our Main Theorems.


### 2.18. Main theorems

2.18.1. Homogeneous Sobolev spaces. In this section we prove Theorem 1 using the Main Technical Results for $\mathcal{A}=\emptyset$.

We assume we are given parameters $\Delta_{\min }=2^{-K_{\max } \bar{S}}, \Delta_{\epsilon}^{\circ}:=2^{-K_{1} \bar{S}}, \Delta_{g}^{\circ}:=$ $2^{-K_{2} \bar{S}}$, and $\Delta_{\text {junk }}^{\circ}:=2^{-K_{3} \bar{S}}$, for integers $K_{1}, K_{2}, K_{3}, K_{\max } \geq 1$ as in Theorem 1 .

The proof is identical to the argument in Section 2.1 of [4], except for minor changes, which we describe below.

We start from the sentence "By translating and rescaling, we may assume ...."
We let the parameters $\Delta_{\epsilon}=\Delta_{\epsilon}(\emptyset), \Delta_{\mathfrak{g}}=\Delta_{\mathfrak{g}}(\emptyset)$, and $\Delta_{\mathrm{junk}}=\Delta_{\mathrm{junk}}(\emptyset)$ be as in the Main Technical Results for $\mathcal{A}=\emptyset$.

According to the Main Technical Results for $\mathcal{A}=\emptyset$, we are given the following objects.

There is a dyadic decomposition CZ of the unit cube $\mathrm{Q}^{\circ}$. The CZ-Oracle operates as before, except that the query point $\underline{x} \in Q^{\circ}$ is required to be an $S$-bit machine point. We can list all the cubes $Q \in C Z$ such that $\underline{x} \in \frac{65}{64} Q$, using work at most $\mathrm{C} \log \mathrm{N}$.

For each $Q \in C Z$ with $\frac{65}{64} Q \cap E \neq \emptyset$, we are given a collection $\Omega(Q) \subset$ $\left[\mathbb{X}\left(E \cap \frac{65}{64} Q\right)\right]^{*}$ of assist functionals, a collection $\Xi(Q) \subset\left[\mathbb{X}\left(E \cap \frac{65}{64} Q\right) \oplus \mathcal{P}\right]^{*}$ of assisted functionals, and a linear map $T_{Q}: \mathbb{X}\left(E \cap \frac{65}{64} Q\right) \oplus \mathcal{P} \rightarrow \mathbb{X}$.

We recall some of the main properties of these objects in the points below.

- Modification 1. For each $Q \in C Z$ with $\frac{65}{64} Q \cap E \neq \emptyset$, the linear functionals $\omega \in \Omega(\mathrm{Q})$ are given with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$; also, the linear functionals $\xi \in \Xi(Q)$ are given in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of the assists $\Omega(\mathrm{Q})$.

Given $Q \in C Z$ with $\frac{65}{64} Q \cap E \neq \emptyset$, given an S-bit machine point $\underline{x} \in Q^{\circ}$, and given $\alpha \in \mathcal{M}$, we compute the linear functional (f, $P) \mapsto \partial^{\alpha}\left(T_{Q}(f, P)\right)(\underline{x})$ in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in terms of the assists $\Omega(\mathrm{Q})$.

- Modification 2. We replace (2.1) of [4] with the corresponding estimate from the finite-precision version of the Main Technical Results for $\mathcal{A}=\emptyset$, namely:

$$
\begin{equation*}
\sum_{\xi \in \Xi(Q)}|\xi(f, P)|^{p} \leq C\left[\|(f, P)\|_{\frac{65}{64} Q}^{p}+\Delta_{j u n k}^{p}|P|^{p}\right] \tag{2.146}
\end{equation*}
$$

[^4]- The linear maps $\mathrm{T}_{\mathrm{Q}}$ satisfy (2.2) and (2.3) of [4] just as before.
- From the conditions in the Main Technical Results we learn that $\delta_{Q}>c_{*}$ for every $\mathrm{Q} \in \mathrm{CZ}$, for the universal constant $\mathrm{c}_{*}=\mathrm{c}_{*}(\emptyset)$. Using the CZ-Oracle, we can list all the cubes in CZ using work at most $\mathrm{C} \log \mathrm{N}$. The algorithm is as before.
- Modification 3. As before, we let a denote the universal constant $a(\emptyset)$. According to the finite-precision version of the Main Technical Results, we know that $a$ is an integer power of 2 . Thus, $a$ is a machine number. We define a family of cutoff functions $\widetilde{\theta}_{Q}$ (for $Q \in C Z$ ) as before. For a statement of the relevant properties of $\widetilde{\theta}_{\mathrm{Q}}$, we refer the reader to the text following (2.4) of [4]. The finite-precision version of the algorithm Compute auxiliary functions requires slight modification to allow for roundoff errors. Given $Q_{\sim} \in \mathrm{CZ}$ and given an Sbit machine point $\underline{x} \in Q^{\circ}$, we compute the numbers $\partial^{\alpha}\left(\hat{\theta}_{\mathrm{Q}}\right)(\underline{x})$ for all $\alpha \in \mathcal{M}$. We guarantee that the numbers $\partial^{\alpha}\left(\widetilde{\theta}_{\mathrm{Q}}\right)(\underline{\mathrm{x}})$ have magnitude at most $\Delta_{\mathrm{g}}^{-\mathrm{C}}$ and are computed to precision $\Delta_{\tilde{g}}^{-\mathrm{C}} \Delta_{\epsilon}$ for a universal constant $C$. For the explanation, we define a spline function $\underset{\sim}{\tilde{\theta}}$ (depending on a) with $\widetilde{\theta} \geq 1 / 2$ on $\mathrm{Q}^{\circ}=[0,1)^{n}, \widetilde{\theta} \equiv 0$ outside $(1+a) Q^{\circ}, 0 \leq \tilde{\theta}_{Q} \leq 1$ on $\mathbb{R}^{n}$, and $\left|\partial^{\beta} \widetilde{\theta}_{Q}(x)\right| \leq C\left(\right.$ for $\left.\beta \in \mathcal{M}, x \in \mathbb{R}^{n}\right)$. We also assume that the derivatives of $\widetilde{\theta}$ at a general S-bit machine point in $\mathbb{R}^{n}$ can be computed to precision $\Delta_{\epsilon}$. This is possible because the machine precision of our computer is $\Delta_{\min } \ll \Delta_{\epsilon}$. We define $\widetilde{\theta}_{\mathrm{Q}}$ to be an appropriately shifted and rescaled version of $\widetilde{\theta}$ that is supported on the cube $(1+a) Q$. Since $\delta_{Q} \geq c^{*}$ for all $\mathrm{Q} \in \mathrm{CZ}$, we learn that $\left|\partial^{\beta} \widetilde{\theta}_{\mathrm{Q}}(x)\right| \leq \mathrm{C}^{\prime} \leq \Delta_{g}^{-\mathrm{C}^{\prime}}$ for a large enough universal constant $\mathrm{C}^{\prime}$. We can compute $\partial^{\alpha} \widetilde{\theta}_{\mathrm{Q}}(\underline{\chi})$ (for $\alpha \in \mathcal{M}$ ) with precision $\Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}$ by rescaling the $\alpha$-derivative of $\widetilde{\theta}$ at a suitable machine point in $\mathbb{R}^{n}$ (determined by $\underline{x}$ ).
- Modification 4. We modify Compute POU2 to take into account roundoff errors. Given $\mathrm{Q} \in \mathrm{CZ}$ and given an $S$-bit machine point $\underline{x} \in \mathrm{Q}^{\circ}$, we compute the numbers $\partial^{\alpha}\left(\theta_{Q}\right)(\underline{x})$ for each $\alpha \in \mathcal{M}$. The numbers $\partial^{\alpha}\left(\theta_{Q}\right)(\underline{x})$ are bounded in magnitude by $\Delta_{g}^{-\mathrm{C}}$ and are computed to precision $\Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$ for a universal constant C. Here, $\theta_{\mathrm{Q}}$ is defined in terms of $\widetilde{\theta}_{\mathrm{Q}}$ as in the infinite-precision text. The explanation is obvious. We choose the function $\eta(t)$ to be a spline function whose derivatives can be computed to precision $\Delta_{\epsilon}$, and we compute the derivatives of $\theta_{\mathrm{Q}}$ using the Leibniz rule. Of course, we still have properties (1)-(4) of the partition of unity $\left(\theta_{\mathrm{Q}}\right)$.
- The definitions of $\Xi^{\circ}, \Omega^{\circ}$, and $\mathrm{T}^{\circ}$, are unchanged. We define $\Xi^{\circ}$ to be the union of the lists $\Xi(Q)$, and we define $\Omega^{\circ}$ to be the union of the lists $\Omega(Q)$. We define $T^{\circ}(f, P)$ as in (2.5) of [4], namely:

$$
\mathrm{T}^{\circ}(\mathrm{f}, \mathrm{P})=\sum_{\substack{\mathrm{Q} \in \mathrm{CZ} \\ \frac{65}{64} \mathrm{Q} \cap \mathrm{E} \neq \emptyset}} \theta_{\mathrm{Q}} \cdot \mathrm{~T}_{\mathrm{Q}}(\mathrm{f}, \mathrm{P})+\sum_{\substack{\mathrm{Q} \in \mathrm{C}, \frac{65}{64} \mathrm{Q} \cap \mathrm{E}=\emptyset}} \theta_{\mathrm{Q}} \cdot \mathrm{P} .
$$

- Modification 5. The second bullet point in Proposition 18 of [4] is changed to account for roundoff errors. Given an S-bit machine point $\underline{x} \in Q^{\circ}$ and given
$\alpha \in \mathcal{M}$, we compute the linear functional $(f, P) \mapsto \partial^{\alpha}\left(T^{\circ}(f, P)\right)(\underline{x})$ in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of the assists $\Omega^{\circ}$. The explanation is an obvious consequence of the Leibniz rule, since the functionals $(f, P) \mapsto \partial^{\beta}\left(T_{Q}(f, P)\right)(\underline{x})$ can be computed with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-C} \Delta_{\epsilon}\right)$, and the numbers $\partial^{\beta}\left(\theta_{Q}\right)(\underline{\chi})$ can be computed with parameters ( $\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}$ ).
- Modification 6. The fourth bullet point of Proposition 18 of [4] is changed to instead consist of the estimate

$$
\begin{equation*}
\sum_{\xi \in \Xi^{\circ}}|\xi(f, P)|^{p} \leq C \cdot\left[\|(f, P)\|_{\frac{65}{64} Q^{\circ}}^{p}+\Delta_{j u n k}^{p}|P|^{p}\right] \tag{2.147}
\end{equation*}
$$

Next, we explain how to modify the proof of Proposition 18.

- Modification 7. We replace (2.10) of [4] with

$$
\sum_{\substack{\mathrm{Q} \in \mathrm{CZ} \\ \frac{65}{64} \mathrm{Q} \cap \mathrm{E} \neq \emptyset}} \sum_{\xi \in \Xi(\mathrm{Q})}|\xi(f, P)|^{\mathrm{p}} \leq \mathrm{C} \cdot \sum_{\substack{\mathrm{Q5} \in \mathrm{CZ} \\ \frac{64}{64} \mathrm{Q} \cap \neq \emptyset}}\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \mathrm{Q}}^{\mathrm{p}}+\Delta_{\mathrm{junk}}^{\mathrm{p}}|\mathrm{P}|^{p}\right]
$$

which follows from (2.146).
Now, the cardinality of $C Z$ is at most a universal constant and $\|(f, P)\|_{\frac{65}{64} \mathrm{Q}} \leq$ $C\|(f, P)\|_{\frac{65}{64} Q^{\circ}}$, just as before. Hence, we have

$$
\sum_{\substack{\mathrm{Q} \in \mathrm{CZ} \\ \frac{65}{64} \mathrm{Q} \cap \mathrm{E} \neq \emptyset}} \sum_{\xi \in \Xi(\mathrm{Q})}|\xi(\mathrm{f}, \mathrm{P})|^{\mathrm{p}} \leq \mathrm{C} \cdot\left[\|(\mathrm{f}, \mathrm{P})\|_{\frac{65}{64} \mathrm{Q}^{\circ}}^{p}+\Delta_{\text {junk }}^{p}|\mathrm{P}|^{\mathrm{p}}\right] .
$$

But this is just the estimate in the modified fourth bullet point (see Modification 6). The remainder of the proof of Proposition 18 of [4] is unchanged. This completes the proof of the modified version of Proposition 18 of [4].

- Modification 8. Now we introduce a linear map $\mathfrak{R}: \mathbb{X}(E) \mapsto \mathcal{P}$ using the finite-precision version of Optimize via matrix with $\Delta=\Delta_{\text {junk }}$. We compute the map $\mathfrak{R}$ in short form with parameters $\left(\Delta_{g}, \Delta_{\epsilon}\right)$ in the following sense: for each $\alpha \in \mathcal{M}$, we compute the linear functional $f \mapsto \partial^{\alpha}(\mathfrak{R}(f))(0)$ in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ (without assists). We guarantee that

$$
\begin{equation*}
\sum_{\xi \in \Xi^{\circ}}|\xi(f, \Re(f))|^{p} \leq C \cdot\left[\sum_{\xi \in \Xi^{\circ}}|\xi(f, R)|^{p}+\Delta_{\text {junk }}^{p}|R|^{p}\right] \quad \text { for any } R \in \mathcal{P} \text {. } \tag{2.148}
\end{equation*}
$$

(This estimate is the finite-precision analogue of (2.14) of [4].)
We can answer slightly more general queries: given an S-bit machine point $\underline{x} \in Q^{\circ}$, and given $\alpha \in \mathcal{M}$, we compute the linear functional $f \mapsto \partial^{\alpha}(\Re(f))(\underline{\chi})$. This follows because of Taylor's formula, which allows us to express the functional $\mathrm{f} \mapsto \partial^{\alpha}(\mathfrak{R}(\mathrm{f}))(\underline{\mathrm{x}})$ as a weighted combination

$$
\sum_{|\beta| \leq m-1-|\alpha|} \frac{1}{\beta!} \cdot(\underline{x})^{\beta} \partial^{\alpha+\beta}(\Re(f))(0)
$$

of the linear functionals $f \mapsto \partial^{\gamma}(\mathfrak{R}(f))(0)(\gamma \in \mathcal{M})$. The coefficients in this combination can be computed to precision $\left(\Delta_{g}, \Delta_{\epsilon}\right)$, and so the claim follows.

- Modification 9. The list $\Xi$ consists of all the functionals $\xi: f \mapsto \xi^{\circ}(f, \mathfrak{R}(f))$ with $\xi^{\circ} \in \Xi^{\circ}$. We compute each $\xi \in \Xi$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ by composing a linear functional $\xi^{\circ} \in \Xi^{\circ}$ with the linear map $f \mapsto \mathfrak{R}(f)$.
- Modification 10. The cutoff function $\theta^{\circ}$ is defined as before. The same properties (1)-(4) hold. For the construction, we choose $\theta^{\circ}$ to be an appropriate spline function. The computation of $\theta^{\circ}$ is modified to take into account roundoff errors. Given an $S$-bit machine point $\underline{x} \in Q^{\circ}$, we compute the numbers $\partial^{\alpha}\left(\theta^{\circ}\right)(\underline{x})$ (all $\alpha \in \mathcal{M})$ to within precision $\Delta_{\mathcal{g}}^{-\mathrm{C}} \Delta_{\epsilon}$; these numbers have magnitude at most $\Delta_{\mathrm{g}}^{-\mathrm{C}}$. This computation requires work at most C .
- Modification 11. Just as before, we define $T: \mathbb{X}(E) \rightarrow \mathbb{X}$ by the formula $\mathrm{Tf}=\theta^{\circ} \cdot \mathrm{T}^{\circ}(\mathrm{f}, \mathfrak{R}(\mathrm{f}))+\left(1-\theta^{\circ}\right) \cdot \mathfrak{R}(\mathrm{f})$. We need to modify the query algorithm for T to take into account roundoff error. Given an S-bit machine point $\underline{x} \in \mathrm{Q}^{\circ}$, and given $\alpha \in \mathcal{M}$, we compute the linear functional $f \mapsto \partial^{\alpha}(T(f))(\underline{x})$ in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of the assists $\Omega$. The explanation is an obvious consequence of the Leibniz rule, since the linear maps $\mathfrak{R}, \mathrm{T}^{\circ}$, and the cutoff function $\theta^{\circ}$ have been computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, as described in the previous bullet points.
- For the same reason as before, we have

$$
\|\mathrm{Tf}\|_{\mathbb{X}}^{p} \leq \mathrm{C} \cdot \sum_{\xi \in \Xi}|\xi(\mathrm{f})|^{\mathrm{p}}
$$

(As in the proof of (2.17) of [4]).

- Modification 12. The estimate (2.18) of [4] no longer holds. Instead, we have

$$
\begin{aligned}
\sum_{\xi \in \Xi}|\xi(f)|^{p} & =\sum_{\xi^{\circ} \in \Xi^{\circ}}\left|\xi^{\circ}(f, \mathfrak{R}(f))\right|^{p} \leq C \inf _{R \in \mathcal{P}}\left\{\sum_{\xi^{\circ} \in \Xi^{\circ}}\left|\xi^{\circ}(f, R)\right|^{p}+\Delta_{\text {junk }}^{p}|R|^{p}\right\} \\
& \leq C \inf _{R \in \mathcal{P}}\left\{\|(f, R)\|_{\frac{65}{64} Q^{\circ}}^{p}+\Delta_{\text {junk }}^{p}|R|^{p}\right\} .
\end{aligned}
$$

(As in the proof of (2.20) of [4].)
For an arbitrary $F \in \mathbb{X}$ with $F=f$ on $E$, set $R=J_{x} F$, and estimate $\| F-$ $R\left\|_{L^{p}\left(\frac{65}{64} Q^{\circ}\right)} \leq C\right\| F \|_{\mathbb{X}}$ using the Sobolev inequality. Also, by the Sobolev inequality, $\left|J_{\chi} F\right| \leq\|F\|_{\mathbb{X}}+\|F\|_{L^{p}\left(Q^{\circ}\right)}$. So the last infimum above is dominated by $C \cdot\left[\|F\|_{\mathbb{X}}^{p}+\right.$ $\left.\Delta_{\text {junk }}^{\mathrm{p}}\|F\|_{\mathrm{L}^{\mathrm{p}}\left(\mathrm{Q}^{\circ}\right)}^{\mathrm{p}}\right]$. Hence,

$$
\sum_{\xi \in \Xi}|\xi(f)|^{p} \leq C \cdot \inf \left\{\|F\|_{\mathbb{X}}^{p}+\Delta_{\text {junk }}^{p}\|F\|_{L^{p}\left(Q^{\circ}\right)}^{p}: F \in \mathbb{X}, F=f \text { on } E\right\} .
$$

- Just as before, we prove that

$$
c \cdot\|f\|_{\mathbb{X}(E)}^{p} \leq \sum_{\xi \in \Xi}|\xi(f)|^{p}
$$

(As in the proof of (2.20) of [4].)
Recall that we have set $\Delta_{\mathrm{g}}=\Delta_{\mathrm{g}}(\emptyset), \Delta_{\epsilon}=\Delta_{\epsilon}(\emptyset)$, and $\Delta_{\mathrm{junk}}=\Delta_{\mathrm{junk}}(\emptyset)$ in the above bullet points.

From (2.73), we may impose the assumption $\Delta_{\mathrm{junk}} \leq \Delta_{\text {junk }}^{\circ}$. Thus, from the last three bullet points we learn that
$c\|f\|_{\mathbb{X}(E)} \leq\left(\sum_{\xi \in \Xi}|\xi(f)|^{p}\right)^{1 / p} \leq C \inf \left\{\|F\|_{\mathbb{X}}+\Delta_{\text {junk }}^{\circ}\|F\|_{L^{p}\left(Q^{\circ}\right)}: F \in \mathbb{X}, F=f\right.$ on $\left.E\right\}$ and

$$
\|T f\|_{\mathbb{X}} \leq C \cdot \inf \left\{\|F\|_{\mathbb{X}}+\Delta_{\text {junk }}^{\circ} \cdot\|F\|_{L^{p}\left(Q^{\circ}\right)}: F \in \mathbb{X}, F=f \text { on } E\right\},
$$

as desired (see Theorem 1).
All of the functionals $f \mapsto \omega(f), f \mapsto \xi(f)$, and $f \mapsto \partial^{\alpha}(T f)(\underline{x})$ in the above bullet points, which arise in the statement of Theorem 1, are specified with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}_{0}}, \Delta_{\mathrm{g}}^{-\mathrm{C}_{0}} \Delta_{\epsilon}\right)$ for a universal constant $\mathrm{C}_{0}$. According to (2.73) and (2.74), we may assume that $\Delta_{\mathrm{g}}^{\circ} \leq\left(\Delta_{\mathrm{g}}\right)^{\mathrm{C}_{0}}$ and $\Delta_{\mathrm{g}}^{-\mathrm{C}_{0}} \Delta_{\epsilon} \leq \Delta_{\epsilon}^{1 / 2} \leq \Delta_{\epsilon}^{\circ}$. Thus, we can compute all of the functionals relevant to Theorem 1 with parameters $\left(\Delta_{g}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$.

This completes the proof of Theorem 1.
2.18.2. Inhomogeneous Sobolev spaces. Once we pass from Homogeneous $L^{m, p}\left(\mathbb{R}^{n}\right)$ to Inhomogeneous $W^{m, p}\left(\mathbb{R}^{n}\right)$, the error terms $\Delta_{\text {junk }}^{\circ}\|F\|_{L^{p}\left(Q^{\circ}\right)}$ in Theorem 1 will become irrelevant.

Our main result for inhomogeneous Sobolev spaces is Theorem 2 written below. We follow the argument in Section 2.2 of [4], with the following changes.

- Modification 1. We let $\mathrm{T}^{\circ}, \Xi^{\circ}, \Omega^{\circ}$ be defined as in the previous section. We will use the finite-precision version of Proposition 18 of [4], which guarantees the following:
- We list the functionals in $\Omega^{\circ}$. Each $\omega^{\circ} \in \Omega^{\circ}$ is specified in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$.
- We list the functionals in $\Xi^{\circ}$. Each $\xi^{\circ} \in \Xi^{\circ}$ is specified in short form in terms of the assists $\Omega^{\circ}$ with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$. The functionals in $\Xi^{\circ}$ satisfy the modified estimate (2.147).
- Given an $S$-bit machine point $\underline{x} \in \mathrm{Q}^{\circ}$ and given $\alpha \in \mathcal{M}$, we compute the linear functional $(f, P) \mapsto \partial^{\alpha}\left(T^{\circ}(f, P)\right)(\underline{x})$ in short form with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of the assists $\Omega^{\circ}$, using work at most $\mathrm{C} \log \mathrm{N}$.
- Modification 2. We introduce a cutoff function $\theta^{\circ}$. Let $\underline{x} \in Q^{\circ}$ be a given point with $S$-bit machine numbers as coordinates. We compute the numbers $\partial^{\alpha}\left(\theta^{\circ}\right)(\underline{x})($ all $\alpha \in \mathcal{M})$ up to an additive error of absolute value at most $\Delta_{g}^{-C} \Delta_{\epsilon}$; these numbers have absolute value at most $\Delta_{\mathrm{g}}^{-\mathrm{C}}$. This requires work at most C .
- Modification 3. In the proof of (2.23) of [4], we use the modified estimate from the fourth bullet point in the finite-precision version of Proposition 18. (See (2.147).) This gives

$$
\sum_{\xi \in \Xi^{\circ}}|\xi(f, 0)|^{p} \leq C \inf \left\{\|F\|_{L^{m, p}\left(\frac{65}{64} Q^{\circ}\right)}^{p}+\|F\|_{L^{p}\left(\frac{65}{64} Q^{\circ}\right)}^{p}: F \in \mathbb{X}, \quad F=f \text { on } E\right\}
$$

The junk term in (2.147) disappears because we set $\mathrm{P}=0$.

- Modification 4. The rest of the content of the section is unchanged. In particular, the collections $\Xi$ and $\Omega$ consisting of linear functionals on $\mathbb{X}(E)$, and the linear map $\mathrm{T}: \mathbb{X}(E) \mapsto \mathbb{X}$ are defined as before. The functionals in $\Omega$ are computed in short form with parameters $\left(\Delta_{g}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$, and the functionals in $\Xi$ are computed in short form with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}}, \Delta_{\mathrm{g}}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of the assists $\Omega$. Given an S-bit machine point $\underline{x} \in \mathrm{Q}^{\circ}$ and given $\alpha \in \mathcal{M}$, we can compute the linear functional $f \mapsto \partial^{\alpha}(T(f))(\underline{\chi})$ in short form with parameters $\left(\Delta_{g}^{C}, \Delta_{g}^{-\mathrm{C}} \Delta_{\epsilon}\right)$ in terms of the assists $\Omega$, using work at most $C \log N$.

All the functionals in the above bullet points are computed with parameters $\left(\Delta_{\mathrm{g}}^{\mathrm{C}_{0}}, \Delta_{\mathrm{g}}^{-\mathrm{C}_{0}} \Delta_{\epsilon}\right)$ for a universal constant $\mathrm{C}_{0}$. According to (2.73) and (2.74), we may assume that $\Delta_{\mathrm{g}}^{\circ} \leq\left(\Delta_{\mathrm{g}}\right)^{\mathrm{C}_{0}}$ and $\Delta_{\mathrm{g}}^{-\mathrm{C}_{0}} \Delta_{\epsilon} \leq \Delta_{\epsilon}^{1 / 2} \leq \Delta_{\epsilon}^{\circ}$, for parameters $\Delta_{\mathrm{g}}^{\circ}$ and $\Delta_{\epsilon}^{\circ}$ as in the statement of Theorem 1. Thus, we can compute our functionals with parameters $\left(\Delta_{\mathrm{g}}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$ for suitable $\Delta_{\mathrm{g}}^{\circ}$ and $\Delta_{\epsilon}^{\circ}$ (see below).

We have proven the following theorem, which is our main extension theorem for inhomogeneous Sobolev spaces in a finite-precision model of computation.

Theorem 2. There exists $\mathrm{C}=\mathrm{C}(\mathrm{m}, \mathrm{n}, \mathrm{p}) \geq 1$ such that the following holds.
Let $\overline{\mathrm{S}} \geq 1$ be an integer.
Assume $\mathrm{E} \subset \frac{1}{32} \mathrm{Q}^{\circ}$ satisfies $\#(\mathrm{E})=\mathrm{N} \geq 2$, where $\mathrm{Q}^{\circ}=[0,1)^{\mathrm{n}}$. Assume that the points of E have $\overline{\mathrm{S}}$-bit machine numbers as coordinates.

Assume that $\mathrm{K}_{1}, \mathrm{~K}_{\frac{2}{}}, \mathrm{~K}_{\max } \in \mathbb{N}$ satisfy $\mathrm{K}_{\max } \geq \mathrm{C} \cdot \mathrm{K}_{1} \geq \mathrm{C}^{2} \cdot \mathrm{~K}_{2} \geq \mathrm{C}^{3}$.
Let $\Delta_{\min }^{\circ}=2^{-\mathrm{K}_{\max } \overline{\mathrm{S}}}, \Delta_{\epsilon}^{\circ}:=2^{-\mathrm{K}_{1} \overline{\mathrm{~S}}}$, and $\Delta_{\mathrm{g}}^{\circ}=2^{-\mathrm{K}_{2} \overline{\mathrm{~S}}}$.
We assume that our computer can perform arithmetic operations on S-bit machine numbers with precision $\Delta_{\text {min }}^{\circ}$, where $\mathrm{S}=\mathrm{K}_{\text {max }} \cdot \overline{\mathrm{S}}$.

Then we compute lists $\Omega$ and $\Xi$, consisting of linear functionals on $W^{\mathrm{m}, \mathfrak{p}}(\mathrm{E})=$ $\{f: E \rightarrow \mathbb{R}\}$, with the following properties.

- The sum of $\operatorname{depth}(\omega)$ over all $\omega \in \Omega$ is bounded by CN . The number of functionals in $\Xi$ is at most CN .
- Each functional $\xi$ in $\Xi$ has $\Omega$-assisted bounded depth.
- The functionals $\omega \in \Omega$ and $\xi \in \Xi$ are computed in short form with parameters $\left(\Delta_{g}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$.
- For all $\mathrm{f} \in \mathrm{W}^{\mathrm{m}, \mathfrak{p}}(\mathrm{E})$ we have

$$
C^{-1}\|f\|_{W \mathfrak{m}, p}(E) \leq\left[\sum_{\xi \in \Xi}|\xi(f)|^{p}\right]^{1 / p} \leq C\|f\|_{W^{m}, p}(E)
$$

Moreover, there exists a linear map $\mathrm{T}: \mathrm{W}^{\mathrm{m}, \mathfrak{p}}(\mathrm{E}) \rightarrow \mathrm{W}^{\mathfrak{m}, \mathfrak{p}}\left(\mathbb{R}^{\mathfrak{n}}\right)$ with the following properties.

- T has $\Omega$-assisted bounded depth.
- $\mathrm{Tf}=\mathrm{f}$ on E and

$$
\|T f\|_{W^{m, p}\left(\mathbb{R}^{n}\right)} \leq C \cdot\|f\|_{W^{m, p}(E)}
$$

for all $\mathrm{f} \in \mathbb{X}(\mathrm{E})$.

- We produce a query algorithm that operates as follows.

Given an S-bit machine point $\underline{\mathrm{x}} \in \mathrm{Q}^{\circ}$ and given $\alpha \in \mathcal{M}$, we compute a short form description of the $\Omega$-assisted bounded depth linear functional $\mathrm{W}^{\mathrm{m}, \mathrm{p}}(\mathrm{E}) \ni \mathrm{f} \mapsto \partial^{\alpha}(\mathrm{Tf})(\underline{\mathrm{x}})$. We compute this functional in short form with parameters $\left(\Delta_{\mathrm{g}}^{\circ}, \Delta_{\epsilon}^{\circ}\right)$. This requires work at most $\mathrm{C} \log \mathrm{N}$.
The computations above require one-time work at most $\mathrm{CN} \log \mathrm{N}$ in space CN .
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