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Which values of the volume growth
and escape time exponent
are possible for a graph?

Martin T. Barlow

Abstract

Let Γ = (G,E) be an infinite weighted graph which is Ahlfors α-
regular, so that there exists a constant c such that c−1rα ≤ V (x, r) ≤
crα, where V (x, r) is the volume of the ball centre x and radius r.
Define the escape time T (x, r) to be the mean exit time of a simple
random walk on Γ starting at x from the ball centre x and radius r.
We say Γ has escape time exponent β > 0 if there exists a constant c
such that c−1rβ ≤ T (x, r) ≤ crβ for r ≥ 1. Well known estimates for
random walks on graphs imply that α ≥ 1 and 2 ≤ β ≤ 1 + α. We
show that these are the only constraints, by constructing for each α0,
β0 satisfying the inequalities above a graph Γ̃ which is Ahlfors α0-
regular and has escape time exponent β0. In addition we can make Γ̃
sufficiently uniform so that it satisfies an elliptic Harnack inequality.

0. Introduction

Let Γ = (G,E) be an infinite connected locally finite graph. We call a =
(axy), x, y ∈ G a conductance matrix if axy ≥ 0 and axy = ayx for all x, y ∈ G
and in addition a is linked to the graph structure by the requirement that
there exists C1 > 0 such that

axy = 0 if {x, y} is not an edge in Γ,

axy ≥ C1 > 0 if {x, y} ∈ E.
(0.1)

We call the pair (Γ, a) a weighted graph. We call the natural weight on Γ
the weights given by taking the conductance matrix a to be the adjacency
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matrix of Γ; that is

axy =

{
1 if {x, y} ∈ E,
0 if {x, y} �∈ E.

Whenever we discuss below a graph without any weights specified, we will
assume we are using the natural weights. We set µx =

∑
y axy, and extend µ

to a measure on G. Let d(x, y) be the usual graph distance on G, and let
for x ∈ G, r ∈ (0,∞),

B(x, r) = {y : d(x, y) < r}, V (x, r) = µ(B(x, r)).

We say that Γ is Ahlfors α-regular (here α ∈ (0,∞)) if there exists a constant
c ≥ 1 such that the volume growth function V satisfies

c−1rα ≤ V (x, r) ≤ crα, r ∈ [1,∞), x ∈ G. (Vα)

Note that, with (0.1), (Vα) implies that the vertex degree is uniformly
bounded.

A random walk X = (Xn, n ≥ 0, Px, x ∈ G) on (Γ, a) is a µ-symmetric
G-valued Markov chain with transition probabilities given by

pxy = P
·(Xn+1 = y|Xn = x) =

axy

µx

, x, y ∈ G, n ≥ 0.

The heat kernel on (Γ, a) is the density of Xn with respect to the measure µ:

pn(x, y) = P
x(Xn = y)/µy,

and is easily seen to be symmetric: pn(x, y) = pn(y, x). For A ⊂ G write

TA = min{n ≥ 0 : Xn ∈ A}, Tx = T{x},

and set
τx,r = TB(x,r)c = min{n ≥ 0 : d(x,Xn) ≥ r}.

We say that Γ satisfies (Eβ) if for some constant c ≥ 1,

c−1rβ ≤ E
xτx,r ≤ crβ, r ∈ [1,∞), x ∈ G. (Eβ)

There has recently been much activity in the general area of geometry and
heat kernels. While many of the questions in this field arose in the context
of manifolds, they can also be posed for graphs, where the initial technical
difficulties are fewer, but the same basic principles apply. The overall object
is to relate geometric properties of these spaces (such as (Vα) or the weaker
volume doubling property), and analytic ones, such as the space satisfying
various kinds of Sobolev, Poincaré or Harnack inequalities, with the global
properties of the random walk X and its transition density pn(x, y).
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In particular, it has been discovered that spaces satisfying (Eβ) with
β > 2 provide natural families of examples of spaces which satisfy the elliptic
Harnack inequality (see below), but fail to satisfy the stronger parabolic
Harnack inequality. See [BB1], and [HSC] for a recent discussion.

The weighted graph (Γ, a) satisfies the volume doubling condition (VD)
if there exists c > 1 such that

V (x, 2R) ≤ cV (x,R) for all x ∈ G, R ≥ 1. (V D)

Volume doubling, together with a Poincaré inequality, is a necessary and
sufficient condition for the parabolic Harnack inequality to hold – see [G],
[SC] (for manifolds) and [D1] for graphs. The condition (Vα) immediately
implies (VD), but gives much more regularity in the spatial structure of Γ.

Probabilistic conditions like (Eβ) have only been introduced more re-
cently. In [GT1], [GT2] it is shown that, combined with (Vα) or (VD) and
an elliptic Harnack inequality, (Eβ) yields very good upper and lower bounds
on pn(x, y).

In this paper we answer the following question:

If (Γ, a) satisfies (Vα) and (Eβ) what values of (α, β) are possible?

The theorem below is well known to experts, and follows easily from known
estimates on random walks due to Varopoulos, Carne, Kesten, Kusuoka and
Telcs; for completeness we give a quick proof in Section 1.

Theorem 1 If (Γ, a) is an infinite connected weighted graph satisfying (0.1),
(Vα) and (Eβ) then α ≥ 1, and

2 ≤ β ≤ 1 + α. (0.2)

We now recall the definition of the elliptic Harnack inequality. (See [D1] for
the parabolic Harnack inequality, which has a more complicated definition,
and is not used in this paper.)

Definitions. 1. Let A ⊂ G. We write ∂A = {y ∈ Ac : d(x, y) = 1 for some
x ∈ A} for the exterior boundary of A, and set A = A ∪ ∂A.

2. A function h : A → R is harmonic on A ⊂ G if

∆h(x) =
1

µx

∑
y

axy(h(y) − h(x)) = 0, x ∈ A.

This is equivalent to the assertion that (h(Xn∧TAc ), n ≥ 0) is a martingale.
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3. (Γ, a) satisfies an elliptic Harnack inequality (EHI) if there exists c1 > 0
such that, for any x ∈ G, R ≥ 1, and non-negative h : G → R harmonic in
B(x, 2R),

sup
B(x,R)

h ≤ c1 inf
B(x,R)

h. (0.3)

We have taken balls B(x,R) ⊂ B(x, 2R) just for simplicity: if K > 1
and (0.3) holds whenever h ≥ 0 is harmonic in B(x,KR), then an easy
chaining argument gives (EHI) (for a different constant c1).

The main result of this paper is

Theorem 2 Let α ≥ 1 and 2 ≤ β ≤ 1 + α. There there exists an infinite
connected locally finite graph Γ̃ which satisfies (Vα), (Eβ) and (EHI).

Examples.

1. The Euclidean space Z
d, d ≥ 1, (with its natural graph structure and

conductances) satisfies (Vd) and (E2), as well as (EHI). If d ≥ 2 then the
graph Γ consisting of two copies of Z

d with their origins identified satisfies
(Vd) and (E2), but fails to satisfy (EHI).

2. The binary tree satisfies (E1), but since V (x, r) ≈ 2r it fails to satisfy
(Vα) for any α. ((EHI) also fails.)

3. Examples of graphs with β > 2 are provided by ‘pre-fractal’ graphs (see
for example [J], [BB2], [GT1]). The condition (Eβ) implies that the mean
square displacement E

xd(x,Xn)2 grows as n2/β: if β > 2 then this growth is
sublinear and is referred to by physicists as ‘anomalous diffusion’. We call β
the ‘anomalous diffusion exponent’, or the ‘escape time exponent’. (In the
physics literature, or that on diffusions on fractals, one would write α = df ,
the ‘fractal dimension’ and β = dw, the ‘walk dimension’.)

4. Let Γi, i = 1, 2 satisfy (Vαi
), (Eβi

). The product graph Γ̂ = Γ1 × Γ2 can

be defined by taking the edges of Γ̂ to be of the form {(x, x2), (x, y2)}, where
{x2, y2} ∈ E2, and {(x1, x2), (y1, x2)}, where {x1, y1} ∈ E1. Then it is easy

to see that Γ̂ satisfies (Vα1+α2) and (Eβ1∧β2).

The case β = 2, α ∈ [1,∞), α not an integer, has been treated (in the
metric space context) in several recent papers. Following a question in [HS],
Bourdon and Pajot [BoP] proved that the boundary of certain hyperbolic
buildings satisfy (Vα), as well as an analytic condition (a weak (1,1) Poincaré
inequality) which is strong enough to imply both (E2) and (EHI). Here the
possible values of α form a countable dense subset in [1,∞). More recently,
Laakso [L] has given another construction of metric spaces satisfying (Vα)
and a weak (1,1) Poincaré inequality, which permits any α > 1. This is
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done by taking the product of [0, 1] with a Cantor set and then identifying
a dense set of points. The proof of Theorem 2 uses a similar construction,
adapted to the graph case.

The examples in [BoP] and [L] disprove a conjecture made in [B1, Sec. 3].

We now outline the main steps in the proof of Theorem 2.

Definition. We say a weighted graph (Γ, a) is very strongly recurrent (VSR)
if there exists p0 > 0 such that, for all R ≥ 1, x, y ∈ G with d(x, y) < R,

P
x(Ty < τx,2R) ≥ p0. (V SR)

Remarks. 1. The literature contains (at least) two distinct definitions of
strong recurrence for graphs, in [T2] and [D2]. (VSR) is equivalent to the
definition in [D2], and stronger than that in [T2].

2. It is easily seen that (VSR) implies recurrence; in Lemma 1.6 below we
prove it implies (EHI).

3. Z
1 is very strongly recurrent, while Z

2 is recurrent, but not very strongly
recurrent.

The following Proposition, which is proved in Section 1, implies that
many of the graphs studied in the fractals literature (such as the pre-
Sierpinski gasket) satisfy (VSR).

Proposition 3 Let (Γ, a) satisfy (Vα), and (Eβ).

(a) If β ≥ α then Γ is recurrent.

(b) If β > α and Γ satisfies (EHI) then Γ satisfies (VSR).

(c) If β = α then Γ is recurrent but does not satisfy (VSR).

(d) If β < α and Γ satisfies (EHI) then Γ is transient.

Remark. I do not know if the conditions (Vα) and (Eβ), with α > β, are
enough to imply that Γ is transient.

Proposition 4 Let α ≥ 1. Then there exists a connected locally finite infi-
nite graph Γα satisfying (Vα), (E1+α), (EHI), and (VSR).

This is proved in Section 4, by adapting work of the author and Hambly
(in [BH]) on mixtures of different types of Sierpinski gaskets to the case of
graphs which are trees.

Proposition 5 Let (Γ, a) satisfy (Vα), (Eβ), (VSR), and so (EHI). Let

λ > 0. Then there exists a weighted graph (Γ̃, ã) satisfying (Vα+λ), (Eβ)
and (EHI).
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This is proved in Sections 2 and 3. In section 2 we construct Γ̃ by taking
the product of G with an ultrametric space U , and fitting in edges in such
a way that Γ̃ consists of a countable number of copies of Γ, connected at
link points. Section 2 deals with the geometry of Γ̃, and proves that it
satisfies (Vα+λ). In section 3 we study random walks on Γ̃. It is easy to prove
that (Eβ) holds, but the elliptic Harnack inequality takes a little more work.

In Section 5 we conclude the paper with some additional examples, moti-
vated by those in [D2], concerning the property (EHI). In particular we have:

Theorem 6 The elliptic Harnack inequality is not stable under products.
That is, there exists a graph Γ which satisfies (EHI) such that the product
graph Γ × Γ does not satisfy (EHI).

Proof of Theorem 2. Let α ≥ 1 and β satisfy (0.2). By Proposition 4
there exists a graph Γ satisfying (Vβ−1), (Eβ), (EHI), and (VSR). By Propo-

sition 5, taking λ = α + 1 − β, there exists a graph Γ̃ satisfying (Vα), (Eβ),
and (EHI). �

Throughout this paper we use c, c′, c′′ for positive constants which may
change from line to line, and ci for positive constants that are fixed for each
section. Ci denote positive constants which are fixed for the whole paper.

Acknowledgment. I am grateful to A. Grigor’yan for asking me this ques-
tion. Much of this paper was written while the author was visiting the Erwin
Schrödinger Institute in Vienna.

1. Weighted graphs and random walks

Throughout this section we take (G, a) to be an infinite connected locally
finite weighted graph.

Lemma 1.1 (See [Ku], [Ke]) If Γ satisfies (Vα) then there exists a constant
c such that

E
xτx,2R ≥ c

R2

(log R)1/2
, x ∈ G, R ≥ 1. (1.1)

If Γ also satisfies (Eβ) then β ≥ 2.

Remark. See [BaP] for an example which shows that it is not possible to
remove the log R term in (1.1).

Proof. First, note that the final assertion is immediate from (1.1). By
[C], [V], the transition probabilities pn(x, y) for X satisfy

pn(x, y) ≤ ce−d(x,y)2/2n, x, y ∈ G, n ≥ 1.

Let R ≥ 1, 1 ≤ n ≤ R2 and set λ = R/n1/2 ≥ 1. Set Ak = {y : 2kR <
d(x, y) ≤ 2k+1R}; by (Vα) we have µ(Ak) ≤ c2αkRα.



volume growth and escape time exponent for a graph 7

We have (see [B1, Lemma 3.7] for a similar calculation with more details)

P
x(d(x,Xn) ≥ R) =

∞∑
k=0

∑
y∈Ak

pn(x, y)µy ≤ c

∞∑
k=0

2αkRαe−4kR2/2n

= cRα

∞∑
k=0

2αke−4kλ2/2 ≤ cRαe−λ2/2. (1.2)

For x ∈ G,

P
x(τx,2R ≤ n) = (1.3)

= P
x(τx,2R ≤ n,Xn /∈ B(x,R)) + P

x(τx,2R ≤ n,Xn ∈ B(x,R)).

The second term in (1.3) equals, writing τ = τx,2R,

E
x1(τ≤n)P

Xτ (Xn−τ ∈ B(x,R)) ≤ E
x1(τ≤n)P

Xτ (d(X0, Xn−τ ) ≥ R)

≤ sup
y∈G

sup
m≤n

P
y(d(y,Xm) ≥ R)

≤ cRαe−λ2/2,

by (1.2). Since the first term in (1.3) also satisfies this bound, we deduce

P
x(τx,2R ≤ R2/λ) ≤ c′Rαe−λ2/2 = c′e−λ2/2+α log R.

So if we set λ = θ(log R)1/2 where θ is a constant with θ2/2 > α then

P
x
(
τx,2R ≤ θ−1R2(log R)−1/2

) ≤ c′e−(θ2/2−α) log R,

which implies (1.1). �
The proof that β ≤ 1 + α uses the connection between random walks

and electrical networks – see [DS]. If (Γ′, a) is any finite weighted graph then
(see [Tet])

E
xTy + E

yTx = µ(G′)Re(x, y). (1.4)

Here Re(x, y) is the effective resistance between x and y in the network
where the edge {x′, y′} has conductivity ax′y′ . If we collapse the vertices in
B(x,R)c to a single vertex y, and discard the second term in (1.4) then we
obtain an inequality proved in [T1]:

E
xτx,R ≤ V (x,R)Re(x, ∂B(x,R)). (1.5)

Lemma 1.2 If Γ satisfies (Vα) and (Eβ) then β ≤ 1 + α.

Proof. We can take R ∈ N. As x and ∂B(x,R) are connected by a chain of
exactly R wires, each of conductance at least C1, we have Re(x, ∂B(x,R)) ≤
C−1

1 R. So using (Vα) and (Eβ), (1.5) implies that cRβ ≤ cRα+1, giving
β ≤ 1 + α. �
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Proof of Theorem 1. Since G is infinite and Γ is connected, there exists
a path to infinity from any point x. Hence V (x,R) ≥ C1R, which implies
that α ≥ 1. The remaining assertions are immediate from Lemmas 1.1
and 1.2. �

From [GT1], [GT2] we have the following estimates.

Lemma 1.3 Let Γ satisfy (V D), (Eβ) and (EHI), and write γ = 1/(β−1).
Suppose in addition that there exists a constant c such that µx ≤ c for all
x ∈ G.

(a) There exist constants c1 – c4 such that for n ≥ 1, x, y ∈ G,

pn(x, y) ≤ c1V (x, n1/β)−1 exp
(−c2(d(x, y)β/n)γ

)
,

pn(x, y) + pn+1(x, y) ≥ c3V (x, n1/β)−1 exp
(−c4(d(x, y)β/n)γ

)
.

(b) For any x ∈ G, n ≥ 1, R ≥ 1,

P
x(τx,R ≤ n) ≤ c5 exp

(−c6(R
β/n)γ

)
.

(c) There exists c7 such that

P
y(τx,R > c7R

β) ≤ 1
2
, R ≥ 1, y ∈ B(x,R).

Let x0 ∈ G, R ≥ 1, and let B = B(x0, 2R), B′ = B(x0, R). Write
τ = τx0,2R. Set

pn(x, y) = P
x(Xn = y, τ > n)µ−1

y

for the density of the process X killed on exiting B, and let

p̂n(x, y) = pn(x, y) − pn(x, y) = P
x(Xn = y, τ ≤ n)µ−1

y .

Lemma 1.4 Let Γ satisfy (Vα), (Eβ) and (EHI). For x, y ∈ B′,

pn(x, y) + pn+1(x, y) ≥ c8n
−α/β exp

(−c9(d(x, y)β/n)γ
)
, n ≤ Rβ. (1.6)

Proof. We begin by using the ‘there and back’ argument of [BB2] to
bound p̂. We have, for x, y ∈ B′,

P
x(Xn = y, τ ≤ n) = P

x(Xn = y, τ ≤ n/2) + P
x(Xn = y, n/2 < τ < n)

≤P
x(Xn = y, τ ≤ n/2)

+ P
x(Xn = y,Xm ∈ Bc for some n/2 < m < n). (1.7)

By time reversibility the second term equals

µyµ
−1
x P

y(Xn = x,Xm ∈ Bc for some 0 < m < n/2) ≤ (1.8)

≤ c P
y(Xn = x, τ ≤ n/2).
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To bound the first term in (1.7) we have

P
x(Xn = y, τ ≤ n/2) ≤ E

x1(τ≤n/2)P
Xτ (Xn−τ = y)

≤ P
x(τ ≤ n/2) sup

z∈G
sup

m≤n/2

P
z(Xn−m = y)

≤ cn−α/β exp
(−c′(Rβ/n)γ

)
;

here we used Lemma 1.3(a) and (b) in the last line. The same bound controls
the right hand side of (1.8). Therefore, for x, y ∈ B′,

pn(x, y)+pn+1(x, y) ≥ cn−α/β
(
exp(−c′(d(x, y)β/n)γ)−c′′ exp(−c

′′′
(Rβ/n)γ)

)
.

It follows that there exist constants c10−c12, depending only on the constants
above, such that

pn(x, y) + pn+1(x, y) ≥ c10n
−α/β exp

(−c11(d(x, y)β/n)γ
)
,

n ≤ c12R
β, d(x, y) ≤ c12R.

This gives the lower bound (1.6) when x, y are sufficiently close together; to
extend this to the case x, y ∈ B′ we can use a standard chaining argument
—see for example [B1, section 3]. �

We write gB(x, y) =
∑

n pn(x, y) for the Green’s function for X killed on
exiting B = B(x0, 2R).

Proposition 1.5 Let Γ satisfy (Vα), (Eβ) (EHI).

(a) If β > α then

c13R
β−α ≤ gB(x, y) ≤ c14R

β−α, x, y ∈ B′.

(b) If β = α then

c13 log R ≤ gB(x, x) ≤ c14 log R, x, y ∈ B′.

Proof. The lower bounds in (a) and (b) are immediate on summing the
bounds in Lemma 1.4.

For the upper bounds, it is enough to take y = x, since gB(x, y) =
gB(y, x) ≤ gB(x, x). Let m = c7(2R)β . Then by Lemma 1.3(c),

µxgB(x, x) = E
x

∞∑
n=0

1(Xn=y,τ>n)

= E
x

m∑
n=0

1(Xn=y,τ>n) + E
x1(τ>m)E

Xm

∞∑
n=0

1(Xn=y,τ>n)

≤ E
x

m∑
n=0

1(Xn=y) + 1
2
µxgB(x, x).
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So

gB(x, x) ≤ c

m∑
n=0

pn(x, x) ≤ c′
c′′Rβ∑
n=0

n−α/β,

which gives the upper bounds in both (a) and (b). �

Proof of Proposition 3. (a) The case when β > α is easy; we have (let
A = B(x,R))

cRβ ≤ E
xτx,R =

∑
y∈B(x,R)

gA(x, y)µy ≤ c′RαgA(x, x).

So gA(x, x) ≥ cRβ−α, and thus g(x, x) = ∞.

If α = β then we consider the resistance from x0 ∈ G to infinity. Let
Sn = {y : d(x0, y) = 2n}, and write Re(Sn, Sn+1) for the effective resistance
between Sn and Sn+1. Consider the finite graph Γ′ where all vertices in
B(x0, 1+2n) are collapsed to a single vertex a and all vertices in B(x0, 2

n+1−
1)c are collapsed to a vertex b. Then, using R′

e to denote effective resistance
in Γ′, Re(Sn, Sn+1) = R′

e(a, b). By (1.5)

EaTb ≤ µ(G′)R′
e(a, b).

We have µ(G′) ≤ c(2n)α, while EaTb ≥ c′(2n−1)β . So Re(Sn, Sn+1) ≥ c′′ > 0,
with c′′ independent of n. Since Re(x0, Sn) ≥ ∑n−1

k=0 Re(Sk, Sk+1) ≥ c′′n, we
deduce from [DS] that Γ is recurrent.

(b) Let R ≥ 1 and x, y ∈ G with d(x, y) < R. As above write B = B(x, 2R),
B′ = B(x,R). For x, y ∈ B′, by Proposition 1.5,

P
y(Tx < τx,2R) =

gB(y, x)

gB(x, x)
≥ c,

which proves that Γ satisfies (VSR).

(c) Γ is recurrent by (a). Suppose Γ does satisfy (VSR) and (Vα). Let
B = B(x, 2R), B′ = B(x,R). If y ∈ B′ then by (VSR) P

x(Ty < τx,2R) =
gB(x, y)/gB(y, y) ≥ p1. So

gB(x, y) ≥ p1gB(y, y) ≥ c log R.

Hence

E
xτx,2R ≥

∑
y∈B′

µygB(x, y) ≥ cV (x,R) log R ≥ cRα log R.

Thus Γ does not satisfy (Eα).

(d) From Lemma 1.3(a) we have that g(x, x) =
∑∞

n=0 pn(x, x) < ∞. �
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We conclude this section with the following easy Lemma.

Lemma 1.6 Suppose (VSR) holds for Γ. Then Γ satisfies (EHI).

Proof. Let h ≥ 0 be harmonic on B(x, 2R), and let x0 and x1 be the points
in B = B(x,R) where h attains its minimum and maximum respectively.
Then using (VSR) repeatedly we obtain P

x0(Tx1 < τx,2R) ≥ c15. So

h(x0) ≥ E
x01(Tx1<τx,2R)h(x1) ≥ c15h(x1). �

2. Construction of Product Graph

Let Γ = (G,E) be an infinite locally finite connected graph. Further hy-
potheses will be added later in this section, but this is all that is needed at
this point. We write #(A) for the number of elements in the set A.

Proposition 2.1 Let b ≥ 3. There exists a partition G = ∪∞
n=0An of G

such that

(a) {B(x, bn)}, x ∈ ∪∞
k=nAk are disjoint.

(b) For each n, G ⊂ ∪∞
k=n ∪x∈Ak

B(x, 3bn).

(c) For each n, G = ∪x∈AnB(x, 9bn).

Proof. Let D0 = G. We construct a decreasing chain of sets Dk, k ≥ 0, by
choosing, for each k, Dk+1 to be a maximal subset of Dk such that B(x, bk+1),
x ∈ Dk+1 are disjoint. We also need to ensure that ∩∞

k=0Dk = ∅. To do this,
write G = {z1, z2, . . . }. If then Dn = {zi1 , zi2 , . . . }, with i1 < i2 < . . . , let
z′ be a closest point in Dn − {zi1} to zi1 , and include z′ in Dn+1. We will
see below this implies that zi1 /∈ Dn+1. Let b0 = 1/3, and bn =

∑n
i=1 bi for

n ≥ 1. Then as b ≥ 3,

2bn + 1 =
2bn+1 − b − 1

b − 1
<

2b

b − 1
bn ≤ 3bn ≤ bn+1, n ≥ 0.

The construction of the sets Dk gives:

B(x, bk), x ∈ Dk are disjoint , k ≥ 0, (2.1)

Dk ⊂ ∪x∈Dk+1
B(x, 2bk+1), k ≥ 0. (2.2)

(If (2.2) fails then Dk+1 would not be maximal.) Note that iterating (2.2)
we obtain:

for any x0 ∈ G there exists xn ∈ Dn with d(x0, xn) < 2bn < 3bn, n ≥ 0.
(2.3)
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Let x ∈ Dn; we bound the distance from x to its closest neighbour x′ in Dn.
Let m be the integer with 2bn ≤ m < 2bn + 1, and choose y ∈ G with
d(x, y) = m. By (2.3) there exists x′′ ∈ Dn with d(y, x′′) < 2bn – note
this implies that x �= x′′. Thus for any x ∈ Dn there exists x′ ∈ Dn, with
d(x, x′) < m + 2bn. Choosing y′ on a shortest path between x and x′ with
d(x, y′) = m we have y′ ∈ B(x, bn+1) ∩ B(x′, bn+1), so that x and x′ cannot
both be in Dn+1.

This calculation shows that zi1 /∈ Dn+1, and thus that ∩Dk = ∅. Set
Ak = Dk − Dk+1: we have ∪nAn = G. (a) is now immediate from (2.1),
and (b) from (2.3).

To prove (c), let x0 ∈ G. By (2.3) there exists xn ∈ Dn with d(x0, xn) <
2bn, and if x′

n is a closest neighbour to xn in Dn then d(xn, x′
n) < 4bn + 1,

so that d(x0, x
′
n) < 6bn + 1 < 9bn. Since at least one of xn and x′

n is in An,
this proves (c). �

Lemma 2.2 Let Γ, (An) be as above, and let x ∈ G, n ≥ 1. Suppose that
b ≥ 9.

(a) B(x, bn) contains at least one point in Ak for each k ≤ n − 1.

(b) B(x, 3bn) contains at least one point in ∪∞
k=nAk.

(c) B(x, bn) contains at most one point in ∪∞
k=nAk.

Proof. (b) and (c) are immediate from Proposition 2.1(b) and (a). Let
x ∈ G and k ≤ n − 1. By Proposition 2.1(c) there exists y ∈ Ak such that
d(x, y) < 9bk ≤ bn. �

Let M ≥ 2 be an integer, and U be a discrete ultrametric space with
‘family size’ M . We set

U = {u = (u1, u2 . . . ), ui ∈ {0, 1, . . . ,M − 1},
∑

ui < ∞}.

We can regard the sequence (ui) as the address of u ∈ U : u1 denotes the
district, u2 the town, u3 the county etc. —all points u ∈ U have an address
with components which are 0 from some point on. Set δ(u, u) = 0, and
for u �= v,

δ(u, v) = max{i : ui �= vi};
δ is a metric on U , and the ultrametric property δ(u, v) ≤ δ(u,w) ∨ δ(w, v)
for u, v, w ∈ U is easy to verify. Write

Cn(u) = {v ∈ U : δ(u, v) ≤ n}

for the closed ball radius n in U , and note that #(Cn(u)) = Mn.
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Now let Γ = (G,E) be as above, and choose b ≥ 9. Let (An) be a
partition of G satisfying Proposition 2.1: we call the points in An links of
order n. (We could manage with smaller b, but there is no advantage in doing
so, while a large b will allow us to use Lemma 2.2 to reduce the number of
possible types of ‘high level’ link points in a ball.) We now construct a new

graph Γ̃. Set G̃ = G×U . We define the edge set Ẽ for the graph Γ̃ = (G̃, Ẽ)
as follows:

{(x, u), (y, u)} ∈ Ẽ if {x, y} ∈ E,

{(x, u), (x, v)} ∈ Ẽ if ui = vi, i �= n, un �= vn, x ∈ An, n ≥ 1.

These are the only edges of Γ̃. Thus we construct links from (x, u) to points

(x, v) at M − 1 other levels of G̃ if x ∈ G − A0. If x has degree r, then

(x, u) ∈ G̃ has degree M − 1 + r if x /∈ A0, and degree r if x ∈ A0. The

graph Γ̃ thus consists of a countable number of copies of Γ, glued together
at the link points.

If Γ=(G,E, a) is a weighted graph then we define the weights ã(x,u),(y,v) by

ã(x,u),(y,v) =




axy, if u = v,

1, if x = y and {(x, u), (y, v)} is an edge in Ẽ,

0, otherwise.

Notation. We denote points in G̃ by x̃ = (x, u). We write µ̃ for the measure

associated with ã, B̃(x, u, r) for the ball in Γ̃ centre (x, u) and radius r, and

Ṽ (x, u, r) = µ̃(B̃(x, u, r)). For Q ⊂ G and x̃ = (x, u) ∈ Q × U let WQ(x̃)
be the unique subset of U such that the connected component of Q × U
containing x̃ is Q × WQ(x̃). Write

Wn(x, u) = WB(x,bn)(x, u).

Thus Wn(x, u) is the set of v ∈ U such that (x, v) is connected to (x, u) by
a path (xi, u

(i)) with xi ∈ B(x, bn) for all i.

By Lemma 2.2 we obtain

Lemma 2.3 Exactly one of the following holds:

Wn(x, u) = Cn−1(u), (2.4)

Wn(x, u) = Cn(u), (2.5)

Wn(x, u) = Cn−1(u) ∪ Cn−1(u
′), for some u′ with δ(u, u′) > n. (2.6)
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Lemma 2.4 For n ≥ 1, (x, u) ∈ G̃,

B̃(x, u, bn) ⊂ B(x, bn) × Wn(x, u) ⊂ B̃(x, u, 6bn).

Proof. The first inclusion is clear from the definition of Wn(x, u). To prove
the second, let (y, v) ∈ B(x, bn) × Wn(x, u). We begin by constructing a
path from x to y which contains at least one point in Ak ∩B(x, bn) for each
k ≥ 1 for which this set is non-empty.

If 1 ≤ k ≤ n − 1 then by Proposition 2.1(c) there exists xk ∈ Ak

with d(x, xk) < 9bk ≤ bn. So if π is the path which successively visits
x, x1, x, x2, . . . , xn−1, x the length of π is at most

18

n−1∑
k=1

bk ≤ (9/4)bn .

If (2.4) holds the path contains all the necessary link points; if not then there
is an extra high level link point x′ ∈ B(x, bn) ∩ Am for some m ≥ n, and
another section of length at most 2bn is needed. Finally, we add a section
from x to y of length again at most bn.

To construct a path from (x, u) to (y, v) we simply add (if necessary)
an extra ‘vertical’ edge of the form {(xk, u

(k)), (xk, v
(k))} at each of the link

points, to switch the kth component of u to that of v. The overall length of
the path is therefore at most (21/4)bn + n ≤ 6bn. �

Proposition 2.5 (a) Let α ≥ 1 and λ = log M/ log b. Then Γ satisfies (Vα)

if and only if Γ̃ satisfies (Vα+λ).

(b) Γ̃ satisfies (VD) if and only if Γ satisfies (VD).

Proof. Since Γ is connected, µx ≥ C1 for all x ∈ G. Thus V (x,R) ≥
C1#B(x,R). For (x, u) ∈ G̃ we have µx ≤ µ̃(x,u) ≤ µx + (M − 1), and so

MnV (x, bn) ≤ µ̃(B(x, bn) × Wn(x, u))

≤ MnV (x, bn) + (M − 1)Mn#(B(x, bn))

≤ cMnV (x, bn).

Using Lemma 2.4 we therefore have, since M = bλ,

Ṽ (x, u, bn) ≤ c(bn)λV (x, bn), Ṽ (x, u, 6bn) ≥ c′(bn)λV (x, bn),

and (a) and (b) now follow easily. �
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3. Random walk on Γ̃

It will be technically easier to work with continuous time random walks in
this section. Let (Γ, a) = (G,E, a) be a weighted graph. The continuous
time random walk (CTRW) on (Γ, a) is the Markov process X = (Xt, t ∈
[0,∞), Px, x ∈ G) with generator

Lf(x) =
∑
y∈G

axy(f(y) − f(x)).

The process X waits at a vertex x for an exponential time with mean µ−1
x ,

and then jumps to one of the neighbours of x, moving to y with probability
pxy = axy/µx. So, if we write Si for the jump times, the process Zn = XSn

is exactly the discrete time random walk on Γ defined in the introduction.

Assume that
C2 ≤ µx ≤ C3, x ∈ G; (3.1)

of course this condition follows from (0.1) and (Vα). Then we have E(Sn+1−
Sn|Xs, s ≤ Sn) ∈ [C−1

3 , C−1
2 ], and it follows that (Eβ) holds for the process

X if and only if it holds for Z.

Now fix (Γ, a) = (G,E, a) satisfying (3.1), and let (Γ̃, ã) be the weighted
graph constructed in the previous section. Let X be the CTRW on (Γ, a).

Then the CTRW X̃ on Γ̃ can be constructed from X and a process Y which
is defined as follows.

Let ηk, k ≥ 1 be independent Poisson point processes with rate M on R+,
and θk,n, k ≥ 1, n ≥ 1 be i.i.d.r.v. uniform on {0, 1, . . . ,M − 1}. Let Nk

t ,
t ≥ 0 be the counting processes associated with ηk. Write σk,n, n ≥ 1 for
the points in ηk: σk,n+1 − σk,n is an exponential r.v. with mean 1/M . Given
(Xt, t ≥ 0) we construct Yt = (Y 1

t , Y 2
t , . . . ) ∈ U , with Y0 = u = (u1, . . . ), by

taking Y k
t to be constant on each interval [σk,n, σk,n+1), and setting

Y k
σk,n+1

=

{
Y k

σk,n
if Xσk,n+1

/∈ Ak,

θk,n+1 if Xσk,n+1
∈ Ak.

Note that the times of the point process ηk are not the jump times of Y k:
Y k only makes a jump at one of these times if, first X is in Ak, and second,
the r.v. θk,· gives a new state. The process X̃t = (Xt, Yt) is then a CTRW

on Γ̃.
Define the filtration

Gt = σ(Xs, N
k
s , s ≤ t, k ≥ 1), t ≥ 0.

Set also
Λk = {σk,n : Xσk,n

∈ Ak, n ≥ 1} ⊂ [0,∞).
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Note that Λk ∩ [0, t] is a Gt-measurable random set. Let

τx,r = inf{t ≥ 0 : Xt /∈ B(x, r)},
τ̃x,u,r = inf{t ≥ 0 : X̃t /∈ B̃(x, u, r)},

τn(x, u) = inf{t ≥ 0 : X̃t /∈ B(x, r) × Wn(x, u)}.

Lemma 3.1 (Γ̃, ã) satisfies (Eβ) if and only if (Γ, a) satisfies (Eβ).

Proof. Note that X̃ can only exit from B(x, bn) × Wn(x, u) when X exits
from B(x, bn), so that τn(x, u) = τx,bn. Hence using Lemma 2.4,

E
(x,u)τ̃x,u,6bn ≥ E

(x,u)τn(x, u) = E
xτx,bn ≥ E

(x,u)τ̃x,u,bn ,

and (Eβ) for Γ̃ follows immediately. �
We now turn to the proof of the elliptic Harnack inequality on (Γ̃, ã).

For the remainder of this section we will assume that (VSR) holds for (Γ, a).

Lemma 3.2 There exists c1 > 0 such that for k ≥ 1, x ∈ G,

P
x(Λk ∩ [0, τx,18bk) �= ∅) ≥ c1.

Proof. By Proposition 2.1(c) there exists x′ ∈ Ak ∩ B(ξr, 9b
k). So, using

(VSR), and writing τ = τx,18bk , P
x(Tx′ < τ) ≥ p0 > 0. If Xt = x′ then

the time to the next jump of X is exponential with rate µx, while points in
ηk occur at rate M . So the probability that a point in ηk will occur before
X leaves x′ is M/(M + µx) ≥ M/(M + C3). Combining these estimates
completes the proof, with c1 = p0M/(M + C3). �

Fix (x0, u
0) ∈ G̃, let R ≥ 1, let n be such that bn−1 ≤ R < bn, write

B = B(x0, R), B′ = B(x0,
3
2
R), B∗ = B(x0, 2R),

and let τ ′, τ ∗ be the first exit times of X from B′ and B∗. We begin by
considering harmonic functions h on B∗ × WB∗(u0) of the form

h(x, u) = hz0,v(x, u) = P
(x,u)(Xτ∗ = z0, Yτ∗ = v), (3.2)

where z0 ∈ ∂B∗ and v ∈ WB∗(u0). Let

Hk = {there exists n ≥ 0 with σk,n < τ ′ and Xσk,n
∈ Ak} = {Λk∩[0, τ ′) �= ∅}.

Lemma 3.3 For x ∈ B

P
(x,u)(Hc

k) ≤ c2e
−c3bn−k

, 1 ≤ k ≤ n.
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Proof. Define a sequence of stopping times, and points in G̃ as follows.

T0 = 0, ξ0 = x, Tr+1 = τξr,18bk , ξr+1 = XTr+1 , r ≥ 0.

Let m ∈ Z+ satisfy m ∈ [R/(36bk) − 1, R/(36bk)); then d(x, ξm) ≤ 18bkm <
1
2
R, so that Tm < τ ′ for 1 ≤ r ≤ m.

By Lemma 3.2 we obtain

P
x(Λk ∩ [Tr, Tr+1) �= ∅|GTr) ≥ c3. (3.3)

Therefore

P
x(Hc

k) ≤ (1 − c3)
m ≤ exp(−cm) ≤ c′ exp(−c′′bn−k). �

Set

h(x) = P
x(Xτ∗ = z0).

As h is harmonic on Γ, it satisfies an elliptic Harnack inequality by Lemma
1.6. Write hmax for the maximum value of h on B′. The next result bounds
h above by hmax. Naturally we expect h to be maximised if v = u0, but we
do not need this.

Proposition 3.4 Let h, B, B′, B∗ be as above. Then for (x, u) ∈ B ×
WB(u0),

h(x, u) ≤ c4M
−nhmax.

Proof. Define an integer valued random variable J by taking {J = 0} = Hc
1,

{J = k} = H1∩ . . . Hk∩Hc
k+1 for 1 ≤ k ≤ n−1, and {J = n} = H1∩ . . . Hn.

Note that J is Gτ ′ measurable.

Let k ≥ 1, and define

κ =

{
max{n : σk,n ∈ Λk ∩ [0, τ ∗)} on Hk,
0 on Hc

k.

Then Y k
τ∗ = θk,κ on Hk, so that (on Hk) Y k

τ∗ is equal to a random variable
which is independent of G∞, and is uniformly distributed on {0, . . . ,M −1}.
So, if J = k, then the first k components of Yτ∗ will have been randomised
and so we have, for any v ∈ U ,

P
(x,u)(Xτ∗ = z0, Yτ∗ = v|J = k,Xτ ′ = y) ≤ M−kh(y) ≤ M−khmax. (3.4)
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Now choose j0 to be the smallest strictly positive integer so that Me−c3bj0 ≤
1/2. Then

n−j0∑
k=0

M−k
P

(x,u)(J = k) ≤
n−j0∑
k=0

M−k
P

(x,u)(Hc
k+1) ≤

n−j0∑
k=0

M−kc2 exp(−c3b
n−k−1)

= c2M
−n+j0

n−j0∑
i=0

M i exp(−c3b
j0−1bi) ≤ c2M

−n+j0

∞∑
i=0

M i exp(−c3b
j0−1ib)

= c2M
−n+j0(1 − Me−c3bj0 )−1 ≤ 2c2M

−n+j0 . (3.5)

So, using (3.4) and (3.5) we have

h(x, u) =

n∑
k=0

∑
y∈∂B′

P
(x,u)(Xτ∗ =z0, Yτ∗ = v|J =k,Xτ ′ = y)P(x,u)(J =k,Xτ ′ = y)

≤
n∑

k=0

M−khmax

∑
y∈∂B′

P
(x,u)(J = k,Xτ ′ = y)) = hmax

n∑
k=0

M−k
P

(x,u)(J = k)

≤ hmax

(
2c2M

−n+j0 +
n∑

k=n−j0+1

M−k
)
≤ c4hmaxM

−n. �

Proposition 3.5 Let v ∈ WB′, and h = hz0,v where z0 ∈ ∂B∗. Then

h(x, u) ≥ c5M
−n inf

y∈B′
h(y), (x, u) ∈ B × WB(u0).

Proof. Since bn−1 ≤ R ≤ bn, by Lemma 2.2 the ball B contains link points
in A1, . . . An−2. In addition B′ may contain some additional ‘higher level’
link points. We will deal with the worst case, when both An−1 ∩ B′ �= ∅
and Dn ∩ B′ �= ∅: if either of these sets is empty, then the relevant part of
the construction below can be omitted. Note that Dn ∩ B′ can contain at
most one link point, in Am say. Let n0 ≥ 1 be the smallest integer such that
c2e

−c3bn0/(1 − e−c3bn0 ) < 1
2
. We begin by assuming that n ≥ n0.

We can use the symmetry of U to take u0 = (0, . . . ). Then since v ∈ WB′ ,
we have vi = 0 for i ≥ n, i �= m. We now estimate from below the probability
that X and ηk satisfy the following:

(1) Each of the events Hk, 1 ≤ k ≤ n − j0 occur before time τ ′.

(2) X then hits a link point in each of Ak ∩ B, for n − j0 + 1 ≤ k ≤ n − 2
without leaving B∗.

(3) X then hits the link points in An−1 ∩ B′ and Am ∩ B′ before τ ∗.
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We will write Fi, 1 ≤ i ≤ 3 for the events described above, and define
stopping times Ti for the time this event is completed. More precisely,
we set

T1 = inf{t ≥ 0 : Λk ∩ [0, t] �= ∅, for each k with 1 ≤ k ≤ n − n0},
T2 = inf{t ≥ T1 : Λk ∩ [T1, t] �= ∅, for each k with n − n0 < k ≤ n − 2},
T3 = inf{t ≥ T2 : Λk ∩ [T2, t] �= ∅, for each k with k = n − 1,m}.

We have, writing P = P
(x,u),

P(F c
1 ) ≤

n−n0∑
k=0

P (Hc
k) ≤

n−n0∑
k=0

c2e
−c3bn−k

= c2

n−n0∑
i=0

e−c3bn0+i ≤ c2

∞∑
i=0

e−c3bn0 (i+1) ≤ 1

2
,

by the choice of n0. So P(F1) ≥ 1
2
. We have T1 ≤ τ ′ on F1. So, using (VSR)

repeatedly to ‘move’ X around in B and B′ without leaving B∗, we deduce
that

P(F2 ∩ F3|GT1) ≥ cn0
6 on F1.

Thus if F = ∩3
i=1Fi we have P(F ) ≥ c7 > 0, and XT3 ∈ B′ on F .

Since on the event F all the components of Y which can change while X
remains in B∗ have had an opportunity to do so, we have

h(x, u) ≥ E
x1F E

x(Xτ∗ = z0, Yτ∗ = v|GT3)

= E
x1F E

x(Xτ∗ = z0|GT3)M
−n

= M−n
E

x1F h(XT3) ≥ c7M
−n inf

y∈B′
h(y).

If n < n0 then we can omit step (1) above, and in step (2) require that
X hits each of Ak ∩B, 1 ≤ k ≤ n− 2, before τ ′. This event has probability
bounded below by cn

6 ≤ cn0−2
6 . A similar argument to that above then

completes the proof. �

Lemma 3.6 Let (x0, u
0) ∈ G̃, R ≥ 1, and let h ≥ 0 be harmonic on Q1 =

B(x0, 2R) × WB(x0,2R)(u
0). Suppose that

WB(x0,R)(u
0) = WB(x0,2R)(u

0). (3.6)

Then there exists c9 such that, writing Q0 = B(x0, R) × WB(x0,R)(u
0),

sup
Q0

h ≤ c9 inf
Q0

h. (3.7)
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Proof. If h = hz0,v, with v ∈ WB(x0,R)(u
0) then (3.7) is immediate from the

estimates in Propositions 3.4 and 3.5, and the elliptic Harnack inequality for
(Γ, a). Now if h ≥ 0 is harmonic in B(x0, 2R) × WB(x0,2R)(u

0), then h can
be written

h(x, u) =
∑

z0∈∂B(X0,2R)

∑
v∈WB(x0,2R)(u

0)

h(z0, v)hz0,v(x, u),

so that (3.7) follows. �

Lemma 3.7 Let (x0, u
0) ∈ G̃, n ≥ 1, and let h ≥ 0 be harmonic on Q1 =

B(x0, b
n+1) × Wn+1(x0, u

0). Then writing Q0 = B(x0, b
n) × Wn(u0),

sup
Q0

h ≤ c9 inf
Q0

h.

Proof. Set Bj = B(x0, 2
jbn) for j = 0, 1, 2, 3. By Lemma 2.2 B0 contains

link points in A1, . . . , An−1, while B3 contains at most two additional kinds
of link points – in An and, possibly, in Am for some m ≥ n + 1. So we
must have WBj

= WBj+1
for at least one j ∈ {0, 1, 2}. So we can apply

Lemma 3.6 for this Bj and Bj+1, and obtain, writing Q′ = Bj × WBj
,

supQ0
h ≤ supQ′ h ≤ c9 infQ′ h ≤ c9 infQ0 h. �

We now obtain the elliptic Harnack inequality for (Γ̃, ã).

Theorem 3.8 Suppose that (Γ, a) satisfies (VSR), and (Γ̃, ã) is constructed

by the procedure of Section 2. Then (Γ̃, ã) satisfies (EHI).

Proof. Let x̃ = (x, u) ∈ Γ̃, R ≥ 1 and h ≥ 0 be harmonic in B̃(x̃, 2R).
Choose n so that 6bn+1 ≤ 2R < 6bn+2. Then by Lemma 2.4, h is harmonic
in B(x, u, bn+1) × Wn+1(x, u). Since, also by Lemma 2.4, B̃(x, u,R/(3b2) ⊂
B(x, u, bn) × Wn(x, u), we obtain from Lemma 3.8

sup
B̃(x,u,R/(3b2))

h ≤ c9 inf
B̃(x,u,R/(3b2))

h.

This is the elliptic Harnack inequality, but with a tighter condition on the
ratio of the sizes of the two balls. A routine chaining argument now gives
the (EHI) in its standard form. �

Proof of Proposition 5. This is immediate from Proposition 2.5, Lemma
3.1, and Theorem 3.8.
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4. Construction of trees satisfying (Vα) and (E1+α)

In this section we prove Proposition 4, by constructing a family of graphs
which we will call Vicsek trees. These are most easily defined via their
embedding in R

N . Let N ≥ 2, and let CN be the collection of unit cubes
in R

N with corners in Z
N and edges parallel to the axes. We write λCN =

{λQ : Q ∈ CN}. We call any connected set A ⊂ R
N which is a union (finite

or infinite) of cubes in CN a cubical set. As we will be working with cubes,
we obtain some slight simplification if we use the L∞ metric on R

N , in which
balls are cubes. For x = (x1, . . . , xN ) ∈ R

N we set |x|∞ = max{x1, . . . , xN}.
We also write |A| for the Lebesgue measure of A ⊂ R

N .

Definition 4.1 Given a cubical set A we define a graph Γ = Γ(A), which
we call the graph generated by A, as follows. The vertex set of Γ is the set
of corners and centers of the cubes in CN . The edges of Γ connect the center
of any cube Q ∈ CN with Q ⊂ A to each corner of that cube.

Note that since A is connected, Γ is also connected, and that each cube
in A contains 2N edges in Γ(A). We also remark that each edge of Γ has
length 1

2
(in the L∞ metric).

Given any suitably regular fractal F one can construct an infinite ‘pre-
fractal’ graph ΓF such that the large scale structure of ΓF mimics the small
scale structure of F . We begin by constructing a family of regular fractal
subsets of [0, 1]N .

Let L ≥ 1, N ≥ 2, F0 = [0, 1]N , and x0 = (1
2
, . . . , 1

2
) be the center of F0.

Let J be the union of the 2N line segments connecting x0 with the corners
of F0, and let F1 be the union of the 2NL + 1 cubes in (2L + 1)−1Cd with
centers in J . (See Figure 1).

Figure 1: The set F3 in the case N = 2, L = 1.
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Label these cubes Qi, 1 ≤ i ≤ 2NL + 1, and for each i let ψ
(N,L)
i be the

orientation preserving linear map which maps F0 onto Qi. For compact sets
K ⊂ R

N , set

Ψ(N,L)(K) =
2NL+1⋃

i=1

ψ
(N,L)
i (K).

Thus we have F1 = Ψ(N,L)(F0). Now let Fn+1 = Ψ(N,L)(Fn), and note that
(Fn) is a decreasing sequence of compact sets. The intersection F is a fractal
tree which contains J and has Hausdorff dimension

αN,L =
log(2NL + 1)

log(2L + 1)
. (4.1)

We next construct a graph Γ(N,L) which has at the large scale the same
structure as F at the small scale. (See [BCG] for some more details and
pictures). Let

Hn = (2L + 1)nFn.

Thus Hn is a cubical set and is contained in [0, (2L + 1)n]N . It is easy to
check that (Hn) is an increasing sequence of sets, and that if m > n then
Hm ∩ [0, (2L + 1)n]N = Hn. Set

H =

∞⋃
n=0

Hn.

Then H is a cubical set, and we define Γ(N,L) to be the graph induced by H.
(It is easy to see that Γ(N,L) is a tree.)

Lemma 4.2 Γ(N,L) is an infinite connected graph which satisfies (VαN,L
),

(E1+αN,L
), (EHI) and (VSR).

This Lemma gives Proposition 4 for a countable dense set of α in [1,∞).
We will not prove it at this point, since it will follow from the more general
construction below which is needed to prove the full version of Proposition 4.

We now consider fractals and graphs obtained by mixtures of the itera-
tions Ψ(N,L). This was done for Sierpinski gaskets in the fractal case in [BH].
The construction here is quite similar, except for one point: here we work
‘outwards’, starting with the small scale structure, while [BH] worked ‘in-
wards’. We fix N in what follows, and let 1 ≤ L1 < L2. (We could allow
more than two values of L, as in [BH], but this complicates the notation
without giving us anything more.)
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Let Ξ = {1, 2}N and let ξ = (ξ1, . . . ) ∈ Ξ: we call ξ an environment
sequence. Let F ξ

0 = [0, 1]N , and define

an =
n∏

i=1

(2Lξi
+ 1),

bn =
n∏

i=1

(2NLξi
+ 1),

F ξ
n = Ψ(N,Lξn)(F ξ

n−1),

Hξ
n = anF ξ

n ,

Hξ =

∞⋃
i=1

Hξ
n.

If ξ is constant then we obtain one of the sets H(N,Li).

Figure 2: The sets F ξ
1 , F ξ

2 , F ξ
3 when N = 2, L1 = 1, L2 = 2, ξ = (1, 2, 1, . . . ).

It is straightforward to check the following properties of Hξ
n and Hξ.

Lemma 4.3

(a) Hξ
n ⊂ Hξ

m if n ≤ m.

(b) Hξ
n ⊂ [0, an]N .

(c) If m > n then Hξ
m ∩ [0, an]N = Hξ

n.

(d) |Hξ
n| = bn.

(e) Hξ
n and Hξ are cubical sets.

We call an n-block of Hξ any subset of Hξ isomorphic to Hξ
n. The form

of the n-blocks is determined by the elements ξ1, . . . ξn in the environment
sequence: ξ1 determines the smallest scale structure, then ξ2 determines how
these 1-blocks are pieced together to form the 2-blocks, and so on.
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We define the graph Γξ = (Gξ, Eξ) to be the graph induced by the cubical
set Hξ. It is clear that Γξ is a tree. We work with the natural weights on
Γξ, write d for the usual graph distance, and B(x, r), V (x, r) for balls and
the volume function.

Figure 3: Part of the graph Γξ, with N = 2, L1 = 1, L2 = 2, ξ = (2, 1, 1, . . . ).

For the remainder of this section we will allow the constants ci to depend
on N and L2, but not on the environment sequence ξ. (Since 2L1 +1 ≥ 3 we
do not need to include explicit dependence on L1.) Note that the sequences
an, bn satisfy

3an ≤ an+1 ≤ (2L2+1)an, 5bn ≤ (2N +1)bn ≤ bn+1 ≤ (2NL2+1)bn. (4.2)

For x ∈ Gξ let Dk(x) be a k-block containing x. For some x there will be
more than one of these – if so then we choose the one closest to the origin.
We abuse notation and will also write Dk(x) for the subgraph of Γξ induced
by the cubical set Dk(x) – note that this subgraph contains 2Nbk edges. We
have |Dk(x)| = bk, and that the diameter of Dk(x) is ak (in the L∞ metric),
and 2ak in the graph metric d.

We now consider the volume growth of Γξ.

Lemma 4.4 (a) Let n ≥ 1 and an ≤ R ≤ an+1. Then for x ∈ Gξ,

c1bn ≤ V (x,R) ≤ c2bn.

(b) Γξ satisfies the volume doubling condition (VD).

Proof. (a) If y ∈ Dn−1(x) then d(x, y) ≤ 2an−1 < an ≤ R. So Dn−1(x) ⊂
B(x,R), and

V (x,R) ≥ 2N |Dn−1(x)| = 2Nbn−1 ≥ c1bn.
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The upper bound is proved in a similar way. B(x,R) is contained in
an L∞ ball in R

N of radius 1
2
an+1, and so cannot intersect more than 2N

(n + 1)-blocks. Hence

V (x,R) ≤ 22N |Dn+1(x)| ≤ c2bn.

(b) is immediate from (a) and (4.2). �
The exit times of balls are obtained in a similar way, but require a little

more work.

Lemma 4.5 Let x ∈ Gξ, let n ≥ 1, and let x0 be the centre of Dn(x). Let
A be the set of 2N corners of Dn(x). Then (for the discrete time simple
random walk on Γξ)

E
x0TA = 1

2
anbn.

Proof. Let y0 ∈ A. The graph Dn(x0) consists of 2N identical subgraphs,
each containing one corner of Dn(x0) and connected at the centre x0. By
symmetry each of these subgraphs has bn edges. Write Γ′ for the subgraph
graph containing y0. Let X ′ be the simple random walk on Γ′. As Γ′ is
a tree, the effective resistance between any two points is just the graph
distance between them, so Re(x0, y0) = d(x0, y0) = an. Thus by (1.4) we
have (for X ′)

E
x0Ty0 + E

y0Tx0 = anbn,

and so by symmetry E
x0Ty0 = 1

2
anbn. Finally, again using the symmetry of

Dn(x), we have (for X) E
x0TA = 1

2
anbn. �

Proposition 4.6 Let n ≥ 1 and an ≤ R ≤ an+1. Then for x ∈ Gξ

c1anbn ≤ E
xτx,R ≤ c2anbn.

Proof. Since V (x,R) ≤ cbn, and the effective resistance from x to B(x,R)c

is at most an+1, the upper bound is clear from (1.5).
For the lower bound note first that Dn−1(x), and every (n − 1)-block

touching Dn−1(x), are in B(x,R). If we write C for the set of centers of
these (n−1)-blocks, any path from x to B(x,R)c must pass through a point
in C. So, using Lemma 4.5, E

xτx,R ≥ 1
2
anbn. �

Proposition 4.7 Γξ satisfies (EHI).

Proof. We begin by proving the elliptic Harnack inequality for k-blocks,
rather than balls. Call two k-blocks adjacent if they meet at a point, and
write Nk(x) for the union of Dk(x) and the k-blocks adjacent to Dk(x).
(There will be between 1 and 2N of these.)
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Suppose x ∈ Gξ, k ≥ 1 and h > 0 is harmonic on Nk(x). We prove that
there exists c3, depending only on d and L2 such that

sup
Dk(x)

h ≤ c3 inf
Dk(x)

h. (4.3)

Write B = Dk(x), and Λ = ∂(Bc); this is the sets of corner points in B
which are also in a k-block adjacent to B. By the maximum principle h
attains its maximum and minimum on B at points in Λ – at x1 and x0 say.
Write B′ for the k-block adjacent to B which contains x0, and Λ′ for the
set of all the corners of B and B′ except x0. Consider the simple random
walk X started at x0 and run until it first hits a point in Λ′. As x1 ∈ Λ′, by
symmetry

P
x0(XTΛ′ = x1) =

1

#(Λ′)
=

1

2N+1 − 2
.

So, since h(X) is a martingale, we obtain h(x0) =
∑

y∈Λ′ h(y)Px0(XTΛ′ =
y)h(y) ≥ ch(x1), proving (4.3).

A chaining argument now gives the elliptic Harnack inequality in its
standard version, for balls in Γξ. �

Remark 4.8 By looking at Green’s functions, as in the proof of Proposition
3(c), we could also prove that Γξ satisfies (VSR) for any ξ ∈ Ξ. (We cannot
use Proposition 3(c) directly here, since Γξ need not satisfy (Vα).)

We now investigate the conditions on ξ under which Γξ satisfies (Vα).
Fix ξ ∈ Ξ, and set

hj(n) = n−1

n∑
r=1

1(ξr=j), j = 1, 2.

Note that h1(n) + h2(n) = n. Write

lj = 2Lj + 1, mj = 2NLj + 1, j = 1, 2.

Then we have

an = l
h1(n)
1 l

h2(n)
2 , and bn = m

h1(n)
1 m

h2(n)
2 . (4.4)

Elementary calculations show that the function f(x) = log(2Nx+1)/ log(2x+
1) is decreasing on [1,∞), so that we have

log m2

log l2
<

log m1

log l1
. (4.5)



volume growth and escape time exponent for a graph 27

Proposition 4.9 (a) A necessary and sufficient condition that Γξ satisfies
V (α) for some α > 1 is that there exists c1 < ∞ and p1 ∈ [0, 1] such that

|h1(n) − np1| ≤ c1, for all n ≥ 1. (4.6)

(b) If (4.6) holds, then, writing p2 = 1 − p1, Γξ satisfies (Vα) and (E1+α)
with

α =
p1 log m1 + p2 log m2

p1 log l1 + p2 log l2
. (4.7)

Proof. Suppose first Γξ satisfies V (α). Then there exist positive constants
c2, c3 such that for all x ∈ Gξ, n ≥ 1,

c2bn ≤ V (x, an) ≤ c3bn, c2a
α
n ≤ V (x, an) ≤ c3a

α
n.

Hence (c2/c3)a
α
n ≤ bn ≤ (c3/c2)a

α
n and so there exists c4 < ∞ such that

| log(bn) − α log(an)| ≤ c4 for all n ≥ 1. So, using (4.4), the function (in n)∣∣h1(n)
(
log m1 − α log l1 − log m2 + α log l2

)
+ n

(
log m2 − α log l2

)∥∥ (4.8)

is bounded by c4. If log m1 − α log l1 − log m2 + α log l2 = 0 then we would
have log m2 − α log l2 = 0, which would imply that

log m2

log l2
=

log m1

log l1
,

contradicting (4.5). So writing

p1 = − log m2 − α log l2
log m1 − α log l1 − log m2 + α log l2

we deduce from the boundedness of (4.8) that (4.6) holds.

Now suppose that (4.6) holds. Then by (4.4) we obtain

lnp1
1 lnp2

2 (l1l2)
−c1 ≤ an ≤ lnp1

1 lnp2
2 (l1l2)

c1

mnp1

1 mnp2

2 (m1m2)
−c1 ≤ bn ≤ mnp1

1 mnp2

2 (m1m2)
c1 .

This implies that
c5a

α
n ≤ bn ≤ c6a

α
n, n ≥ 1,

with α given by (4.7). The conditions (Vα) and (E1+α) now follow using
Lemma 4.4 and Proposition 4.6. �

Remark 4.10 See [BH, Theorem 6.2] for a similar result in the fractal con-
text. The condition (4.6) on ξ is extremely strong, and shows (for example)
that if the components ξi of ξ are chosen to be independent (non-trivial)
random variables, then Γξ fails to satisfy (Vα) for any α. Volume doubling,
on the other hand, holds for all ξ ∈ Ξ by Lemma 4.4(b).
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Proof of Proposition 4. If α = 1 we take Γα to be Z. So assume α > 1.
Let L1 = 1 and choose d ≥ 2 large enough so that log m1/ log l1 = log(2N +
1)/ log(2 + 1) > α. Then choose L2 large enough so that log m2/ log l2 =
log(2NL2 +1)/ log(2L2 +1) < α. Therefore there exists p1 ∈ (0, 1) such that

α =
p1 log m1 + (1 − p1) log m2

p1 log l1 + (1 − p1) log l2
.

We can choose ξ ∈ Ξ so that |h1(n) − np1| ≤ 1, so that the condition (4.6)
of Proposition 4.9 is satisfied. Thus Γξ satisfies (Vα) and (E1+α). �

5. Some additional examples

Let Γi = (Gi, Ei), i = 1, 2 be two infinite connected graphs. Let zi ∈ Gi. A
join of Γ1 and Γ2 (at z1, z2) is the graph Γ obtained by identifying z1 and z2.
Thus, formally, Γ has vertex set G1 ∪ G2 − {z2} and edge set{{xi, yi} : {xi, yi} ∈ Ei, xi, yi �= zi, i = 1, 2

} ∪ {{z1, x1} : {z1, x1} ∈ E1

}
∪ {{z1, x2} : {z2, x2} ∈ E2

}
.

If (Γi, a
(i)) are weighted graphs, then we define the weights axy for Γ by

taking axy = a
(i)
xy if x, y ∈ Gi.

From [D2] we have:

Lemma 5.1 Let Γi be infinite connected weighted graphs, satisfying (Vαi
)

and (Eβi
), with αi < βi, i = 1, 2. Let Γ be a join of Γ1 and Γ2.

(a) If Γi both satisfy (VSR), and β1 − α1 = β2 − α2, then Γ satisfies (EHI).

(b) If α1 �= α2 then Γ does not satisfy (VD).

Lemma 5.2 There exists a transient graph which satisfies (EHI) but not
(VD).

Proof. Examples of recurrent graphs satisfying (EHI) but not (VD) were
given in [D2]. Let 1 ≤ α1 < α2 < 2, β1 − α1 = β2 − α2, and let Γi be
graphs satisfying (EHI), (Eβi

) and (Vαi
). Such graphs exist by Theorem 2,

and satisfy (VSR) by Proposition 3(b). Let Γ be a join of Γ1 and Γ2; by
Lemma 5.1, Γ satisfies (EHI) but fails (VD).

To construct a transient graph choose b = 9, and take M ≥ 2 sufficiently
large so that λ = log M/ log b > β1−α1. Let Γ̃ be a graph constructed from Γ

by the procedure of Section 2. Then Γ̃ fails (VD), but satisfies (EHI).

Write Γ̃i for the subgraphs of Γ̃ with vertex sets Gi × U . Then each of
these subgraphs satisfies (Vαi+λ), (Eβi

) and (EHI), and so is transient by

Proposition 3(d). Since Γ̃ contains a transient subgraph, it is transient. �
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Proof of Theorem 6. Let Γ = (G,E) be the graph constructed in
Lemma 5.2. Write x0 for the common point of the components G1 and G2.
Note that β1 < β2. Now consider the product graph Γ(2) with vertex set
G × G and edge set

E(2) =
{{(x, y1), (x, y2)} : {y1, y2} ∈ E

}∪{{(x1, y), (x2, y)} : {x1, x2} ∈ E
}
.

If X(1) and X(2) are independent copies of the continuous time random walk
on Γ then Zt = (X

(1)
t , X

(2)
t ), t ≥ 0 is a continuous time random walk on Γ(2).

We now show that (EHI) fails for Γ(2). We use B to denote balls in Γ.
Let R  1, and choose zi ∈ Gi with d(zi, x0) > 4R. Write Q = B(z1, 2R) ×
B(z2, 2R), and τQ for the exit time of Z from Q. Let δ = (β2 − β1)/4, and
for simplicity suppose that β2 ≤ 3. Write

τ1 = inf{t ≥ 0 : X
(1)
t /∈ B(z1, R)},

τ2(y) = inf{t ≥ 0 : X
(2)
t /∈ B(y,R1−δ/β2)}.

The estimates in Lemma 1.3(b) and (c) also hold for the continuous time
random walks X(i), and can be applied to the exit times τi above as long
as the relevant balls do not contain the join point x0. So, if t = Rβ1+δ we
deduce that

P
x1(τ1 > t) ≤ c exp(−c′Rδ), (5.1)

and if y ∈ B(z2, R) then

P
y(τ2(y) ≤ t) ≤ c exp

(
−c′

(Rβ2(1−δ/β2)

t

)1/(β2−1)
)

≤ c exp(−c′Rδ). (5.2)

Let D = ∂B(z1, R)×B(z2, R
1−δ/β2) ⊂ ∂Q and let h be the harmonic function

in Q with boundary values 1 on D and 0 on ∂Q − D, so that h((x1, x2)) =
P

(x1,x2)(τQ ∈ D). Note that h is harmonic on the ball in Γ(2) with centre
(z1, z2) and radius 2R. The estimate (5.1) implies that

h(z1, z2) > 1 − c exp(−c′Rδ),

while by (5.2) if R1−δ/β2 < d(y, z2) < R then

h(z1, y) < c exp(−c′Rδ).

So we deduce that
sup

B(z,R)

h > cec′Rδ

inf
B(z,R)

h,

and since R can be as large as we like this shows that (EHI) fails on Γ(2). �
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