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Abstract

We summarize recent work on heat kernel estimates and parabolic Harnack inequalities for graphs, where the time scale is the $\beta$-th power of the space scale for some $\beta \geq 2$. We then discuss self-adjoint operators induced by resistance forms. Using a resistance metric, we give a simple condition for detailed heat kernel estimates and parabolic Harnack inequalities. As an application, we show that on trees a detailed two-sided heat kernel estimate is equivalent to some volume growth condition.

§1. Introduction: History in Brief

There is a long history of the study of detailed heat kernel estimates. For any divergence operator $L = \sum_{i,j=1}^{n} a_{ij}(x) \frac{\partial}{\partial x^j}$ on $\mathbb{R}^n$ satisfying a uniform elliptic condition, Aronson [1] proved that the heat kernel $p_t(x,y)$ satisfies the two-sided Gaussian bound

$$c_1 t^{-n/2} \exp\left(-\frac{d(x,y)^2}{c_1 t}\right) \leq p_t(x,y) \leq c_2 t^{-n/2} \exp\left(-\frac{d(x,y)^2}{c_2 t}\right)$$

where $d$ is the Euclidean metric. Later in the 20th century, there were various outstanding results in the field of global analysis on manifolds. Let $\Delta$ be the Laplace-Beltrami operator on a complete Riemannian manifold $M$ with the Riemannian metric $d$ and with the Riemannian measure $\mu$. Li-Yau [41] proved a remarkable fact that if $M$ has non-negative Ricci curvature, then the heat
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kernel $p_t(x, y)$ satisfies

\[
\frac{c_3}{\mu(B(x, t^{1/2}))} \exp \left( -\frac{d(x, y)^2}{c_3 t} \right) \leq p_t(x, y) \leq \frac{c_4}{\mu(B(x, t^{1/2}))} \exp \left( -\frac{d(x, y)^2}{c_4 t} \right).
\]

A few years later, Grigor’yan [23] and Saloff-Coste [46] elegantly refined this result and proved, in conjunction with the results by Fabes-Stroock [20] and Kusuoka-Stroock [39], that (1.2) is equivalent to a volume doubling condition (VD) plus Poincaré inequalities (PI(2)) – see §2.2 for definitions in the graph setting. The results were then extended to the framework of Dirichlet forms by Sturm [50, 51] and Biroli-Mosco [14], to the framework of graphs by Delmotte [19].

In fact, detailed heat kernel estimates are strongly related to the control of harmonic functions, i.e. elliptic and parabolic Harnack inequalities (EHI), (PHI(2)) on $\mathcal{M}$. The origin of ideas and techniques used in this field go back to Nash [45], Moser [43, 44] and there are many other significant works in this area (see [13, 18, 47] etc. for details). Summarizing, the following equivalence holds.

\[
(1.2) \iff (VD) + (PI(2)) \iff (PHI(2)).
\]

An important corollary of this fact is, as (VD) and (PI(2)) are stable under certain perturbations of the operator, (1.2) and (PHI(2)) are also stable under these perturbations.

Since the late 1980’s, there has been a lot of development in the mathematical study of diffusion processes and corresponding Laplace operators on fractals. The motivation behind this area comes originally from the work of mathematical physicists on heat decays for disordered media such as polymers and networks [29]. They found some kind of self-similar structures in the models and made various computations on “ideal” disordered media such as Sierpinski gaskets, that have exact self-similarity and nice symmetry.

Through the mathematical study of analysis on fractals, it turns out that for some class of “nice” fractals (for example the Sierpinski gasket), the Laplace operator is suitably defined and the heat kernel satisfies the following sub-Gaussian bound,

\[
c_5 t^{-\alpha/\beta} \exp \left( -\frac{(d(x, y)\beta^{1/(\beta-1)})}{c_5 t} \right) \leq p_t(x, y) \leq c_6 t^{-\alpha/\beta} \exp \left( -\frac{(d(x, y)\beta^{1/(\beta-1)})}{c_6 t} \right).
\]
where $\alpha$ is a Hausdorff dimension and $\beta \geq 2$ is called a walk dimension on the fractal. For the case of the Sierpinski gasket, $\alpha = \log 3/\log 2$ and $\beta = \log 5/\log 2$. In a sense, the Laplace operator of the fractal is a “$\beta$-th order” operator instead of second order. Rigorously speaking, the domain of the corresponding Dirichlet form (quadratic form) is a Besov space of order $\beta/2$, instead of the Sobolev space of order 1. Thus, some of the important classical methods of analysing heat kernels (such as the Davies method, the Moser’s iteration) do not work and new methods are needed to analyse them. In addition, there are various properties of diffusion processes/Laplace operators on fractals which differ completely from those on the Euclidean spaces (see [2, 4, 35, 38, 49] etc. for details).

Thus, it is natural and important to search for conditions equivalent to (1.4), especially conditions which are stable under perturbations. This direction of research was developed quite recently. At this stage, most of the results are on graphs and general measure metric space versions are in preparations. In this paper, we will give a survey of the work in section 2 and we will give some new equivalence conditions under the framework of resistance forms in section 3. Especially, on trees we show that detailed two-sided heat kernel estimate is equivalent to some volume growth condition (Proposition 5.1).

We believe that the detailed study of sub-Gaussian heat kernel estimates and parabolic Harnack inequalities is relevant to global analysis on manifolds and measure metric spaces. Further, it is also relevant to the study of heat transfer on stochastic models such as percolation clusters.

Throughout the paper, $f \simeq g$ means that there exists $c_1, c_2 > 0$ such that $c_1 f(x) \leq g(x) \leq c_2 g(x)$ for all $x$.

§2. Heat Kernel Estimates and Harnack Inequalities on Graphs

In this section, we summarize recent work on heat kernel estimates and parabolic Harnack inequalities on graphs.

§2.1. Framework

Let $\Gamma$ be an infinite connected locally finite graph. Assume that the graph $\Gamma$ is endowed with a weight (conductance) $\mu_{xy}$, which is a symmetric nonnegative function on $\Gamma \times \Gamma$ such that $\mu_{xy} > 0$ if and only if $x$ and $y$ are connected by a bond (in which case we write $x \sim y$). We call the pair $(\Gamma, \mu)$ a weighted graph. We can regard it as an electrical network.
We define a quadratic form on \((\Gamma, \mu)\) as follows. For each \(f, g \in \mathbb{R}^\Gamma := \{h : h \text{ is a function on } \Gamma\}\), we set

\[
\mathcal{E}(f, g) = \frac{1}{2} \sum_{x, y \sim \Gamma} (f(x) - f(y))(g(x) - g(y))\mu_{xy}.
\]

We say \((\Gamma, \mu')\) is a bounded perturbation of \((\Gamma, \mu)\) if \(\mu_{xy} \simeq \mu'_{xy}\) for all \(x \sim y\).

Now, define \(\mu_x = \sum_{y \in \Gamma} \mu_{xy}\) for each \(x \in \Gamma\). Set \(\mu(A) = \sum_{x \in A} \mu_x\) for each \(A \subseteq \Gamma\); \(\mu\) is then a measure on \(\Gamma\). For each \(x \sim y\), define \(P(x, y) = \mu_{xy}/\mu_x\), which is then the transition probability matrix of the Markov chain corresponding to \(E\). To be precise, the Markov chain corresponding to \(E\) is a continuous time Markov chain in which jumps occur along edge \(\{x, y\}\) at rate \(\mu_{xy}\). In this section, we will consider instead the induced random walk, the discrete time Markov chain which moves at unit time intervals to any vertex \(y\) in the neighbourhood of \(x\) with probabilities given by \(\{P(x, y)\}\), since its long time asymptotic behaviour is similar to that of the continuous time Markov chain. We denote the induced random walk by \(\{X_n\}_{n \geq 0}\). The random walk is reversible with respect to \(\mu\), indeed,

\[P(x, y)\mu_x = \mu_{xy} = \mu_{yx} = P(y, x)\mu_y.\]

The discrete Laplace operator corresponding to the random walk is

\[\mathcal{L}f(x) = \sum_y P(x, y)f(y) - f(x) = \frac{1}{\mu_x} \sum_y (f(y) - f(x))\mu_{xy}.\]

Let \(P_n(x, y)\) be the transition function of the random walk \(X_n\), i.e.

\[P_n(x, y) = \mathbb{P}^x(X_n = y).\]

Define the heat kernel of \(\mathcal{L}\) (transition density of \(X_n\)) by \(p_n(x, y) := P_n(x, y)/\mu_y\). Clearly, \(p_n(x, y) = p_n(y, x)\).

The natural metric on the graph obtained by counting the number of steps in the shortest path between points is written \(d(x, y)\) for \(x, y \in \Gamma\).

\[\S 2.2.\text{ Recent results on heat kernel estimates and parabolic Harnack inequalities on graphs}\]

In this subsection, we will explain the results in [8, 12, 24, 25, 28]. Throughout this and the next subsections, we use the graph distance \(d(\cdot, \cdot)\) and denote \(B(x, r) = \{y \in \Gamma : d(x, y) < r\}\), \(V(x, r) = \mu(B(x, r))\). We note that there are also related recent work for heat kernel estimates on graphs with sub-Gaussian heat transfer (cf. [3, 9, 31, 52, 53] etc.).
Definition 2.1. Let $(\Gamma, \mu)$ be a weighted graph and let $\beta > 0$.

(1) We say $(\Gamma, \mu)$ satisfies a $(p_0)$ condition if there exists $p_0 > 0$ such that

$$p_{xy} = \frac{\mu_{xy}}{\mu_x} \geq p_0$$

for all $\{x, y\} \in B$.

(2) We say $(\Gamma, \mu)$ satisfies a volume doubling condition $(VD)$ if there exists $C_1 > 1$ such that

$$V(x, 2R) \leq C_1 V(x, R)$$

for all $x \in \Gamma, R \geq 1$.

(2.2) We say $(\Gamma, \mu)$ has walk dimension $\beta$ and $(\Gamma, \mu)$ satisfies $(E_{\beta})$ if

$$E^x[T_{B(x, R)}] \simeq R^\beta,$$

for all $R \in [1, \infty), x \in \Gamma$.

(3) We say $(\Gamma, \mu)$ has resistance exponent $\beta$ and $(\Gamma, \mu)$ satisfies $(R_{\beta})$ if

$$R(B(x, R), B(x, 2R)) \simeq \frac{R^\beta}{V(x, R)},$$

for all $R \geq 1$, where resistance between disjoint sets $A, B \subset X$ is defined as follows.

$$R(A, B)^{-1} = \inf\{E(f, f) : f \in \mathbb{R}^\Gamma, f|_A = 1, f|_B = 0\}.$$  

(4) We say $(\Gamma, \mu)$ satisfies an elliptic Harnack inequality $(EHI)$ if there exists $C_1 > 0$ such that whenever $x \in \Gamma, R \geq 1$ and $h : \Gamma \to \mathbb{R}$ is non-negative and harmonic in $B(x, 2R)$,

$$\sup_{y \in B(x, R)} h(y) \leq C_1 \inf_{y \in B(x, R)} h(y).$$

(5) We say $(\Gamma, \mu)$ has resistance exponent $\beta$ and $(\Gamma, \mu)$ satisfies $(PHI)$ if

$$\max_{N \leq n \leq 2N} u(n, x) \leq C_1 \min_{3N \leq n \leq 4N} (u(n, x) + u(n + 1, x)),$$

where $N \geq 2R$ and $N \geq R^\beta$.

Theorem 2.1 ([25]). Let $(\Gamma, \mu)$ be a weighted graph satisfying the $(p_0)$ condition. Then the following are equivalent.

(a) $(\Gamma, \mu)$ satisfies $PHI(\beta)$. 


(b) $(\Gamma, \mu)$ satisfies $(VD)$, $(EHI)$ and $(E_\beta)$.

(c) For $x, y \in \Gamma$, $n \geq d(x, y)$, the transition density of $\{X_n\}_n$ on $(\Gamma, \mu)$ satisfies

$$p_n(x, y) \leq \frac{C_1}{V(x, n^{1/\beta})} \exp \left[ - \left( \frac{d(x, y)^\beta}{C_1 n} \right)^{1/(\beta-1)} \right], \quad (UE(\beta))$$

$$p_n(x, y) + p_{n+1}(x, y) \geq \frac{C_2}{V(x, n^{1/\beta})} \exp \left[ - \left( \frac{d(x, y)^\beta}{C_2 n} \right)^{1/(\beta-1)} \right]. \quad (LE(\beta))$$

(d) $(\Gamma, \mu)$ satisfies $(VD)$, $(EHI)$ and $(R_\delta)$.

Remark 1. 1) The graphs of pre-Sierpinski gaskets, pre-Sierpinski carpets and pre-nested fractals satisfy the above conditions (cf. [4, 9, 28, 31]).

2) When the above conditions hold, then $\beta \geq 2$ (see [3] Lemma 1.1).

These equivalence conditions are very useful. But it is not clear whether these conditions are stable under bounded perturbation of forms or not. Especially, it is still a big open problem whether $(EHI)$ is stable under bounded perturbation or not (cf. [5, 48]).

Recently, equivalent conditions to the parabolic Harnack inequality which are stable under bounded perturbation are given by Barlow-Bass [8].

**Definition 2.2.** (1) We say $(\Gamma, \mu)$ satisfies $(PI(\beta))$, a scaled Poincaré inequality with parameter $\beta \geq 2$, if there exists a constants $C_1 > 0$ such that for any ball $B = B(x_0, R) \subset \Gamma$ with $R \geq 1$ and $f : B \to \mathbb{R}$,

$$\sum_{x \in B} (f(x) - \bar{f}_B)^2 \mu_x \leq C_1 R^\beta \sum_{x, y \in B} \mu_{xy} (f(x) - f(y))^2, \quad (2.5)$$

where $\bar{f}_B = \mu(B)^{-1} \sum_{y \in B} f(y) \mu_y$.

(2) Let $\beta \geq 2$ and $\theta \in (0, 1]$. We say $(\Gamma, \mu)$ satisfies $(CS(\beta, \theta))$, a cut-off Sobolev inequality with exponents $\beta$ and $\theta$, if there exist constants $C_1, C_2 > 0$ such that for every $x_0 \in \Gamma$, $R \geq 1$, there exists a cut-off function $\varphi (= \varphi_{x_0, R})$ satisfying the following properties.

(a) $\varphi(x) \geq 1$ for $x \in B(x_0, R/2)$.

(b) $\varphi(x) = 0$ for $x \in B(x_0, R)^c$.

(c) $|\varphi(x) - \varphi(y)| \leq C_1 (d(x, y)/R)\theta$ for all $x, y \in \Gamma$.

(d) For any ball $B(x_0, s)$ with $1 \leq s \leq R$ and $f : B(x_0, 2s) \to \mathbb{R}$,

$$\sum_{x \in B(x_0, s)} f(x)^2 \sum_{y \in B(x_0, s)} \mu_{xy} |\varphi(x) - \varphi(y)|^2 \leq C_2 (s/R)^{2\theta} \left( \sum_{x, y \in B(x_0, 2s)} \mu_{xy} |f(x) - f(y)|^2 + s^{-\beta} \sum_{y \in B(x_0, 2s)} f(y)^2 \mu_y \right). \quad (2.6)$$
Theorem 2.2 ([8]). Let $(\Gamma, \mu)$ be a weighted graph satisfying the $(p_0)$ condition. Then the following are equivalent.
(1) There exists $\theta \in (0, 1]$ such that $(\Gamma, \mu)$ satisfies $(VD)$, $(PI(\beta))$ and $(CS(\beta, \theta))$.
(2) $(\Gamma, \mu)$ satisfies $(PHI(\beta))$.

Remark 2. Note that $(CS(2, 1))$ always holds. Indeed, essentially one can take $\varphi(x) = 2d(x, B(x_0, R)) / R$, then $|\varphi(x) - \varphi(y)| \leq 2R$ if $\mu_{xy} > 0$, and (2.6) follows easily. Thus Theorem 2.2 is a nice extension of (1.3) to the cases of $\beta > 2$.

Clearly, $(VD)$, $(PI(\beta))$ and $(CS(\beta, \theta))$ are stable under bounded perturbation of Dirichlet forms. Moreover, the conditions are stable under rough isometries, as we will discuss in the next subsection.

On the other hand, in general it is not easy to check $(CS(\beta, \theta))$. Very recently, simpler equivalent conditions are given by Barlow-Coulhon-Kumagai [12] under a stronger volume growth condition ($(VG(\beta))$ in Definition 2.3).

In order to state the results, we define the effective resistance between $x \neq y \in \Gamma$, which is a special case of (2.3), as follows.

\begin{equation}
R(x, y)^{-1} = \inf \{E(f, f) : f \in \mathbb{R}^\Gamma, f(x) = 1, f(y) = 0\}.
\end{equation}

We define $R(x, x) = 0$ for each $x \in \Gamma$. For any $x \neq y \in \Gamma$, $R(x, y)$ is positive and finite (see Proposition 3.1). It can be shown that $R(\cdot, \cdot)$ is a metric on $\Gamma$.

Definition 2.3. (1) We say $(\Gamma, \mu)$ satisfies a volume growth condition $(VG(\beta))$ if there exist $K > 1$, $C_1 > 0$ with $\alpha = \log C_1 / \log K < \beta$ such that

\begin{equation}
V(x, KR) \leq C_1 V(x, R), \quad x \in \Gamma, \quad R \geq 1.
\end{equation}

(2) We say $(\Gamma, \mu)$ satisfies a resistance upper and lower bound of order $\beta$ ($(RUE(\beta))$, $(RLE(\beta))$) if there exists $C_1, C_2 > 0$ such that for all $x, y \in \Gamma$,

\begin{align*}
R(x, y) &\leq C_1 \frac{d(x, y)^\beta}{V(x, d(x, y))}, \quad (RUE(\beta)) \\
R(x, y) &\geq C_2 \frac{d(x, y)^\beta}{V(x, d(x, y))}, \quad (RLE(\beta))
\end{align*}

Note that $(VG(\beta))$ is stronger than $(VD)$ and implies, for $\theta > 1$

\begin{equation}
V(x, \theta R) \leq c_1 \theta^\alpha V(x, R).
\end{equation}
\begin{theorem}[(12)] \label{thm:weighted_graph}
Let $(\Gamma, \mu)$ be a weighted graph satisfying the $(p_0)$ condition and assume $(VG(\beta))$. Then the following are equivalent.

(1) $(\Gamma, \mu)$ satisfies $(UE(\beta))$ and $(LE(\beta))$.

(2) $(\Gamma, \mu)$ satisfies $(RUE(\beta))$ and $(RLE(\beta))$.

When the above conditions hold, then the Markov chain is recurrent.

In the next section, we will discuss a resistance form version (see Definition 3.1) of this theorem using the resistance metric directly.

We note that measure metric space versions of [8, 24, 25] are being prepared [6, 10, 26]. There is also a paper which mentions relations between two-sided heat kernel estimates and parabolic Harnack inequalities on general measure metric spaces [30].

\section{2.3. Stability under rough isometries}

In this subsection, we will discuss stability of parabolic Harnack inequalities under rough isometries.

\begin{definition} \label{def:rough_isometry}
Let $(\Gamma^{(1)}, \mu^{(1)})$, $(\Gamma^{(2)}, \mu^{(2)})$ be weighted graphs satisfying the $(p_0)$ condition. If $(\Gamma^{(1)}, \mu^{(1)})$ satisfies $PHI(\beta)$ with respect to

\begin{align}
(2.8) \quad a^{-1}d^{(1)}(x, y) - b \leq d^{(2)}(T(x), T(y)) \leq ad^{(1)}(x, y) + b & \quad \forall x, y \in \Gamma^{(1)}, \\
(2.9) \quad d^{(2)}(T(\Gamma^{(1)}), y') \leq M & \quad \forall y' \in \Gamma^{(2)}, \\
(2.10) \quad c^{-1}\mu^{(1)}(x) \leq \mu^{(2)}_{T(x)} \leq c\mu^{(1)}(x) & \quad \forall x \in \Gamma^{(1)},
\end{align}

where $\mu^{(i)}$ and $d^{(i)}(\cdot, \cdot)$ are the measure and the graph distance of $(\Gamma^{(i)}, \mu^{(i)})$ respectively for $i = 1, 2$.

(2) $(\Gamma^{(1)}, \mu^{(1)})$, $(\Gamma^{(2)}, \mu^{(2)})$ are said to be roughly isometric if there is a rough isometry between them.

The notion of rough isometry was first introduced by M. Kanai ([32, 33]). As the work was mainly concerned with Riemannian manifolds, the definition of the rough isometry included only (2.8), (2.9). A definition equivalent to Definition 2.4 is given in [17].

$PHI(\beta)$ is stable under rough isometries.

\begin{theorem}[(28)] \label{thm:rough_isometry}
Let $(\Gamma^{(1)}, \mu^{(1)})$, $(\Gamma^{(2)}, \mu^{(2)})$ be weighted graphs satisfying the $(p_0)$ condition. If $(\Gamma^{(1)}, \mu^{(1)})$ satisfies $PHI(\beta)$ with respect to
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the graph distance and \((\Gamma^{(1)}, \mu^{(1)})\), \((\Gamma^{(2)}, \mu^{(2)})\) are roughly isometric, then \((\Gamma^{(2)}, \mu^{(2)})\) also satisfies \((\Phi(\beta))\) with respect to the graph distance.

§3. Results on Resistance Forms

In this section, we will discuss a resistance form version of Theorem 2.3. We use the resistance metric directly and the time scale function is generalized from \(r^\beta\) to \(h(r) = rV(r)\) for some increasing function \(V\) with doubling property.

We first define resistance forms, introduced by Kigami in [34, 35].

**Definition 3.1.** Let \(X\) be a set. A pair \((E, \hat{F})\) is called a resistance form on \(X\) if it satisfies the following.

1. \(E\) is a non-negative symmetric quadratic form and 
\[ \hat{F} := \{ f \in \mathbb{R}^X : E(f, f) < \infty \} \]. \(E(u, u) = 0\) if and only if \(u\) is constant on \(X\).
2. Let \(\sim\) be an equivalent relation on \(\hat{F}\) defined by \(u \sim v\) if and only if \(u - v\) is constant on \(X\). Then, \((\hat{F}/\sim, E)\) is a Hilbert space.
3. For any finite subset \(V \subset X\) and for any \(v \in \mathbb{R}^V\), there exists \(u \in \hat{F}\) such that \(u|_V = v\).
4. For any \(p, q \in X\),
\[ \sup \left\{ \frac{|u(p) - u(q)|^2}{E(u, u)} : u \in \hat{F}, E(u, u) > 0 \right\} < \infty. \]
5. (Markov property): If \(u \in \hat{F}\), then \(\bar{u} \in \hat{F}\) and 
\[ E(\bar{u}, \bar{u}) \leq E(u, u) \], where \(\bar{u} := (0 \vee u) \wedge 1\).

Note that (1) is slightly modified from the original definition in [34, 35]. Electric networks of weighted graphs are resistance forms.

**Proposition 3.1.** Let \((\Gamma, \mu)\) be a weighted graph satisfying the \((p_0)\) condition. Define \(E\) as in (2.1) and 
\[ \hat{F} := \{ f \in \mathbb{R}^\Gamma : E(f, f) < \infty \}. \] Then \((E, \hat{F})\) is a resistance form.

**Proof.** (1), (2), (3), (5) of Definition 3.1 are easy by definition of the weighted graph. So, we will prove (4). Denote the left hand side of (3.1) as \(M(p, q)\). Note that, for each \(u \in \hat{F}\) which is not a constant function, we can take \(\alpha, \beta \in \mathbb{R}\) so that \(v = \alpha u + \beta\) satisfies \(v(p) = 1, v(q) = 0\). Thus
\[ M(p, q) = \sup \{ E(v, v)^{-1} : v \in \hat{F}, v(p) = 1, v(q) = 0 \} \]
\[ = (\inf \{ E(v, v) : v \in \hat{F}, v(p) = 1, v(q) = 0 \})^{-1}. \]
Now take a shortest step \( p = x_0, x_1, \ldots, x_{n-1}, x_n = q \) such that \( x_i \sim x_{i+1} \) (0 \( \leq i \leq n - 1 \)). Then we have

\[
M(p, q)^{-1} \geq \inf \left\{ \frac{1}{2} \sum_{i=0}^{n-1} (v(x_i) - v(x_{i+1}))^2 \mu_{x_i,x_{i+1}} : v(x) = 1, v(y) = 0 \right\}.
\]

Using the \( (p_0) \) condition and Jensen’s inequality, the right hand side is greater than or equal to \( c_1/n > 0 \) for some \( c_1 > 0 \).

We note that we can also prove \( M(p, q) > 0 \) for \( p \neq q \). Indeed, by taking \( h \in \mathbb{R}^\Gamma \) so that \( h(p) = 1 \) and \( h(z) = 0 \) for all \( z \neq p \), we have \( M(p, q)^{-1} \leq \sum_{y:y\sim p} \mu_{py}/2 = \mu_p/2 < \infty \).

Let \((\mathcal{E}, \mathcal{F})\) be a resistance form on a set \( X \). We define the effective resistance between points by the left hand side of (3.1) (which is equal to (2.7), with \( f \in \mathcal{F} \) instead of \( f \in \mathbb{R}^\Gamma \)). Then the following is proved in section 2.3 of [35].

**Lemma 3.1.** 1) The function \( R(\cdot, \cdot) \) is a metric on \( X \).
2) For all \( f \in L^2(X, \mu) \) and \( x, y \in X \),

\[
|f(x) - f(y)|^2 \leq R(x, y)\mathcal{E}(f, f).
\]

Further, for each \( x, y \in X \), there exists \( f \) so that the equality holds in (3.2).

Using this lemma, we may take a completion of \( X \). Then, one can prove that \((\mathcal{E}, \mathcal{F})\) is a resistance form on the completion of \( X \) and the resistance metric can be naturally extended (see Theorem 2.3.10 in [35]). Thus, we may and will assume that \((X, R)\) is complete.

We note the definition of \( R \) can be generalized for arbitrary disjoint \( A, B \subset X \) as in (2.3), with \( f \in \mathcal{F} \) instead of \( f \in \mathbb{R}^\Gamma \).

Now, let \((X, d, \mu)\) be a measure metric space. Throughout the paper, we assume that \( X \) is a locally compact separable connected metric space, \( \mu \) is a non-negative \( \sigma \)-finite Borel measure on \( X \), finite on compact sets and strictly positive on non-empty open sets and \( d \) is a metric on \( X \). We assume \((\mathcal{E}, \mathcal{F})\) is a resistance form on \( X \) and the topology induced by the resistance metric is compatible with the topology induced by \( d \). Further, we assume that \( \mathcal{E} \) is local, i.e. for each \( u, v \in \mathcal{F} \) where \( \text{Supp } u \) and \( \text{Supp } v \) are disjoint compact sets, \( \mathcal{E}(u, v) = 0 \). Then, \( \mathcal{F} \cap C_0(X) \) is closable where \( C_0(X) \) is a space of compact supported continuous functions on \( X \) with respect to \( d \). Denoting its \( \mathcal{E}_1 \)-closure as \( \mathcal{F} \), we can prove that \((\mathcal{E}, \mathcal{F})\) is a local regular Dirichlet form on \( L^2(X, \mu) \) (see [22] for details on Dirichlet forms). We denote \(-\mathcal{L}\) the corresponding non-negative self-adjoint operator. Note that due to (3.2), elements in \( \mathcal{F} \) are
Hölder continuous with respect to the resistance metric. Since the topology induced by \(d\) and by the resistance metric are compatible, \(\mathcal{F} \subset C(X)\). Thus the corresponding diffusion is determined without any ambiguity of starting points and the corresponding semigroup \(P_t\) is Feller, i.e. \(P_t(C_b(X)) \subset C_b(X)\). Using the fact \(\mathcal{F} \subset C(X)\), we can also prove that there exists a version of the transition density (heat kernel) \(p_t(x, y)\) for each \((t, x, y) \in (0, \infty) \times X \times X\).

From now on, \(B(x, r)\) and \(V(x, r)\) will be defined with respect to the resistance metric as follows; let \(\tilde{B}(x, r) := \{y \in X : R(x, y) < r\}\) and \(B(x, r)\) be the connected component of \(\tilde{B}(x, r)\) containing \(x\), \(V(x, r) := \mu(B(x, r))\). Note that \(\tilde{B}(x, r)\) is not necessarily connected (see Remark 7.19 of [2]).

Throughout this paper, let \(V : [0, R_X) \to [0, \infty)\) be a strictly increasing function with \(V(0) = 0\) and \(V(2r) \leq C_1 V(r)\) for all \(r \in [0, R_X)\), where \(R_X\) is the diameter of \(X\) with respect to the resistance metric. Note that \(V(r)\) is different from \(V(x, r)\). We set \(h(r) := rV(r)\). \(V\) will be used as a volume growth function and \(h\) as a time scale function.

We now give several notions which will be used.

- Uniform volume growth with volume doubling condition: there exist \(C_1, C_2 > 0\) such that
  \[
  C_1 V(r) \leq V(x, r) \leq C_2 V(r) \quad \text{for all } x \in X, r \in [0, R_X). \quad (UVD)
  \]

  **Remark 3.**
  1) When \((\Gamma, \mu)\) is a weighted graph satisfying the \((p_0)\) condition, \((\mathcal{E}, \tilde{\mathcal{F}} \cap L^2(X, \mu))\) is a local regular Dirichlet form on \(L^2(X, \mu)\), where \((\mathcal{E}, \tilde{\mathcal{F}})\) is given in Proposition 3.1. But \((\mathcal{E}, \tilde{\mathcal{F}} \cap L^2(X, \mu))\) does not satisfy \((UVD)\) for very small \(r\). A relevant condition for such discrete examples is that \((UVD)\) holds for \(r \in [R_X', R_X)\) where \(0 \leq R_X' < R_X\) instead of \(r \in [0, R_X)\) (we denote this modified condition as \((UVD')\)).
  2) The weighted graph on \(\mathbb{Z}^d\) \((d \geq 2)\) with \(\mu_{xy} \equiv 1\) for \(x \sim y\) does not satisfy \((UVD)\). Indeed, \(V(x, r) = \infty\) if \(r\) is large for \(d \geq 3\), and \(V(r) = \exp(c_1 r)\) for \(d = 2\).

- Upper and lower heat kernel estimates: there exist \(C_1, C_2 > 0\) such that the following holds for all \(x, y \in X, t \in (0, T_X), r \in [0, R_X)\):
  \[
  p_t(x, y) \leq \frac{C_1 h^{-1}(t)}{t} \exp\left( -\frac{R(x, y)}{C_1 V^{-1}(t/R(x, y))} \right), \quad (UE(h))
  \]
  \[
  p_t(x, y) \geq \frac{C_2 h^{-1}(t)}{t} \exp\left( -\frac{R(x, y)}{C_2 V^{-1}(t/R(x, y))} \right). \quad (LE(h))
  \]

Here \(T_X > 0\) is a constant depending only on \(X\), such that \(T_X < \infty\) if \(\text{diam} X < \infty\) and \(T_X = \infty\) if \(\text{diam} X = \infty\).
Note that \( h^{-1}(t)/t = 1/V(h^{-1}(t)) \). We will sometimes express the pair of estimates \((UE(h)), (LE(h))\) as

\[
p_t(x, y) \simeq \frac{C_1 h^{-1}(t)}{t} \exp \left( -\frac{R(x, y)}{C_1 V^{-1}(t/R(x, y))} \right).
\]

• There exist \( C_2, C_3 > 0 \) such that

\[
p_t(x, y) \geq \frac{C_2 h^{-1}(t)}{t} \quad \text{if} \quad h(C_3 R(x, y)) \leq t.
\]

• For \( A \subset X \), let \( T_A \) be the first exit time from \( A \), i.e. \( T_A = \min \{ t \geq 0 : X_t \notin A \} \). Then the following holds for all \( x \in X, t \in (0, T_X), r \in (0, R_X) \).

\[
\mathbb{P}^x[T_{B(x,r)} \leq t] \simeq h(r),
\]

\[
\Psi_t(x, r) := \mathbb{P}^x(T_{B(x,r)} \leq t) \leq C_1 \exp \left( -\frac{C_2 r}{V^{-1}(t/r)} \right).
\]

• Parabolic Harnack inequality of order \( h \): for some \( 0 < \gamma_1 < \gamma_2 < \gamma_3 < \gamma_4 \), \( 0 < \delta < 1 \) and for any \( s \in (0, T_X), r \in [0, R_X], x \in X \), set \( Q = (s, s + \gamma_4 h(r)) \times B(x, r) \) and

\[
Q_- := (s + \gamma_1 h(r), s + \gamma_2 h(r)) \times B(x, \delta r),
\]

\[
Q_+ := (s + \gamma_3 h(r), s + \gamma_4 h(r)) \times B(x, \delta r).
\]

Let \( u(t, x) \geq 0 \) be defined on \( Q \) and satisfy

\[
\frac{\partial u(t, x)}{\partial t} = \mathcal{L}u(t, x), \quad (t, x) \in Q.
\]

Then,

\[
\sup_{(t, x) \in Q_-} u(t, x) \leq C_1 \inf_{(t, x) \in Q_+} u(t, x).
\]

Let \( (X, d, \mu) \) be a measure metric space. Our main theorem is the following.

**Theorem 3.1.** Let \((\mathcal{E}, \mathcal{F})\) be a resistance form on \( X \) and assume that the topology induced by the resistance metric is compatible with the topology induced by \( d \). Assume further that \( \mathcal{E} \) is local and let \( \mathcal{F} \) be the \( \mathcal{E}_1 \)-closure of \( \mathcal{F} \cap C_0(X) \). Then the following are equivalent.

1. \((\mathcal{E}, \mathcal{F})\) satisfies \((UVD)\).
2. \((\mathcal{E}, \mathcal{F})\) satisfies \((UE(h))\) and \((NLE(h))\).
If we further assume the following, we can obtain an equivalence to the full two-sided heat kernel estimate.

- Chain condition: there exists $C_1 > 0$ such that for all $x, y \in X$ and all $n \in \mathbb{N}$, there exists $\{x_0, x_1, \ldots, x_n\} \subset X$ with $x_0 = x, x_n = y$ such that

$$R(x_i, x_{i+1}) \leq C_1 R(x, y)/n \quad \text{for all } 0 \leq i \leq n - 1. \quad (CC)$$

**Corollary 3.1.** Let $(\mathcal{E}, \mathcal{F})$ be as in Theorem 3.1 and assume that $(CC)$ holds. Then the following are equivalent.

1. $(\mathcal{E}, \mathcal{F})$ satisfies $(UVD)$.
2. $(\mathcal{E}, \mathcal{F})$ satisfies $(UE(h))$ and $(LE(h))$.

**Remark 4.** In fact, $(CC)$ “seldom” holds; even for the Dirichlet form corresponding to Brownian motion on the Sierpinski gasket, $(CC)$ does not hold (see Example 2 in §5). However, when $X$ is a tree, $(CC)$ holds (Example 1 in §5).

Under $(UVD)$, we always have $(PHI(h))$.

**Proposition 3.2.** Let $(\mathcal{E}, \mathcal{F})$ be as in Theorem 3.1 and assume that $(UVD)$ holds. Then, $(\mathcal{E}, \mathcal{F})$ satisfies $(PHI(h))$.

**Remark 5.** Note that these results can be generalized (by essentially the same proof) under the volume doubling condition. Let $h^x(r) = rV(x, r)$. Then, $(VD)$ implies $(UE(h^x)), (NLE(h^x))$ and $(PHI(h^x))$ for all $x \in X$. Assume in addition $(CC)$, then $(LE(h^x))$ holds for all $x \in X$.

Finally, we note that $(PHI(h))$ implies slightly weaker heat kernel estimates. The next proposition is a modification of a result in [30]. Here we do not need to assume the Dirichlet form to be a resistance form.

**Proposition 3.3.** Let $(\mathcal{E}, \mathcal{F})$ be a local regular Dirichlet form on $L^2(X, \mu)$ and assume that $(PHI(h))$ holds for some $h : \mathbb{R}_+ \to \mathbb{R}_+$ where $V(r) := h(r)/r$ is an increasing function with $V(2r) \leq C_1 V(r)$ for all $r \in [0, R_X)$. Then, there exists a heat kernel of $(\mathcal{E}, \mathcal{F})$ with the following estimates.

$$p_t(x, y) \leq \frac{C_1}{V(x, h^{-1}(t))} \exp \left( -\frac{R(x, y)}{C_1 V^{-1}(t/R(x, y))} \right),$$

$$p_t(x, y) \geq \frac{C_2}{V(x, h^{-1}(t))} \quad \text{for } h(C_3 R(x, y)) \leq t.$$
Remark 6. As mentioned in Remark 3, discrete examples such as weighted graphs do not satisfy \((UVD)\) so the assertions here do not include them. By modifying the conditions (for example \((UVD')\) instead of \((UVD)\)), we may give statements that include such cases, but we do not discuss them here.

§4. Proof

In this section, we will give the proof of the results in section 3. We note that most of the proof in §4.1 and §4.2 is based on the proof in [12].

§4.1. Proof of theorem 3.1 \((1) \Rightarrow (2): \text{upper bound}\)

We begin with the on-diagonal upper bound.

**Proposition 4.1.** Assume \((UVD)\). Then, there exists \(C_1 > 0\) such that

\[
p_t(x, y) \leq \frac{C_1 h^{-1}(t)}{t}, \quad \text{for all } x \in X, t \in (0, T_X). \tag{DUE(h)}
\]

**Proof.** We follow the proof in [12]. Let \(f_t(y) = p_t(x, y)\) and

\[
\psi(t) = ||f_t||_2^2 = p_{2t}(x, x) = f_{2t}(x).
\]

Since \(\int_{B(x, r)} f_t \, d\mu \leq 1\) for \(r > 0\), there exists \(y = y(t, r) \in B(x, r)\) with \(f_t(y) \leq V(x, r)^{-1} \leq c_1 V(r)^{-1}\). Using (3.2),

\[
\frac{1}{2} f_t(x)^2 \leq f_t(y)^2 + |f_t(x) - f_t(y)|^2 \leq \frac{c_1^2}{V(r)^2} + \mathcal{E}(f_t, f_t) R(x, y).
\]

Since \(R(x, y) < r\), it follows that

\[
r \mathcal{E}(f_t, f_t) \geq \frac{1}{2} \psi(t/2)^2 - \frac{c_1^2}{V(r)^2}.
\]

Hence

\[
\psi'(t) = -2 \mathcal{E}(f_t, f_t) \leq \frac{2c_1^2 V(r)^{-2} - \psi(t/2)^2}{r}.
\]

Now \(\psi''(t) = 4(\mathcal{L} f_t, \mathcal{L} f_t) \geq 0\), so \(\psi'(t/2) \leq \psi'(t)\). We thus obtain

\[
\psi'(t) \leq \psi'(2t) \leq \frac{2c_1^2 V(r)^{-2} - \psi(t)^2}{r}.
\]

Set \(\varphi(t) = 2/\psi(t)\), then \(\varphi\) is increasing and

\[
\varphi'(t) = -\frac{1}{2} \varphi(t)^2 \varphi'(t) \geq \frac{2 - c_1^2 \varphi(t)^2 V(r)^{-2}}{r}.
\]
So, if \( r = r(t) \) is chosen so that \( \varphi(t) \leq V(r(t))/c_1 \), then \( \varphi'(t) \geq r(t)^{-1} \).

Choose \( r \) so that \( V(r(t)) = c_1 \varphi(t) \); then \( r \) is increasing. Hence \( r'(t)V'(r(t)) = c_1 \varphi'(t) \geq c_1 r(t)^{-1} \) and we have

\[
c_1 t \leq \int_0^t r(s)(V(r(s)))' ds \leq r(t)V(r(t)).
\]

Let \( R > 0 \), and choose \( s \) so that \( r(s) = R \). Then \( c_1 s \leq r(s) V(r(s)) = RV(R) \), so \( \varphi(RV(R)/c_1) \geq \varphi(s) = V(r(s))/c_1 = V(R)/c_1 \). Noting that \( h(R) = RV(R) \), we have \( p_{2h(R)/c_1}(x,x) \leq 2c_1 Rh(R)^{-1} \). Rearranging, we obtain \((DU E(h))\). \( \square \)

**Lemma 4.1.** Under \((UVD)\), the following holds.

\[
(4.1) \quad C_1 r \leq R(x,B(x,r)^c) \leq r \quad \text{for all } r \geq 0, \ x \in X.
\]

**Proof.** Take \( y,z \in B(x,r) \) with \( R(y,z) = \lambda r, \lambda \leq 1 \). We have by \((3.2)\),

\[
(4.2) \quad |f(y) - f(z)|^2 \leq R(y,z) \mathcal{E}(f,f) = \lambda r \mathcal{E}(f,f), \quad \text{for all } f \in \mathcal{F}.
\]

Let \( z \in X \) be such that \( c_1 r \leq R(x,z) \leq r \) for some \( c_1 < 1 \). If \( h_z \) is the harmonic function on \( X \setminus \{ x,z \} \) with \( h_z(z) = 0, h_z(x) = 1 \) then \( \mathcal{E}(h_z, h_z) = R(x,z)^{-1} \).

Applying \((4.2)\), we have, if \( R(y,z) = \lambda r, \)

\[
|h_z(y)|^2 = |h_z(y) - h_z(z)|^2 \leq \frac{\lambda r}{R(x,z)} \leq \frac{\lambda}{c_1}.
\]

So there exists a constant \( \lambda_1 \) such that \( R(y,z) \leq \lambda_1 r \) implies that \( h_z(y) \leq \frac{1}{2} \).

Now use \((UVD)\) to cover \( B(x,r) \setminus B(x,c_1 r) \) by balls \( B(z_i, \lambda_1 r), 1 \leq i \leq M \), with \( c_1 r \leq R(x,z_i) \leq r \). (Volume doubling condition is enough to do this and \( M \) depends only on the volume doubling constant.) Let \( g = \min h_{z_i} \), and \( h = 2(g - \frac{1}{2})^+ \cdot 1_{B(x,r)} \). Then \( h(x) = 1 \), and \( h = 0 \) on \( B(x,c_1 r)^c \), so that

\[
R(x,B(x,r)^c)^{-1} \leq \mathcal{E}(h,h) \leq 4 \sum_i \mathcal{E}(h_{z_i}, h_{z_i}) \leq 4M(\min_i R(x,z_i))^{-1} \leq c_2 r^{-1}.
\]

We thus obtain the first inequality of \((4.1)\). The second inequality of \((4.1)\) is clear because \( R(x,B(x,r)^c) \leq R(x,y) \) for all \( y \in \partial B(x,r) \). \( \square \)

From this lemma, we see that \( \dot{B}(x,C_1 r) \subset B(x,r) \).

**Proposition 4.2.** Assume \((UVD)\). Then there exist \( C_1, C_2 > 0 \) such that the following holds for all \( r \geq 0 \) and \( x_0, x \in X \).

\[
(4.3) \quad \mathbb{E}^x[T_{B(x_0,r)}] \geq C_1 h(r), \quad \mathbb{E}^x[T_{B(x_0,r)}] \leq C_2 h(r).
\]

In particular, \((E_h)\) holds.
Proof. Denote $B := B(x_0, r)$ and let $(\mathcal{E}_B, \mathcal{F}_B)$ be the part of the Dirichlet form in the sense of [22] section 4.4. By Theorem 4.4.3 of [22], it is a regular Dirichlet form on $L^2(B, \mu)$ with $\mathcal{F}_B \subset \{ f : f(x) = 0 \text{ on } x \in B^c \}$. Let $X^B_t$ be the corresponding Hunt process, which is a process with the killing condition outside $B$. Using (3.2), we have

\[
\sup_{x \in B} |f(x)|^2 \leq r \mathcal{E}(f, f) \quad \text{for all } f \in \mathcal{F}_B.
\]

Thus, $(\mathcal{E}_B, \mathcal{F}_B)$ is a transient Dirichlet form so that the extended Dirichlet space $(\mathcal{E}_B, (\mathcal{F}_B)_e)$ is a Hilbert space (Theorem 1.5.3 in [22]). Using (4.4) and the Riesz representation theorem, there exists a Green kernel $g_B(\cdot, \cdot)$ with the reproducing property;

\[
\mathcal{E}(g_B(x, \cdot), f) = f(x) \quad \text{for all } f \in \mathcal{F}_B.
\]

Using the reproducing property and Definition 3.1 (1), $g_B(x, y) = g_B(y, x)$ and $g_B(x, x) > 0$ for all $x, y \in B$. Set $p_x(y) := g_B(x, y)/g_B(x, x)$. Then $p_x$ is an equilibrium potential for $R(x, B^c)$ and we have

\[
R(x, B^c)^{-1} = \mathcal{E}(p_x, p_x) = g_B(x, x)^{-1}.
\]

Since $p_x(y) \leq 1$ for all $y \in X$, \n
\[
g_B(x, y) \leq g_B(x, x) \quad \text{for all } x, y \in X.
\]

On the other hand, by the definition of the resistance,

\[
R(x, B^c) \leq R(x, y) \quad \text{for all } x, y \in X, y \in B^c,
\]

so that $g_B(x, x) \leq r$. Now, since

\[
\mathbb{E}^x[T_{B(x_0, r)}] = \int_B g_B(x, y)d\mu(y),
\]

we have

\[
\mathbb{E}^x[T_{B(x_0, r)}] \leq r V(x_0, r) \leq c_1 h(r),
\]

where we use (4.6) and (UVD). We thus obtain the second inequality of (4.3).

Next, by (3.2) and the reproducing property of $g_B$, we have for $y \in B$,

\[
|g_B(x_0, x_0) - g_B(x_0, y)|^2 \leq \mathcal{E}(g_B, g_B) R(x_0, y) = g_B(x_0, x_0) R(x_0, y).
\]

Thus, by (4.5) we have

\[
|1 - p_{x_0}(y)|^2 \leq \frac{R(x_0, y)}{R(x_0, B^c)}.
\]
Now using Lemma 4.1, we see that there exists $\delta > 0$ such that
\begin{equation}
\tag{4.8}
\rho_{x_0}(y) = \frac{g_B(x_0, y)}{g_B(x_0, x_0)} \geq 1/2 \quad \text{for all } y \in B(x_0, \delta r).
\end{equation}
On the other hand, by (4.5) and Lemma 4.1, we have $g_B(x_0, x_0) = R(x_0, B^c) \geq c_2 r$. Combining this with (4.8), we have
\[ g_B(x_0, y) \geq c_3 r, \quad \text{for all } y \in B(x_0, \delta r). \]
Using this with (4.7) and (UVD), we have
\[ \mathbb{E}_{x_0}^X[T_{B(x_0, r)}] = \int_B g_B(x_0, y) d\mu(y) \geq c_4 r V(x_0, \delta r) \geq c_5 h(r), \]
where $c_5 > 0$ depends on $\delta$. We thus obtain the first inequality of (4.3). \qed

The next lemma is known when $h(r) = r^\beta$ for some $\beta \geq 2$. The following proof is a modification of the known proof.

**Lemma 4.2.** \tag{4.3} \Rightarrow \tag{Ψ}.

**Proof.** We first prove that there exists $0 < c_1 < 1$ and $c_2 > 0$ such that
\begin{equation}
\tag{4.9}
\mathbb{P}^x(T_{B(x,r)} \leq s) \leq 1 - c_1 + c_2 s/h(r) \quad \text{for all } x \in X, s \geq 0.
\end{equation}
Indeed, by the Markov property, for each $x \in X$ we have
\[ \mathbb{E}^x T_{B(x,r)} \leq s + \mathbb{E}^x [1_{\{T_{B(x,r)} > s\}} \mathbb{E}^X T_{B(x,r)}]. \]
Applying (4.3), we have
\[ c_1 h(r) \leq s + c_4 h(r) \mathbb{E}^x (T_{B(x,r)} > s) = s + c_4 h(r)(1 - \mathbb{P}^x(T_{B(x,r)} \leq s)). \]
Rearranging gives (4.9).

Next, let $t \geq 1$, $b = r/l$, and define stopping times $\sigma_i$, $i \geq 0$ by
\[ \sigma_0 = 0, \quad \sigma_{i+1} = \inf\{t \geq \sigma_i : R(X_{\sigma_i}, X_t) \geq b\}. \]
Let $\xi_i = \sigma_i - \sigma_{i-1}, \ i \geq 1$. Let $\mathcal{F}_t$ be the filtration generated by $\{X_s : s \leq t\}$ and let $\mathcal{G}_m = \mathcal{F}_{\sigma_m}$. We have by (4.9)
\[ \mathbb{P}^x(\xi_{i+1} \leq t | \mathcal{G}_i) = \mathbb{P}^{X_{\sigma_i}}(T_{B(X_{\sigma_i}, b)} \leq t) \leq p + c_2 t/h(b), \]
where $0 < p < 1$. As $R(X_{\sigma_i}, X_{\sigma_{i+1}}) = b$, we have $R(X_0, X_{\sigma_i}) \leq r$, so that

$$\sigma_l = \sum_{i=1}^{l} \xi_i \leq T_B(X_0, r).$$

So, by Lemma 3.14 in [2],

$$\log \mathbb{P}^x(T_B(x,r) \leq t) \leq 2p^{-1/2} \left( \frac{c_2lt}{h(r/t)} \right)^{1/2} - l \log(1/p) = c_5 \left( \frac{lt}{h(r/t)} \right)^{1/2} - c_6 l.$$  

Now take $l_0 \in \mathbb{N}$ the largest integer $l$ that satisfies

$$(4.10) \quad c_6 l/2 > c_5 \left( \frac{lt}{h(r/t)} \right)^{1/2}.$$  

This is equivalent to $r/l > V^{-1}(c_7t/r)$ where $c_7 = 4c_2^2/c_6^2$. Note that if $r \leq V^{-1}(c_7t/r)$, then $(\Psi)$ clearly holds by taking $C_1 > 0$ large, so we may assume that (4.10) holds for small $l \in \mathbb{N}$. Then

$$l_0 < \frac{r}{V^{-1}(c_7t/r)} \leq l_0 + 1, \quad \text{and} \quad \log \mathbb{P}^x(T_B(x,r) \leq u) \leq -c_6l_0/2.$$  

We thus obtain $(\Psi)$. \hfill \Box

Remark 7. When $h(r) = r^\beta$, $(\Psi)$ turns out to be the following.

$$\mathbb{P}^x(T_B(x,r) \leq t) \leq C \exp(-c(r^\beta/t)^{1/(\beta-1)}).$$

In order to show $(UE(h))$, all we need now is to prove $(UVD)+(DUE(h))+(\Psi) \Rightarrow (UE(h))$. Since the proof is standard, we omit it (see, for example, Theorem 3.11 in [2]).

§4.2. Proof of theorem 3.1 (1) $\Rightarrow$ (2): lower bound

We first give an upper estimate for the time derivative of the heat kernel, which will be used later. Since it is well-known, we omit the proof (see, for example, Proposition 4.16 in [2]).

Lemma 4.3. Assume that $(UVD)$ and $(DUE(h))$ holds. Then,

$$(4.11) \quad \frac{\partial}{\partial t} p_t(x, x) = \mathcal{E}(p_{t/2}(\cdot, x), p_{t/2}(\cdot, x)) \leq \frac{C_1h^{-1}(t)}{t^2}, \quad \forall x, y \in X, \ t > 0.$$  

We now start proving $(NLE(h))$. To begin with, we will obtain the on-diagonal lower estimate.

Proposition 4.3. Assume $(UVD)$ and $(E_h)$. Then, there exists $C_1 > 0$ such that for all $t > 0$,

$$p_t(x,x) \geq \frac{C_1h^{-1}(t)}{t}. \quad (DLE(h))$$
Proof. The proof is standard. Using (4.9) we have that
\[ P^x(X_t \notin B(x,r)) \leq P(T_{B(x,r)} \leq t) \leq 1 - c_1 + c_2 t/h(r). \]
Hence by choosing \( r \) such that \( c_3 h(r) < t < c_1 h(r)/(2c_2) \) for some \( c_3 > 0 \), we have
\[ P^x(X_t \notin B(x,r)) \leq c_4 < 1. \]
Thus \( P^x(X_t \in B(x,r)) \geq 1 - c_4 > 0 \). By Cauchy-Schwarz,
\[ (1 - c_4)^2 \leq P^x(X_t \in B(x,r))^2 = \left( \int_{B(x,r)} p_t(x,z) d \mu(z) \right)^2 \leq V(x,r) p_{2t}(x,x). \]
Now, using the lower bound on our choice of \( t \) and \((UVD)\), we obtain
\[ p_{2t}(x,x) \geq c_5 h^{-1}(t) t. \]
Rewriting in terms of \( t \) and adjusting, we have the result.

We next prove a near-diagonal lower estimate.

**Lemma 4.4.** Assume \((UVD)\), \((DUE(h))\) and \((DLE(h))\). Then, there exist \( C_2, C_3 > 0 \) such that
\[ p_t(x,y) \geq \frac{C_2 h^{-1}(t)}{t} \quad \text{if} \quad h(C_3 R(x,y)) \leq t. \]  
\( (NLE(h)) \)

Proof. First, using (3.2) and Lemma 4.3, we have
\[ |p_t(x,y) - p_t(x,y')|^2 \leq R(y,y') E(p_t(\cdot,x),p_t(\cdot,x)) \leq \frac{c_1 h^{-1}(t)}{t^2} R(y,y'). \]
Using this and \((DLE(h))\),
\[ p_t(x,y) \geq p_t(x,x) - |p_t(x,x) - p_t(x,y)| \]
\[ \geq \frac{c_2 h^{-1}(t)}{t} - \left\{ \frac{c_1 h^{-1}(t)}{t^2} R(x,y) \right\}^{1/2} \]
\[ = \frac{c_2 h^{-1}(t)^{1/2}}{t} \left( h^{-1}(t)^{1/2} - c_3 R(x,y)^{1/2} \right). \]
Now, taking \( C_3 \) large enough, we have \( h^{-1}(t)^{1/2}/2 \geq c_3 R(x,y)^{1/2} \) if \( h(C_3 R(x,y)) \leq t \) holds. We thus obtain the result.
§4.3. Proof of the rest

The rest of the proof in Theorem 3.1 and the proof of Corollary 3.1 is standard. So we will just mention references.

The proof (2) \(\Rightarrow\) (1) in Theorem 3.1 goes by simple modifications of [24] Proposition 15.1. Under (CC), we can apply the standard chain argument to deduce \((LE(h))\) from \((NLE(h))\) and \((UVD)\) (see, for example, Theorem 3.11 in [2]). Thus Corollary 3.1 holds.

For the proof of Proposition 3.2, the following lemma is important.

**Lemma 4.5.** Let \(x_0 \in X, B := B(x_0, r)\) and let \(p_t^B(x, y)\) be the transition density of the process killed at \(B^c\). Suppose \((UE(h))\) and \((NLE(h))\) hold. Then, there exist \(C_1, C_2, C_3 > 0\) and \(0 < \delta < 1\) such that the following holds.

\[
p_t^B(x, y) \geq \frac{C_1 h^{-1}(t)}{t} \left( \frac{C_2}{V(\delta r)} \right) \quad \forall x, y \in B(x_0, \delta r), h(C_3 \delta r) \leq \forall t \leq h(2C_3 \delta r).
\]

**Proof.** We will use the following Dynkin-Hunt formula,

\[
(4.13) \quad p_t^B(x, y) = p_t(x, y) - \mathbb{E}^x[1_{\{T_{\alpha} \leq t\}} p_t(X_{T_{\alpha}}, y)].
\]

First, by taking \(C_3\) as \(2C_3\) in Lemma 4.4, we can estimate \(p_t(x, y)\) from below using \((NLE(h))\).

Denote \(\delta' = C_3 \delta\). If \(\xi \in \partial B\) and \(t' \leq t\), then \(R(\xi, y) \geq (1 - \delta)r\). Thus, taking \(\epsilon = \epsilon_{r, t'} \in (0, 1]\) such that \(h(\epsilon \delta' r) \leq t' \leq h(2 \epsilon \delta' r)\), we have by \((UE(h))\),

\[
p_t(\xi, y) \leq \frac{C_1 h^{-1}(t')}{t'} \exp \left( - \frac{(1 - \delta)r}{C_1 V^{-1}(t'/((1 - \delta)r))} \right)
\]

\[
\leq \frac{C_2 h^{-1}(t)}{2t} \left( \frac{2C_1 h^{-1}(t')/t'}{C_2 h^{-1}(t)/t} \right) \exp \left( - \frac{(1 - \delta)r}{C_2 V^{-1}(t'/((1 - \delta)r))} \right)
\]

\[
\leq \frac{C_2 h^{-1}(t)}{2t} \cdot \frac{c_3 h(\delta' r)}{h(\delta' r)} \exp \left( - \frac{(1 - \delta)r}{c_3 V^{-1}(\epsilon \delta' V(\delta' r)/(1 - \delta))} \right)
\]

\[
\leq \frac{C_2 h^{-1}(t)}{2t} \cdot \frac{c_3}{\epsilon^{\alpha - 1}} \exp \left( - \frac{1 - \delta}{c_4 \epsilon \delta'} \right).
\]

Here we use the fact \(h(2r) \leq c_3 h(r)\) (we then set \(\alpha = \log c_3/\log 2\) and \(V^{-1}(\epsilon \delta' V(\delta' r)/(1 - \delta)) \leq V^{-1}(V(\delta' r)) = \epsilon \delta' r\) (here we take \(\delta\) small so that \(\delta'/1 - \delta \leq 1\) in the last inequality). By taking \(\delta\) small enough, the last term is smaller than \(C_2 h^{-1}(t)/(2t)\). Putting this and \((NLE(h))\) into (4.13), we obtain the desired estimate. \(\square\)

Using this lemma, the proof of Proposition 3.2 goes by simple modifications of [20] section 3. See also section 5 of [30] and section 3.3 of [19]. Proposition...
3.3 is a special case of Theorem 5.3 in [30]. Indeed, \( h^{-1} \) corresponds to \( \rho \) in [30] and it satisfies conditions (R1)', (R2) in the paper. \( r/V^{-1}(t/r) \) corresponds to \( G(t,r) \) in the paper. Note that we cannot obtain the off-diagonal lower heat kernel estimate because the resistance metric is not a geodesic in general.

§5. Examples

In this section, we give examples where \((UE(h))\) and \((NLE(h))\) holds.

Example 1: Trees
Let \((X,d,\mu)\) be a measure metric space. \(d\) is called a geodesic if for any two points \(x, y \in X\), there exists a continuous map \( \gamma : [0, d(x, y)] \to X \) such that \( d(\gamma(s), \gamma(t)) = t - s \) for all \( 0 \leq s \leq t \leq d(x, y) \). \((X,d,\mu)\) is called a tree if it is the geodesic measure metric space and \( \{ \gamma(t) : 0 \leq t \leq d(x, y) \} \) is uniquely determined (independent of the choice of \( \gamma \)). In other words, tree is a loopless geodesic space.

Assume that \((X,d,\mu)\) is a tree. Then, it is a dendrite in the sense of Kigami [34]. Thus, by Theorem 5.4 in [34] there exists a resistance form \((E, \hat{F})\) on \(X\) associated to \((X,d)\) such that \((E, \hat{F}\cap L^2(X,\mu))\) is a local regular Dirichlet form on \(L^2(X,\mu)\). The resistance metric for \((E, \hat{F})\) is equal to \(d\) so that it is a geodesic. By Theorem 3.1 and Corollary 3.1, we have the following.

Proposition 5.1. Let \((X,d,\mu)\) is a tree and assume \((E, \hat{F})\) is an associated local regular Dirichlet form on \(L^2(X,\mu)\). Then, \((UVD)\) with respect to \(d\) is equivalent to \((UE(h)) + (LE(h))\) with respect to \(d\).

Proposition 5.1 generalizes the result in [16], where trees with \(V(r) = r\) are treated.

Example 2: P.c.f. self-similar sets
P.c.f. self-similar sets (cf. [35]) are a class of finitely ramified fractals introduced by Kigami.

Let \(X\) be a compact metrizable space with \(S = \{1, 2, \ldots, N\}\) and continuous injections \(F_i : X \to X\) \((1 \leq i \leq N)\). \(\mathcal{L} = (X, S, \{F_s\}_{s \in S})\) is called a post critically finite (p.c.f.) self-similar set if \(\mathcal{L}\) satisfies the following.

1) There exists continuous surjection \(\pi : S^N \to X\) such that \(\pi \circ \tilde{\sigma}_s = F_s \circ \pi\) for all \(s \in S\). Here \(\tilde{\sigma}_s : S^N \to S^N\) is a map such that \(\tilde{\sigma}_s(w_1w_2\cdots) = sw_1w_2\cdots\).

2) Let \(P(\mathcal{L}) = \cup_{n \geq 1}\sigma^n(\pi^{-1}(\cup_{s,t \in S, s \neq t}(F_s(X) \cap F_t(X))))\), where \(\sigma(w_1w_2\cdots) = w_2w_3\cdots\). Then \(P(\mathcal{L}) < \infty\).

One of the typical examples of p.c.f. self-similar sets is the Sierpinski gasket.
The (2-dimensional) Sierpinski gasket is a unique non-void compact set $X \subset \mathbb{R}^2$ that satisfies $X = \bigcup_{i \in S} F_i(X)$ where $S = \{1, 2, 3\}$ and $F_i : \mathbb{R}^2 \to \mathbb{R}^2$ is given by $F_i(x) = (x + a_i)/2$ with $a_1 = (0, 0), a_2 = (1, 0)$ and $a_3 = (1/2, \sqrt{3}/2)$.

We will consider connected p.c.f. self-similar sets. Denote $F_w = F_{w_1} \circ \cdots \circ F_{w_m}$ for $w = w_1 \cdots w_m$ and let $V_0 = \pi(P), \ V_m = \bigcup_{w \in S^m} F_w(V_0), \ V_s = \bigcup_{m \geq 0} V_m$. Let $D : \mathbb{R}^{V_0} \to \mathbb{R}^{V_0}$ be a symmetric irreducible linear map so that $D_{pp} < 0$, $D_{pq} \geq 0$, $p \neq q$, $\sum_{q \in V_0} D_{pq} = 0$, $p \in V_0$, and let $r = (r_1, \ldots, r_N)$ be $r_i > 0$ ($i \in S$). The simplest example of $(D, r)$ for the Sierpinski gasket is $D = \begin{pmatrix} -2 & 1 & 1 \\ 1 & -2 & 1 \\ 1 & 1 & -2 \end{pmatrix}$, $r = (1, 1, 1)$. For $w \in S^m$, let $R_w : \mathbb{R}^{V_m} \to \mathbb{R}^{V_0}$ be as $R_w(u) = u \circ F_w$ and let $r_w = r_{w_1} \cdots r_{w_m}$. We define a difference operator $H_m : \mathbb{R}^{V_m} \to \mathbb{R}^{V_m}$ as follows,

$$H_m = \sum_{w \in S^m} r_w^{-1} t R_w D R_w = \begin{pmatrix} T_m & J_m \\ J_m & K_m \end{pmatrix},$$

where $T_m : \mathbb{R}^{V_0} \to \mathbb{R}^{V_0}, J_m : \mathbb{R}^{V_0} \to \mathbb{R}^{V_m \setminus V_0}$ and $K_m : \mathbb{R}^{V_m \setminus V_0} \to \mathbb{R}^{V_m \setminus V_0}$. We assume the following for $(D, r)$.

**Assumption.** 1) There exists $\lambda > 0$ such that $T_1 - t J_1 K_1^{-1} J_1 = \lambda^{-1} D$. 2) $r_s < \lambda$ for all $s \in S$.

For $u, v \in \mathbb{R}^{V_m}$, define a quadratic form $\mathcal{E}_m$ as $\mathcal{E}_m(u, v) = -\lambda^m t u H_m v$. Under Assumption 1),

$$\inf \{ \mathcal{E}_{m+1}(u, u) | u|_{V_m} = v \} = \mathcal{E}_m(v, v), \quad \text{for all } v \in \mathbb{R}^{V_m}$$

so that $\mathcal{E}_m(u|_{V_m}, u|_{V_m}) \leq \mathcal{E}_{m+1}(u, u)$ for $u \in \mathbb{R}^{V_{m+1}}$. Thus, letting

$$\mathcal{F}_* = \left\{ f \in \mathbb{R}^{V_*} : \lim_{m \to \infty} \mathcal{E}_m(f, f) < \infty \right\}, \quad \mathcal{E}(f, g) = \lim_{m \to \infty} \mathcal{E}_m(f, g) \quad \forall f, g \in \mathcal{F}_*,$$

we have a quadratic form on $V_*$. Under Assumption 2), one can define the resistance metric on $V_*$ and all the elements in $\mathcal{F}_*$ can be extended continuously to $X$. We denote the set of the extended functions as $\mathcal{F}$.

Now, for $\mu_1 > 0$ with $\sum_{i \in S} \mu_i = 1$, let $\mu$ be a Bernoulli measure on $X$ so that $\mu(F_{w_1} \cdots F_{w_m}(X)) = \mu_{w_1} \cdots \mu_{w_m}$. Note that $\mathcal{F} \subset C(X) \subset L^2(X, \mu)$.

**Theorem 5.1** ([35]). 1) $(\mathcal{E}, \mathcal{F})$ is a local regular Dirichlet form on $L^2(X, \mu)$. It satisfies Lemma 3.1 and the following holds with $\rho_1 := \lambda/r_1 > 1$.

$$\mathcal{E}(f, g) = \sum_{i \in S} \rho_i \mathcal{E}(f \circ F_i, g \circ F_i) \quad \text{for all } f, g \in \mathcal{F}.$$
2) Let $\Delta_\mu$ be the corresponding self-adjoint operator on $L^2(X, \mu)$. Then $-\Delta_\mu$ has the compact resolvent. Define $n^\mu(x) = \sharp\{\lambda | \lambda$ is an eigenvalue of $-\Delta_\mu \leq x\}$ and let $d_s(\mu) > 0$ be the unique number which satisfies $\sum_{i \in S}(\mu_i/\rho_i)^{d_s(\mu)/2} = 1$. Then,

\begin{equation}
0 < \liminf_{x \to \infty} n^\mu(x)/x^{d_s(\mu)/2} \leq \limsup_{x \to \infty} n^\mu(x)/x^{d_s(\mu)/2} < \infty.
\end{equation}

3) Let $S > 0$ be the unique number which satisfies $\sum_{i \in S} \rho_i^{-S} = 1$. Then,

\begin{equation}
\max\{d_s(\mu) : \mu \text{ is a Bernoulli measure on } X\} = \frac{2S}{S+1}.
\end{equation}

Further, maximum is attained by $\mu$ with $\mu_i = \rho_i^{-S}$ for all $i \in S$.

The former example of $(D, r)$ on the Sierpinski gasket satisfies Assumption 1), 2) with $\lambda = 5/3$. For the case, $\mu$ is $\mu(F_{w_1 \cdots w_n}(X)) = 1/3^n$ and the middle inequality of (5.2) turns out to be a strict inequality. It is known that for (affine) nested fractals, which is a subclass of p.c.f. self-similar sets with strong symmetry, there exists $(D, r)$ which satisfies Assumption 1), 2) (cf. [21, 37, 42]). Note that the Sierpinski gasket is an example of an (affine) nested fractal.

We consider $\mu$ with $\mu_i = \rho_i^{-S}$, $i \in S$. This case is in the framework of section 3 and $(UVD)$ holds with $V(r) = r^S$. Thus, by Theorem 3.1, we have $(UE(h))$ and $(NLE(h))$. In fact, detailed heat kernel estimates are obtained in [27].

**Theorem 5.2 ([27]).** There exists a jointly continuous version of the transition density $p_t(x, y)$ such that the following estimate holds.

\[
p_t(x, y) \simeq C_1 t^{-d_s/2} \exp \left( - \left( \frac{R(x, y)^{S+1}}{C_1 t} \right)^{d_k(m, t)_{(x, y)}/(S+1-d_k(m, t)_{(x, y)})} \right),
\]

for all $x, y \in X, 0 < t \leq 1$, with the notation of $\simeq$ as in (3.3). Here $d_k(x, y) = \frac{1}{k} \log N_{m+k}(x, y), N_m(x, y)$ is the shortest path counting function for the resistance metric at level $m$, and

\[
k = k(m, t) := \inf \{j : N_{m+j}(x, y) e^{-(S+1)(m+j) < t}\}.
\]

See [27] for details. Note that in general we cannot obtain uniform estimates for $d_k(x, y)$ as shown in [27] section 6. Thus, we cannot get $(LE(h))$ in general as mentioned in section 3.
For (affine) nested fractals, it is known that there exists a geodesic $d$ such that $R(x,y) \simeq d(x,y)^\theta$ holds for some $\theta \leq 1$ and
\[
 p_t(x,y) \simeq C_1 t^{-S/(S+1)} \exp \left( - \frac{(R(x,y)^{S+1})^\theta}{C_1 t} \right),
\]
for all $x,y \in X$, $0 < t \leq 1$ where $d_c^\theta = 1/\theta$ (see [21, 37]). When $\theta < 1$, this estimate is different from $(UE(h)) + (LE(h))$ with $V(r) = r^S$. This means, $(LE(h))$ and $(CC)$ do not hold and $(UE(h))$ is not the best estimate when $\theta < 1$. For the case of Brownian motion on the Sierpinski gasket, which is constructed from the former example of $(D,r)$, $\theta = \log(5/3)/\log 2 < 1$.

By these results, we see that geodesic is needed in order to obtain two-sided heat kernel estimates, whereas for parabolic Harnack inequalities resistance metric seems to be more useful when it is properly defined.

We note that the 2-dimensional Sierpinski carpet (which is not a p.c.f. self-similar set, cf. [7, 40]) is also an example that we can apply our results.
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