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Abstract

We present the global existence theorem for semilinear Schrödinger equations satisfying gauge invariance. Combining the local existence results and a priori estimates, we construct global solutions with small initial data.

§1. Introduction

In this paper we study the initial value problem for semilinear Schrödinger equations

\[ \partial_t u - i \Delta u = F(u, \nabla u), \quad \text{in} \quad (0, \infty) \times \mathbb{R}^N, \]

\[ u(0, x) = u_0(x), \quad \text{in} \quad \mathbb{R}^N. \]

where \( u(t, x) \) is complex-valued, \( i = \sqrt{-1} \), \( \partial_t = \partial / \partial t \), \( \partial_x = \partial / \partial x_j \) (\( j = 1, \ldots, N \)), \( \Delta = \sum_{j=1}^N \partial_x^2_j \), and \( N \in \mathbb{N} \). We assume that the nonlinear term \( F(u, q) : \mathbb{C} \times \mathbb{C}^N \to \mathbb{C} \) satisfies

\[ F(u, q) \in C^m(\mathbb{R}^2 \times \mathbb{R}^{2N}), \]

\[ |F(u, q)| \leq C(|u|^{p_u} + |q|^{p_w}), \quad \text{near} \quad (u, q) = 0, \quad p_u = 2, 3, \ldots. \]

We see the second variable \( q \) corresponding to \( \nabla u = (\partial_{x_1} u, \ldots, \partial_{x_N} u) \). We define
The purpose of this paper is to prove the global existence of small solutions to \((1.1) - (1.2)\). Generally, Schrödinger type equations have so-called loss of derivatives because of the first order terms and therefore we cannot obtain classical energy estimates. More precisely, the classical energy estimates hold if and only if

\[
\text{Im} \frac{\partial F}{\partial q_j}(u,q) \equiv 0, \quad j = 1, \ldots, N.
\]  

It was difficult even to prove the local existence unless \((1.5)\) holds. But recently, several results on the local existence appeared without the condition \((1.5)\) (see A. Soyeur [15], C. E. Keing-G. Ponce-L. Vega [9] N. Hayashi-T. Ozawa [5] and H. Chihara [1] [2]). Then studies on the global existence have been mainly concerned with the case \((1.5)\) or the special cases without \((1.5)\). These results are the following.

1. **Assume \((1.5)\)**. If \(N(p_w - 1^2/2p_w > 1\), namely

\[
N \geq \begin{cases} 
5, & (p_w = 2), \\
2, & (p_w = 3), \\
1, & (p_w = 4),
\end{cases}
\]

then \((1.1) - (1.2)\) has a global solution with small initial data (see S. Klainerman-G. Ponce [10] and J. Shatah [14]). They established so-called \(L^p - L^q\) method and applied to several nonlinear equations. N. Hayashi [4] studied some quadratic nonlinear equations in the case of \(N = 3, 4\). Using some operators which have good commutation relations to \(e^{i\lambda t}\), he proved global existence results (see also T. Ozawa [13, Theorem 1]).

2. If \(N = 1\), the problem \((1.1) - (1.2)\) is easier than the case of \(N \geq 2\), because a gauge transform

\[
u (t, x) \mapsto u (t, x) \equiv u (t, x) \exp \left( -\frac{1}{2} \int_{-\infty}^{x} \text{Im} \frac{\partial F}{\partial q_j}(u, \partial_x u) (t, y) dy \right)
\]

eliminates the bad first order term \(\text{Im}(\partial F/\partial q) \partial_x u\) (see N. Hayashi-T. Ozawa [5] and H. Chihara [1]). Recently, S. Katayama-Y. Tsutsumi [8] studied the global existence of small solutions without \((1.5)\). If \(p_w = 3\), \(F\) is gauge invariant.
(see (1.7)) and the cubic term of $F$ satisfies “null gauge condition” which was introduced by Y. Tsutsumi [17], then the global existence results hold. Even if we assume (1.5) additionally, we can see their results as some extension of [10] [14] (see also Y. Tsutsumi [17]).

(3) If the nonlinear term satisfies

$$\partial_x \left( \text{Im} \frac{\partial F}{\partial q_j} (u, \nabla u) \right) - \partial_x \left( \text{Im} \frac{\partial F}{\partial q_k} (u, \nabla u) \right) = 0,$$

for any $u \in C^1(\mathbb{R}^N)$ and $j, k = 1, \ldots, N$, which is equivalent to the condition that there exists a real-valued function $G(u)$ such that

$$\partial_x G(u) = \text{Im} \frac{\partial F}{\partial q_j} (u, \nabla u)$$

(1.6)

for any $u \in C^1(\mathbb{R}^N)$ and $j = 1, \ldots, N$, then a gauge transform

$$u(t,x) \mapsto v(t,x) = u(t,x) \exp \left( -\frac{1}{2} G(u(t,x)) \right)$$

is available similarly to the case of $N = 1$. Under this assumption, it is easy to see that analogous results to [10] [14] hold. This fact appeared basically in A. Soyeur’s work on Ishimori equations [15]. T. Ozawa [13] also studied the global existence for some quadratic semilinear equations with this type of nonlinearity.

(4) Recently, N. Hayashi–T. Ozawa [6] studied radially symmetric solutions. In this case, the difficulty coming from the loss of derivatives reduces to that of one dimensional case. Then they proved the global existence of small solutions.

The above-mentioned works, except for [2] [9], dealt with the case of (1.5) or the case in which the gauge transform is available. C. E. Kenig–G. Ponce–L. Vega [9] succeeded in getting local solutions to general semilinear equations with small initial data. Analyzing local smoothing property of $e^{iat}$, they constructed the inverse of Schrödinger type operators essentially. More precisely, they proved that the operators $\partial_{x_j} / (\partial_t - iA), j = 1, \ldots, N$ were bounded in some sense. To get the inverse of Schrödinger type operators by Neumann series, the coefficients of the first order terms must be small. In semilinear equations, these coefficients are functions of solution. Therefore the smallness of solutions is essential for their method. It seems to be difficult to extend their results to global existence. On the other hand, S. Doi [3] established a rather simple and useful method for linear Schrödinger type equations. Actually, in [2], using his method with some modifications, we proved the local existence theorem for general semilinear equations with large initial data. In this paper we will con-
struct a global solution to (1.1) - (1.2) with this local existence results and a priori estimates. Our main results are the following.

Theorem 1.1. Let $N \geq 3$ and let $m$ be a sufficiently large integer. Assume that $F$ satisfies (1.3), (1.4) with $p_w = 3$ and gauge invariance

$$F(e^{i\theta}u, e^{i\theta}q) = e^{i\theta}F(u, q), \quad \text{for } (u, q) \in C \times C^N, \theta \in \mathbb{R}. \tag{1.7}$$

Then there exists a constant $\varepsilon_0 > 0$ such that if $u_0 \in \bigcap_{j=0}^{N+1} H^{m+2 - j}$ satisfies $\|u_0\|_{\bigcap_{j=0}^{N+1} H^{m+2 - j}} = \varepsilon \leq \varepsilon_0$, then the initial value problem (1.1) - (1.2) possesses a unique solution $u \in \bigcap_{j=0}^{N+1} C([0, \infty); H^{m+2 - j})$. Here

$$H^{s,p} = \left\{ u \in \mathcal{S}'(\mathbb{R}^N) \left| \|u\|_{H^{s,p}} < +\infty \right. \right\}, \quad s, p \in \mathbb{R},$$

$$\|u\|_{H^{s,p}} = \|\langle x \rangle^p \langle D \rangle^s u\|_{L^2}, \quad \langle x \rangle = (1 + |x|^2)^{1/2}, \quad \langle D \rangle = (1 - \Delta)^{1/2}.$$ $H^{s,0} = H^s$. $\mathcal{S}$ and $\mathcal{S}'$ denote Schwartz class and its topological dual space respectively.

Remark 1.2. The infimum of the integer $m$ is determined by two factors. One is embedding and we require $[m/2] \geq N + 2$. Another is concerned with the properties of pseudo-differential operators and we need $m > N/2 + 1$ with some $1 \in \mathbb{N}$. It may be sufficient provided that $m \geq 8N$.

Our idea of proof consists of local existence and a priori estimates. Concerning the former, let us consider

$$\partial_t u - i\Delta u + \sum_{j=1}^{N} b_j(x) \partial_{x_j} u + \sum_{j=1}^{N} \beta_j(x) \partial_{x_j} \bar{u} = g(t, x), \quad (N \geq 2).$$

$\text{Im} (b_j(x)) \partial_{x_j} u$ gives loss of derivatives and $\beta_j(x) \partial_{x_j} \bar{u}$ does not. But if we try to use linear theory with some transformation $K$ (see S. Doi [3] and S. Mizohata [12]), then we can eliminate $\text{Im} (b_j(x)) \partial_{x_j} u$ certainly but another loss of derivatives comes from $\beta_j(x) \partial_{x_j} \bar{u}$ because the transformation $K$ generally has the property $K \bar{u} \neq \overline{Ku}$. To avoid this difficulty, we study $2 \times 2$ systems of $(u, \bar{u})$. Combining diagonalization and S. Doi's method, we can easily get local solutions to (1.1) - (1.2). Concerning a priori estimates, since our method is based on linear theory, it is necessary that $\text{Im} (\partial F/\partial q_j), j = 1, \ldots, N$, which are imaginary parts of coefficients of $\partial_{x_j} u$, are integrable on any line segment in $\mathbb{R}^N$ and these integrals are uniformly bounded (see J. Takeuchi [16] and S. Mizohata [12]). Then we need to introduce weighted Sobolev spaces. But direct estimates in the weighted Sobolev spaces are useless for global existence because a commutator $[\langle x \rangle^p, \Delta]$ gives another linear terms. To avoid this difficulty, we assume gauge
invariance (1.7). More precisely, we consider the following well-known operators

\[ f_k(t)u = e^{i|\mathbf{x}|^4/(1 + t)}2i (1 + t) \partial_{x_k} \left( e^{-i|\mathbf{x}|^4/(1 + t)}u \right) = (x_k + 2i (1 + t) \partial_{x_k})u, \]

for \( u \in \mathcal{D}(\mathbb{R}^N) \), \( k = 1, \ldots, N \). \( J = \{J_1, \ldots, J_N\} \) satisfies

\[ [\partial_t - i\Delta, J_k] = 0, \quad [\partial_{x_j}, J_k] = \delta_{jk}, \quad j, k = 1, \ldots, N. \quad (1.8) \]

Under the assumption (1.7), \( J \) acts on \( F \) as if it were the usual differential operator, and then we can use chain-rule with respect to \( J \). Hence we can get estimates in the weighted Sobolev spaces without giving another linear terms (see §3).

Before the end of this section, we present the organization of this paper. In §2 we study some linear Schrödinger type systems and obtain a sufficient condition of \( L^2 \)-wellposedness. §3 consists of preliminaries. We give the local existence theorem and consider the relation between the existence time and the regularity of initial data. Besides we prepare properties of nonlinear term and some useful embedding concerned with \( J \). Finally in §4 we will complete the proof of Theorem 1.1.

§2. Some Linear Systems

In this section we will rewrite the results in [2, §2] as a convenient form to apply to the global existence. Let us consider the following linear systems

\[ (\partial_t + iH(t))v = f(t, x), \quad \text{in} \quad (0, T) \times \mathbb{R}^N, \quad (2.1) \]

\[ v(0, x) = v_0(x), \quad \text{in} \quad \mathbb{R}^N, \quad (2.2) \]

where \( v(t, x) = (v_1(t, x), v_2(t, x)) \) is \( \mathcal{C}^2 \)-valued, \( f(t, x) = (f_1(t, x), f_2(t, x)) \), and the operator \( H(t) = h(t, x, D) \) is defined by

\[ h(t, x, \xi) = a(\xi) + b(t, x, \xi), \quad a(\xi) = \begin{bmatrix} |\xi|^2 & 0 \\ 0 & -|\xi|^2 \end{bmatrix}, \]

\[ b(t, x, \xi) = \begin{bmatrix} b_{11}(t, x, \xi) & b_{12}(t, x, \xi) \\ b_{21}(t, x, \xi) & b_{22}(t, x, \xi) \end{bmatrix} = \sum_{j=1}^N \begin{bmatrix} b_{11j}(t, x) & b_{12j}(t, x) \\ b_{21j}(t, x) & b_{22j}(t, x) \end{bmatrix} \xi_j, \]

\( b_{mnj}(t, x) \in \mathcal{C}^1([0, T]; \mathcal{B}^m), \quad m, n = 1, 2, \quad j = 1, \ldots, N. \)

\( \mathcal{B}^m = \mathcal{B}^m(\mathbb{R}^N) \) denotes the set of \( \mathcal{C}^m \)-functions on \( \mathbb{R}^N \) whose derivatives of any
order are all bounded. It is convenient to use the notations

\[ b_{\text{diag}}(t, x, \xi) = \begin{bmatrix} b_{11}(t, x, \xi) & 0 \\ 0 & b_{22}(t, x, \xi) \end{bmatrix}, \quad b_{\text{off}}(t, x, \xi) = \begin{bmatrix} 0 & b_{12}(t, x, \xi) \\ b_{21}(t, x, \xi) & 0 \end{bmatrix}. \]

In applications to (1.1) - (1.2), we see \((u, \tilde{u})\) as \((v_1, v_2)\).

We here prepare pseudo-differential operators. Let \( m \in \mathbb{R} \) and let \( S^m \) be a class of symbols defined by

\[ S^m = \left\{ p(x, \xi) \in C^m(\mathbb{R}^N \times \mathbb{R}^N) \left| \| p \|_m < +\infty, \quad l = 0, 1, 2, \ldots \right. \right\}, \]

where

\[ \| p \|_m = \sup_{|\alpha + \beta| < k} |\hat{p}(\xi)|, \]

\[ p(\xi) = \partial_x^\alpha D_x^\beta p(x, \xi), \quad \alpha, \beta \in (\mathbb{Z}_+)^N, \quad D_x = -i \partial_x, \quad j = 1, \ldots, N. \]

\( S^m \) is a Fréchet space with respect to the family of seminorms \( \| \cdot \|_m, \quad l = 0, 1, 2, \ldots \). If \( p(x, \xi) \in S^m \) is given, then \( p(x, \xi) \) defines the operator \( P \) by

\[ Pu(x) = p(x, D) u(x) = \int \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{i(x-y) \cdot \xi} p(x, \xi) u(y) dy \, d\xi \]

\[ = \int_{\mathbb{R}^N} e^{ix \cdot \xi} p(x, \xi) \hat{u}(\xi) \, d\xi, \quad \text{for } u \in \mathcal{B}, \]

where \( d\xi = (2\pi)^{-N} d\xi \), and \( \hat{u}(\xi) \) denotes the Fourier transform of \( u(x) \). Conversely, if the operator \( P \) is given, then its symbol \( \sigma(P)(x, \xi) \) is calculated by

\[ \sigma(P)(x, \xi) = e^{-ix \cdot \xi} p(e^{ix \cdot \xi}). \]

The properties of pseudo-differential operators are the following.

**Lemma 2.1.**

1. Let \( p(x, \xi) \in S^m, \ m \in \mathbb{R} \). Then \( P = p(x, D) \in \mathcal{L}(H^{s+m}, H^s) \) for any \( s \in \mathbb{R} \) and there exist \( l_m(l(m, N)) \in \mathbb{N} \) and \( C = C(s, N) > 0 \) such that

\[ \| Pu \|_s \leq C \| p \|_m \| u \|_{s+m}, \quad \text{for } u \in H^{s+m}, \]

where \( \mathcal{L}(X, Y) \) denotes the set of all bounded linear operators from the normed vector
space $X$ to the normed vector space $Y$, and $\| \cdot \|_s$ is $H^s$-norm.

(2) Let $p(x, \xi) \in S^m$ and $p'(x, \xi) \in S^{m'}$, $m, m' \in \mathbb{R}$, and let $\alpha, \alpha', \beta, \beta' \in (\mathbb{Z}^+)^N$. We define

$$r(x, \xi) = \mathcal{O} - \int_{\mathbb{R}^n \times \mathbb{R}^n} e^{-i\eta \cdot \xi} p(\xi) (x + \theta \eta) p'(\eta) (x + y, \xi) \, dy \, d\eta, \quad \text{for } \theta \in [0, 1],$$

where "$\mathcal{O} - "$ denotes oscillatory integrals (see H. Kumano-go [11]). Then, $\{r_\theta \}_{\theta \in [0, 1]}$ is bounded in $S^{m+m'-|\alpha+\alpha'|}$ and for any $l \in \mathbb{N}$, there exist $l' \in \mathbb{N}$ and $C_1 > 0$, which are independent of $\theta \in [0, 1]$, such that

$$|r_\theta|^{m+m'-|\alpha+\alpha'|} \leq C_1 |p|^{m'} |p'|^{m'} .$$

(3) Let $p(x, \xi) \in S^m$ and $p'(x, \xi) \in S^{m'}$, $m, m' \in \mathbb{R}$. Then $\sigma(PP') (x, \xi) \in S^{m+m'}$ and

$$\sigma(PP') (x, \xi) = \mathcal{O} - \int_{\mathbb{R}^n \times \mathbb{R}^n} e^{-i\eta \cdot \xi} p(x, \xi + \eta) p'(x + y, \xi) \, dy \, d\eta.$$

(4) (Sharp Gårding inequality) Let $p(x, \xi) \in S^1$ with $\text{Re} p(x, \xi) \geq 0$, for $|\xi| \geq R > 0$. Then there exist $l \in \mathbb{N}$ and $C = C(R, N) > 0$ such that

$$\text{Re} (Pu, u) \geq -C |p| |u|^2, \quad \text{for } u \in \mathcal{A},$$

where $(\cdot, \cdot)$ and $\| \cdot \|$ denote $L^2$-inner product and $L^2$-norm respectively.

Concerning the details on pseudo-differential operators, see H. Kumano-go’s textbook [11].

A simple sufficient condition of $L^2$-wellposedness for (2.1) – (2.2) is

**Theorem 2.2.** Assume that there exists a nonnegative and nonincreasing function $\gamma(s) \in \mathcal{B}^{\infty}[0, \infty) \cap L^1[0, \infty)$ with $d^{2n+1} \gamma/ds^{2n+1}(0) = 0$, $n \in \mathbb{N}$ and there exists a nonnegative function $\phi(t) \in C^1[0, T]$ such that

$$|\text{Im} b_{m1}(t, x)|_{m=1, \ldots, n} \leq \phi(t) \gamma(|x|), \quad n = 1, 2. \quad (2.3)$$

Then (2.1) – (2.2) is $L^2$-wellposed. Namely, for any $v_0(x) \in (L^2)^2$ and for any $f(t, x) \in (L^1_{loc}(0, T; L^2))^2$, (2.1) – (2.2) possesses a unique solution $v \in (C([0, T]; L^2))^2$ which satisfies the following energy inequality.
\[ \|v(t)\| \leq C_T \left( \|v_0\| + \int_0^t \|f(\tau)\| d\tau \right), \text{ for } t \in [0, T], \]

with some constant \( C_T > 0 \). \( \| \cdot \| \) denotes \((L^2)^2\)-norm.

Our strategy divides into two steps. At the first step we diagonalize the operator \( H(t) \) modulo bounded operators. Roughly speaking, its symbol
\[ h(t, x, \xi) = \begin{bmatrix}
|\xi|^2 + b_{11}(t, x, \xi) & b_{12}(t, x, \xi) \\
b_{21}(t, x, \xi) & -|\xi|^2 + b_{22}(t, x, \xi)
\end{bmatrix} \in (C ([0, T]; S^{-1}))^{2 \times 2}, \]
has two distinct eigen-values provided that \( |\xi| \) is sufficiently large. Thus we can easily diagonalize \( h(t, x, \xi) \) and therefore this system becomes essentially same as two single equations. At the second step we apply S. Doi’s method [3] to this diagonalized system.

**Diagonalization.** We define the following pseudo-differential operators
\[ \tilde{\lambda}(t, x, \xi) = \begin{bmatrix}
0 & \frac{1}{2} b_{12}(t, x, \xi) <\xi>^{-2} \\
-\frac{1}{2} b_{21}(t, x, \xi) <\xi>^{-2} & 0
\end{bmatrix} \in (C ([0, T]; S^{-1}))^{2 \times 2}, \]
where \( I \) is the \( 2 \times 2 \) identity matrix. Using \( \lambda(t, x, \xi) \) and \( \lambda'(t, x, \xi) \), we can diagonalize \( H(t) \) modulo bounded operators.

**Lemma 2.3.** Under the above assumptions, we have
\[ \sigma(\Lambda(t) H(t) \Lambda'(t)) (x, \xi) - a(\xi) - b^\text{diag}(t, x, \xi) = n_1(t, x, \xi) \in (C ([0, T]; S^0))^{2 \times 2}, \]
where \( \Lambda(t) = \lambda(t, x, D) \) and \( \Lambda'(t) = \lambda'(t, x, D) \).

**Proof.** Direct calculations imply
\[ \sigma(\Lambda(t) H(t) \Lambda'(t)) (x, \xi) = \sigma \left( (I + \tilde{\Lambda}(t)) (A + B(t)) (I - \tilde{A}(t)) \right) (x, \xi) \]
\[ = \sigma \left( A + \tilde{\Lambda}(t) A - A \tilde{A}(t) - \tilde{A}(t) A \tilde{A}(t) \right) (x, \xi) \]
\[ + \sigma \left( B(t) + \tilde{\Lambda}(t) B(t) - B(t) \tilde{A}(t) \right) (x, \xi) \]
\[ - \tilde{A}(t) B(t) \tilde{A}(t) \right) (x, \xi) \]
\[ a(\xi) + \sigma(\tilde{A}(t)A - A\tilde{A}(t))(x, \xi) + b(t, x, \xi) + r_2(t, x, \xi), \]  
\[ r_2(t, x, \xi) = -\sigma(\tilde{A}(t)A\tilde{A}(t))(x, \xi) + \sigma(\tilde{A}(t)B(t) - B(t)\tilde{A}(t)) - \tilde{A}(t)B(t)\tilde{A}(t))(x, \xi). \]  
\[ (2.4) \]

We have

\[ \sigma(\tilde{A}(t)A - A\tilde{A}(t))(x, \xi) = \tilde{A}(t, x, \xi)a(\xi) - a(\xi)\tilde{A}(t, x, \xi) + r_3(t, x, \xi) \]
\[ = -b^{\text{off}}(t, x, \xi)|\xi|^2\langle \xi \rangle^{-2} + r_3(t, x, \xi), \]  
\[ r_3(t, x, \xi) = -\sum_{j=1}^{N} \int_{0}^{1} \left( \int_{\Omega} e^{-w^*} a^{(j)}(\xi + \theta\eta)\tilde{A}^{(j)}(t, x + y, \xi) dy \right) d\theta, \]  
\[ (2.5) \]

Substituting \(2.6\) into \(2.4\) and putting \( r_1 = r_2 + r_3 + r_4 \), we obtain

\[ \sigma(\tilde{A}(t)H(t)A'(t))(x, \xi) = a(\xi) + b(t, x, \xi) - b^{\text{off}}(t, x, \xi) + r_1(t, x, \xi) \]
\[ = a(\xi) + b^{\text{diag}}(t, x, \xi) + r_1(t, x, \xi). \]  

It is easy to check \( r_1(t, x, \xi) \in (C([0, T]; S^0))^2 \times 2 \).

Now we will diagonalize the system \(2.1\) in some sense. Note that

\[ A'(t)A(t) = (I - \tilde{A}(t))(I + \tilde{A}(t)) = I - \tilde{A}^2(t). \]

Then

\[ A(t)H(t) = A(t)H(t)(A'(t)A(t) + \tilde{A}^2(t)) \]
\[ = A(t)H(t)A'(t)A(t) + A(t)H(t)\tilde{A}^2(t). \]

Using Lemma 2.3, we have

\[ A(t)H(t) = (A + B^{\text{diag}}(t) + R_1(t))A(t) + A(t)H(t)\tilde{A}^2(t) \]
\[ = (A + B^{\text{diag}}(t))A(t) - i\tilde{C}(t), \]  
\[ (2.9) \]

where we put \( \tilde{C}(t) = i(R_1(t)A(t) + A(t)H(t)\tilde{A}^2(t)). \) By using \(2.5\), \(2.7\) and \(2.9\), it is easy to see \( \tilde{c}(t, x, \xi) \in (C([0, T]; S^0))^2 \times 2 \) and there exist \( l \in \mathbb{N} \) and \( C > 0 \) such that
Here
\[ \mathcal{B}' = \mathcal{B}'(\mathbb{R}^n) = \left\{ u \in C^1(\mathbb{R}^n) \left| \| u \|_{L^p} = \sum_{\| \alpha \| < j} \sup_{\mathbb{R}^n} |u(x)| < +\infty \right. \right\}. \]

Operating \( A(t) \) on (2.1), we have
\[ \partial_t (A(t)v) + iA(t)H(t)v - A_t(t)v = A(t)f, \quad (2.11) \]
where
\[ \sigma(A_t(t)) (x, \xi) = \partial_t \lambda(t, x, \xi) = \partial_t \tilde{\lambda}(t, x, \xi) \in (C([0, T]; S^{-1}))^{2 \times 2}, \]
\[ \| \partial_t \tilde{\lambda}(t) \|_{L^1} \leq C\max_{m,n,j} \| b_{mnj}(t) \|_{L^p} \]
(2.12)

Substituting (2.9) into (2.11), we obtain
\[ \partial_t (A(t)v) + i(A + B^{\text{diag}}(t))(A(t)v) + (\tilde{C}(t) - A_t(t))v = A(t)f. \quad (2.13) \]

Our diagonalization is completed.

**Proof of Theorem 2.2.** The system (2.13) is a couple of single equations essentially. Thus we can apply the theory of linear Schrödinger type equations. The following arguments in this subsection are basically due to S. Doi [3].

First we define pseudo-differential operators which eliminate bad first order terms in some sense.

\[ p(t, x, \xi) = \phi(t) \sum_{j=1}^N \left( \int_0^{\xi_j} \gamma(s) ds \right) \xi_j^{-1} \in C([0, T]; S^0), \]
\[ k(t, x, \xi) = \begin{bmatrix} e^{-p(t, x, \xi)} & 0 \\ 0 & e^{p(t, x, \xi)} \end{bmatrix} \in (C([0, T]; S^0))^{2 \times 2}. \]
\[ k'(t, x, \xi) = \begin{bmatrix} e^{p(t, x, \xi)} & 0 \\ 0 & e^{-p(t, x, \xi)} \end{bmatrix} \in (C([0, T]; S^0))^{2 \times 2}. \]

where \( \gamma(s), (s \in \mathbb{R}) \), is extended to \( \mathbb{R} \) as an even function. Since we assume \( d^{2n+1}/d\xi^{2n+1}(0) = 0, n \in \mathbb{N} \), the extension \( \gamma(s) \) belongs to \( \mathcal{B}^\infty(\mathbb{R}) \). Properties of the transformation \( K(t) = k(t, x, D) \lambda(t, x, D) \) are the following.
Lemma 2.4. There exist $t \in \mathbb{N}$ and $C_1 > 0$ such that

$$
\|v\| \leq C_k^1 (1 + C_k^1 (t)) (\|K(t) \Lambda(t) v\| + \|v\|_{-1}) \leq C_k^2 (1 + C_k^2 (t)) \|v\|,
$$

for any $v \in (L^2)^2$, where

$$
C_k^1 (t) = C_1 |k(t)|^{|\delta|}, \quad C_k^2 (t) = C_1 \max_{m,n,j} \|b_{mnj}(t)\|_{g'} + \max_{m,n,j} \|\partial_i b_{mnj}(t)\|_{g'}.
$$

Proof. Direct calculations give

$$
I'' = \Lambda(t)K(t) \Lambda(t) + \tilde{\Lambda}(t)^2 + \Lambda'(t) R_0(t) \Lambda(t),
$$

$$
\sigma(R_0(t))(x, \xi) = \sigma(I - K(t)) \Lambda(t))(x, \xi)
$$

$$
= - \sum_{j=1}^N \int_0^1 \int_{\mathbb{R}^n \times \mathbb{R}^n} e^{-iv \cdot \eta} k^{(j)}(t, x, \xi + \theta \eta, k^{(j)}(t, x + y, \xi) dyd \eta d \theta.
$$

Then it is easy to verify Lemma 2.4. \[\square\]

Theorem 2.2 follows from the next energy inequality with standard arguments (see L. Hörmander [7, §23.1] for instance).

Lemma 2.5. Let $v \in (C([0, T]; H^2) \cap C^1([0, T]; L^2))^2$, then there exists a constant $C_T > 0$ such that

$$
\|v(t)\| \leq C_T \left(\|v(0)\| + \int_0^t \|\partial_t + iH(t) v\| d\tau\right), \quad \text{for} \quad t \in [0, T].
$$

Proof. Put $f = (\partial_t + iH(t)) v$, then $f(t,x) \in (C([0, T]; L^2)^2$. Let $N(v) = \|K(t) \Lambda(t) v\| + \|v\|_{-1}$. Lemma 2.4 indicates that $N(v)$ is equivalent to $(L^2)^2$-norm for each $t \in [0, T]$. Hence we have only to obtain the energy inequality with respect to $N(v)$. We denote $(L^2)^2$-inner product by $(\cdot, \cdot)$. We have

$$
\frac{d}{dt} \|K(t) \Lambda(t) v\|^2 = 2 \text{Re} \left( \partial_t (K(t) \Lambda(t) v), K(t) \Lambda(t) v \right)
$$

$$
= 2 \text{Re} \left( K_t(t) \Lambda(t) v + K(t) \partial_t \Lambda(t) v, K(t) \Lambda(t) v \right).
$$

(2.13) gives

$$
\frac{d}{dt} \|K(t) \Lambda(t) v\|^2 = - 2 \text{Re} \left( iK(t) (A + B_{\text{diag}}(t)) \Lambda(t) v, K(t) \Lambda(t) v \right)
$$
\[ +2\Re\left( (K(t)\Lambda(t) + K(t)(\overline{C}(t) - \Lambda_i(t)))\psi, K(t)\Lambda(t)\psi \right) \]
\[ +2\Re\left( K(t)\Lambda(t)f, K(t)\Lambda(t)\psi \right). \]

where

\[ \sigma(K_i(t))(x, \xi) = -\partial X_i(t, x, \xi) = \phi'(t) \sum_{j=1}^N \int_0^\infty \gamma(s) ds \xi_j \langle \xi \rangle^{-1} \begin{bmatrix} -e^{-\rho(t,x,\xi)} & 0 \\ 0 & e^{\rho(t,x,\xi)} \end{bmatrix}. \]

\[ |\sigma(K_i(t))| \leqslant |\phi'(t)|C_iC_\psi(t), \quad C_i = C_1(1 + \|\psi\|_\infty). \quad (2.14) \]

Using (2.10), (2.12) and (2.14), we get

\[ \frac{d}{dt}\|K(t)\Lambda(t)\psi\|^2 \leqslant -2\Re\left( iK(t)\left( A + B_{\text{diag}}(t) \right)\Lambda(t)\psi, K(t)\Lambda(t)\psi \right) \]
\[ + (C_B(t) + |\phi'(t)|) C_2(t) \|\psi\|_\infty \|K(t)\Lambda(t)\psi\| \]
\[ + 2\|K(t)\Lambda(t)f\| \|K(t)\Lambda(t)\psi\|, \quad (2.15) \]
\[ C_2(t) = (1 + C_K(t))(1 + C_B(t))(1 + \phi(t)). \quad (2.16) \]

We denote Poisson's bracket by \{ \cdot , \cdot \}. Noting that \( k(x, \xi) \) and \( a(\xi) + b_{\text{diag}}(x, \xi) \) are diagonal matrices, we have

\[ \sigma(iK(t)(A + B_{\text{diag}}(t))) = \sigma(iA + B_{\text{diag}}(t)) = \sigma(iA + B_{\text{diag}}(t))K(t) \]  
\[ = \sigma(iA + B_{\text{diag}}(t))K(t)(x, \xi) \]
\[ + \sigma(iA + B_{\text{diag}}(t))\psi(t, x, D) \]
\[ = \sigma(iA + B_{\text{diag}}(t))K(t)(x, \xi) \]
\[ + \sigma(iA + B_{\text{diag}}(t))\psi(t, x, D) + \{\xi\}^2 \phi(t) ((t, x, D) - (t, x, \xi)) \]
\[ + r_8(t, x, \xi) + r_7(t, x, \xi) \]
\[ = \sigma(iA + B_{\text{diag}}(t))K(t)(x, \xi) + 2\phi(t) \sum_{j=1}^N \gamma_j(x_j) D_{\xi_j} \xi_j \langle \xi \rangle^{-1} k(t, x, \xi) \]
\[ + r_8(t, x, \xi) + r_7(t, x, \xi) \]
\[ = \sigma(iA + B_{\text{diag}}(t))K(t)(x, \xi) + 2\phi(t) \sum_{j=1}^N \gamma_j(x_j) D_{\xi_j} \xi_j \langle \xi \rangle^{-1} k(t, x, \xi) \]
\[ + r_9(t, x, \xi) + r_8(t, x, \xi) + r_7(t, x, \xi), \quad (2.17) \]

where
\[ \begin{aligned}
  r_7(t, x, \xi) &= t \sum_{j=1}^{N} \int_0^1 \left( \text{Os} - \int e^{-iw \cdot \eta} \left( k^{(j)}(t, x, \xi + \theta \eta) b^{(j)}_{\text{diag}}(t, x + y, \xi) \right. \right. \\
  &\quad \left. - b^{(j)}_{\text{diag}}(t, x, \xi + \theta \eta) k^{(j)}(t, x + y, \xi) \right) \, dyd\eta \, d\theta, \\
  r_8(t, x, \xi) &= -i \sum_{j=1}^{N} \int_{\mathbb{R}^2} k_{(j)}(t, x, \xi), \\
  r_9(t, x, \xi) &= -2\phi(t) \sum_{j=1}^{N} \int_0^1 \left( \text{Os} - \int e^{-iw \cdot \eta} \gamma(x_j) \left( 2(\xi_j + \theta \eta_j) \langle \xi + \theta \eta, \xi \rangle^{-1} \delta_{jn} \right. \right. \\
  &\quad \left. - (\xi_j + \theta \eta_j) (\xi_n + \theta \eta_n) \langle \xi + \theta \eta, \xi \rangle^{-3} \right) k_{(n)}(t, x + y, \xi) \, dyd\eta \, d\theta.
\end{aligned} \]

and they are estimated by

\[ r_7, r_8, r_9 \in C([-1/2, 1/2]; S^0) \times \mathbb{R}^2, \quad |r_7(t)|_0^0, |r_8(t)|_0^0, |r_9(t)|_0^0 \leq \phi(t) C_2(t). \]

Substitute (2.17) into (2.15), then

\[ \begin{aligned}
  \frac{d}{dt} \| K(t) A(t) v \|^2 &\leq -2 \text{Re} \left( i(A + B^{\text{diag}}(t)) + 2\phi(t) \sum_{j=1}^{N} \gamma(x_j) D_{2\theta}^{\text{diag}} (D) \right) \langle K(t) A(t) v, K(t) A(t) v \rangle \\
  &\quad + (\phi(t) + |\phi(t)| + C_B(t)) \| v \| \| K(t) A(t) v \| + 2\| K(t) A(t) f \| \| K(t) A(t) v \|. 
\end{aligned} \]

Lemma 2.4 implies

\[ \begin{aligned}
  \frac{d}{dt} \| K(t) A(t) v \|^2 &\leq -2 \text{Re} \left( i(A + B^{\text{diag}}(t)) + 2\phi(t) \sum_{j=1}^{N} \gamma(x_j) D_{2\theta}^{\text{diag}} (D) \right) \langle K(t) A(t) v, K(t) A(t) v \rangle \\
  &\quad + (\phi(t) + |\phi(t)| + C_B(t)) \| v \| \| K(t) A(t) v \| + 2\| K(t) A(t) f \| \| K(t) A(t) v \| \\
  &\quad = -2 \sum_{n=1,2} \sum_{j=1}^{N} (2\phi(t) \gamma(x_j) D_{2\theta}^{\text{diag}} (D) \right) \langle K(t) A(t) v, K(t) A(t) v \rangle \\
  &\quad + (\phi(t) + |\phi(t)| + C_B(t)) \| v \| \| K(t) A(t) v \| + 2\| K(t) A(t) f \| \| K(t) A(t) v \|. 
\end{aligned} \]

Since (2.3) yields

\[ \text{Re} \sum_{j=1}^{N} (2\phi(t) \gamma(x_j) \xi_j \xi^{-1} + i b_{n(j)}(t, x, \xi_j)) \geq 0, \quad \text{for } |\xi| \geq 1, n=1, 2, \]

sharp G"arding inequality implies
\[
\frac{d}{dt} \|K(t)A(t)v\|^2 \leq (\phi(t) + |\phi'(t)| + C_B(t) C^3(t) N(v) \|K(t)A(t)v\| \\
+ 2\|K(t)A(t)f\| \|K(t)A(t)v\|, \\
\]

namely

\[
\frac{d}{dt} \|K(t)A(t)v\| \leq (\phi(t) + |\phi'(t)| + C_B(t) C^3(t) N(v) + \|K(t)A(t)f\|. 
\] (2.18)

(2.18) will be very useful later. On the other hand, we can get

\[
\frac{d}{dt} \|v\|_{-1} \leq C_B(t) \|v\| + \|f\|_{-1} \leq C_B(t) C^3(t) N(v) + \|f\|_{-1}. 
\] (2.19)

Combining (2.18) and (2.19), we obtain

\[
\frac{d}{dt} N(v) \leq (\phi(t) + |\phi'(t)| + C_B(t) C^3(t) N(v) + N(f). 
\]

\section{3. Preliminaries}

In this section we present the local existence theorem, chain-rule with respect to \(J\) and some embedding lemma.

Concerning the local existence, we have

**Proposition 3.1.** Assume (1.3) and (1.4) with \(p_w = 3.\) Let \(m\) be a sufficiently large integer. Then for any \(u_0 \in \bigcap_{j=0}^{m-1} H^{m-j},\) there exists a time \(T = T(\|u_0\|_{\bigcap_{j=0}^{m-1} H^{m-j}}) > 0\) such that (1.1) - (1.2) possesses a unique solution \(u \in \bigcap_{j=0}^{m-1} C([0, T); H^{m-j}).\)

**Proof.** Following [2], we give the outline of proof. First we consider

\[
\partial_t u^\varepsilon - (\varepsilon + i) \Delta u^\varepsilon = F(u^\varepsilon, \nabla u^\varepsilon), \text{ in } (0, \infty) \times \mathbb{R}^N, \quad (3.1) \\
u^\varepsilon(0, x) = u_0(x), \text{ in } \mathbb{R}^N. \quad (3.2)
\]

with \(\varepsilon \in (0, 1].\) We can easily solve (3.1) - (3.2) because the parabolic regularization overcomes the loss of derivatives. The existence time depends on \(\varepsilon \in (0, 1].\) But similarly to §2 (see also §4), we can show that there exists a time \(T > 0,\) which is independent of \(\varepsilon \in (0, 1],\) such that \(\{u^\varepsilon\}_{\varepsilon \in (0, 1]}\) is bounded in \(\bigcap_{j=0}^{m-1} L^\infty(0, T; H^{m-j}).\) Then using the standard compactness arguments, we can get a solution \(u \in \bigcap_{j=0}^{m-1} L^\infty(0, T; H^{m-j})\) provided \(\varepsilon \downarrow 0.\) The uniqueness and the
time continuity can be also proved by the same energy method. □

We shall prove Theorem 1.1 by a priori estimates based on the energy inequality obtained in §2. Then we need twice more regularity of the solution for the validity of the energy inequality (see Lemma 2.5). Let us consider the following situation. Under the same assumption of Proposition 3.1, let \( u_0 \in \bigcap_{j=0}^1 \mathbb{H}^{m+1-j} \) and let \( u \) be a solution to (1.1) - (1.2). Proposition 3.1 gives

\[
T_0 = T(\|u_0\|_{1, \mathbb{H}^{m+1}}, \mathbb{R}) \geq T_1 = T(\|u_0\|_{1, \mathbb{H}^{m+1}}, \mathbb{R}) > 0,
\]

such that

\[
u \in \bigcap_{j=0}^1 C([0, T_0); \mathbb{H}^{m-j}) \quad \text{and} \quad u \in \bigcap_{j=0}^1 C([0, T_1); \mathbb{H}^{m+1-j}).
\]

Moreover we obtain

**Lemma 3.2.** Under the above assumption, \( T_0 = T_1 \) holds.

**Proof.** Assume \( T_0 > T_1 \), then Proposition 3.1 implies

\[
\lim_{t \uparrow T_1} \|u(t)\|_{1, \mathbb{H}^{m+1}} = +\infty.
\]

We will derive a contradiction.

Put \( R = \max_{t \in [0, T_2]} \|u(t)\|_{1, \mathbb{H}^{m+1}} \). Let \( \varphi_k(x) \) and \( \alpha \in (\mathbb{Z}_+)^N \) satisfy

\[
\varphi_k(x) = \begin{cases} 1, & (k=0), \\ x_k, & (k=1, \ldots, N), \end{cases} \quad |\alpha| = \begin{cases} m, & (k=0), \\ m-1, & (k=1, \ldots, N). \end{cases}
\]

(3.3)

Let \( l \) be the same integer as in §2. Operating \( \varphi_k(x) \partial_x^l \) on (1.1) - (1.2) and using Leibniz' formula, we have

\[
\begin{align*}
&\partial_t (\varphi_k(x) \partial_x^l u) - i\Delta (\varphi_k(x) \partial_x^l u) - i \sum_{j=1}^N \frac{\partial F_j}{\partial x_j} (\varphi_k(x) \partial_x^l u) - i \sum_{j=1}^N \frac{\partial F_j}{\partial u_j} (\varphi_k(x) \partial_x^l u) \\
&\quad + \sum_{n=0}^N \sum_{\alpha \in (\mathbb{Z}_+)^N} a_{n\alpha}(u) \varphi_n(x) \partial_x^l u + \sum_{n=0}^N \sum_{\beta \in (\mathbb{Z}_+)^N} b_{n\beta}(u) \varphi_n(x) \partial_x^l u = G_{\alpha}(u),
\end{align*}
\]

where \( \sum_{n=0}^N \sum_{\beta} \) means summing up on \( n, \beta \) satisfying (3.3). It is easy to see

\[
\sup_{t \in [0, T_1]} \max_{k, \alpha, n, \beta} \left( \|a_{n\alpha}(u)\|_{\mathbb{R}} + \|\partial_\alpha a_{n\alpha}(u)\|_{\mathbb{R}} + \|b_{n\beta}(u)\|_{\mathbb{R}} + \|\partial_\beta b_{n\beta}(u)\|_{\mathbb{R}} + \|G_{\alpha}(u)\|_{\mathbb{R}} \right) \leq C_R.
\]
Now let us consider the following system

\[
\begin{align*}
\partial_t w_{ka} - i\Delta w_{ka} - i \sum_{j=1}^{N} \frac{\partial F}{\partial q_j} D_{x_j} w_{ka} - i \sum_{j=1}^{N} \frac{\partial F}{\partial q_j} D_{x_j} w_{ka} + \sum_{\pi=0}^{N} \sum_{\beta} a_{\pi}^{\beta}(u) w_{\pi\beta} + \sum_{\pi=0}^{N} \sum_{\beta} b_{\pi}^{\beta}(u) w_{\pi\beta} &= G^{\pi\beta}(u), \quad \text{in } [0, T] \times \mathbb{R}^N, \\
w_{ka}(x) &= \varphi_k(x) \partial_x^\alpha u_0(x) \quad \text{in } \mathbb{R}^N. 
\end{align*}
\]

We see (3.4) - (3.5) as a system of \( \{(w_{ka}, w_{ka})\}_{k,a} \). Then similarly to the proof of Theorem 2.2, we can show that (3.4) - (3.5) is \( H^s \)-wellposed \( (s \leq 1) \), namely we get

\[
\|w_{ka}(t)\| \leq C_R \left( \|\varphi_k(x) \partial_x^\alpha u_0\|_1 + T \right), \quad t \in [0, T], \quad w_{ka} = \varphi_k(x) \partial_x^\alpha u \quad \text{in } C \left( [0, T]; H^1 \right).
\]

Hence we obtain \( \limsup_{t \to T} \|\varphi_k(x) \partial_x^\alpha u(t)\|_1 < +\infty \). \( \square \)

Now we consider the chain-rule of \( f \).

**Lemma 3.3.** Assume (1.3) and (1.7). Let \( \alpha, \beta \in (\mathbb{Z}^+)^N \). Then we have

\[
\partial_x^{\alpha, \beta} F(u, v) = \sum_{a} \left( \frac{\partial}{\partial \mu} \right)^i \left( \frac{\partial}{\partial q} \right)^j F(u, v)
\]

\[
\times \prod_{\alpha_i < \alpha} \frac{\partial^{a-i} q_0}{\partial^{a-i} q_0} \prod_{\beta_\beta < \beta} \frac{\partial^{\beta-j} u_0}{\partial^{\beta-j} u_0}
\]

\[
\times \prod_{j=1}^{N} \prod_{\alpha_i < \alpha} \frac{\partial^{a-j} q_0}{\partial^{a-j} q_0} \prod_{\beta_\beta < \beta} \frac{\partial^{\beta-j} u_0}{\partial^{\beta-j} u_0}
\]

\[
\times \prod_{j=1}^{N} \left( -1 \right)^i \delta_\alpha m(\alpha_\beta, \beta_\beta) \left( \frac{\partial^{a-i} q_0}{\partial^{a-i} q_0} \right)^{m(\alpha_\beta, \beta_\beta)}
\]

\[
\times \prod_{j=1}^{N} \left( -1 \right)^j \delta_\beta m(\alpha_\beta, \beta_\beta) \left( \frac{\partial^{a-j} q_0}{\partial^{a-j} q_0} \right)^{m(\alpha_\beta, \beta_\beta)}, \quad (3.6)
\]

for \( u \in C^\infty(\mathbb{R}^N) \), where \( l_0, \alpha_0, \beta_0, m(\alpha_n, \beta_n) \in \mathbb{Z}^+, \; i, \; \alpha_n, \beta_n, \; \bar{\alpha}_n, \; \bar{\beta}_n \in (\mathbb{Z}^+)^N, \; \alpha = 0, 1, \cdots, N \) and \( \sum \) means taking \( \sum_{1 < l_0 + i_0 + \cdots + i < \alpha + \beta} \) restricted to

\[
\sum_{\alpha_i < \alpha} m(\alpha_\beta, \beta_\beta) = l_0, \sum_{j=1}^{N} \sum_{\alpha_i < \alpha} m(\alpha_j, \beta_\beta) = |i|, \\
\sum_{\alpha_i < \alpha} m(\alpha_\beta, \beta_\beta) = l_0, \sum_{j=1}^{N} \sum_{\alpha_i < \alpha} m(\alpha_j, \beta_\beta) = |i|. \quad (3.7)
\]
\[
\sum_{\alpha_0} m(\alpha_0, \beta_0) \left[ \begin{array}{c} \alpha_0 \\ \beta_0 \end{array} \right] + \sum_{j=1}^{N} \sum_{\alpha_j < \alpha} m(\alpha_j, \beta_j) \left[ \begin{array}{c} \alpha_j \\ \beta_j \end{array} \right] \\
+ \sum_{\alpha_0 < \alpha} m(\alpha_0, \beta_0) \left[ \begin{array}{c} \alpha_0 \\ \beta_0 \end{array} \right] + \sum_{j=1}^{N} \sum_{\alpha_j < \alpha} m(\alpha_j, \beta_j) \left[ \begin{array}{c} \alpha_j \\ \beta_j \end{array} \right] = \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right]. 
\]

(3.8)

**Proof.** We have only to prove (3.6) with \( \alpha = 0 \) because the usual Leibniz' formula extends (3.6) to the case of general \( \alpha \neq 0 \).

Noting the gauge invariance (1.7) and differentiation to composition, we get

\[
e^{i\theta(\theta + 1) - \theta - \theta_1} \left\{ \left( \frac{\partial}{\partial u} \right)^{l_0} \left( \frac{\partial}{\partial q} \right)^{l_1} \left( \frac{\partial}{\partial \bar{q}} \right)^{l_1} F \right\} \left( e^{i\theta} u, e^{i\theta} q \right) \\
= e^{i\theta} \left( \frac{\partial}{\partial u} \right)^{l_0} \left( \frac{\partial}{\partial q} \right)^{l_1} \left( \frac{\partial}{\partial \bar{q}} \right)^{l_1} F \left( u, q \right).
\]

(3.9)

for \( (u, q) \in \mathbb{C} \times \mathbb{C}^N, \theta \in \mathbb{R} \).

Now we put \( \theta = \frac{|x|^2}{4} (1 + t) \) for convenience. We have

\[
J^{\theta} F(u, \nabla u) = \left( e^{i\theta} 2i \left. (1 + t) \right| \partial_x e^{-i\theta} \right)^{\beta} \left( u, \nabla u \right) \\
= e^{i\theta} \left( 2i (1 + t) \right)^{\beta} \left( e^{-i\theta} F \left( u, \nabla u \right) \right) \\
= e^{i\theta} \left( 2i (1 + t) \right)^{\beta} \left( e^{-i\theta} F \left( u, \nabla u \right) \right) \quad \text{(by (1.7))}.
\]

Leibniz' formula gives

\[
J^{\theta} F(u, \nabla u) = e^{i\theta} \left( 2i (1 + t) \right)^{\beta} \left[ \sum_{\alpha} \left( \frac{\partial}{\partial u} \right)^{l_0} \left( \frac{\partial}{\partial q} \right)^{l_1} \left( \frac{\partial}{\partial \bar{q}} \right)^{l_1} F \right] \left( e^{-i\theta} u, e^{-i\theta} \nabla u \right) \\
\times \prod_{\beta \leq \beta} \left( \partial_{\theta}^2 \left( e^{-i\theta} u \right) \right)^{m(\beta)} \times \prod_{j=1}^{N} \prod_{\beta \leq \beta} \left( \partial_{\theta}^2 \left( e^{-i\theta} \partial_{\alpha j} \right) \right)^{m(\beta_j)}.
\]

By using (3.9), then

\[
J^{\theta} F(u, \nabla u) = e^{i\theta} \left( 2i (1 + t) \right)^{\beta} \left[ \sum_{\alpha} \left( \frac{\partial}{\partial u} \right)^{l_0} \left( \frac{\partial}{\partial q} \right)^{l_1} \left( \frac{\partial}{\partial \bar{q}} \right)^{l_1} F \right] \left( u, q \right) \\
\times \prod_{\beta \leq \beta} \left( \partial_{\theta}^2 \left( e^{-i\theta} u \right) \right)^{m(\beta)} \times \prod_{j=1}^{N} \prod_{\beta \leq \beta} \left( \partial_{\theta}^2 \left( e^{-i\theta} \partial_{\alpha j} \right) \right)^{m(\beta_j)}.
\]
Noting (3.7) and (3.8), we obtain

\[
\begin{align*}
J^B(u, \nabla u) &= \sum_\gamma \left[ \frac{\partial}{\partial u} \right]^{i_\gamma} \left[ \frac{\partial}{\partial q} \right]^{i_\gamma} \left( \frac{\partial}{\partial q} \right)^{i_\gamma} F(u, q) \\
& \quad \times \prod_{\beta_\gamma < \beta} (J^{\beta_\gamma} u)^{m(\beta_\gamma)} \times \prod_{i=1}^N \prod_{\beta_i < \beta} (J^{\beta_i} \partial_x^{\alpha_i})^{m(\beta_i)} \\
& \quad \times \prod_{\beta_\gamma < \beta} (-1) \overline{\partial_x}^{\alpha_\gamma} \overline{\partial_x}^{\beta_\gamma} (J^{\beta_\gamma} u)^{m(\beta_\gamma)} \times \prod_{i=1}^N \prod_{\beta_i < \beta} (-1) \overline{\partial_x}^{\alpha_i} \overline{\partial_x}^{\beta_i} (J^{\beta_i} \partial_x^{\alpha_i})^{m(\beta_i)}. \quad \Box
\end{align*}
\]

Before the end of this section, we give some embedding lemma which gains time decay.

**Lemma 3.4.** Let \( m \) be an integer satisfying \([m/2] \geq N + 2\). Then there exists a constant \( C > 0 \) such that

\[
\begin{align*}
\|u\|_{L^\infty} \leq & \ C(1 + t)^{-N/2} \sum_{|\beta| \leq [N/2] + 1} \|J^\beta u\|, \quad (3.10) \\
\|\partial_x^\alpha f^\beta u\|_{L^\infty} \leq & \ C(1 + t)^{-N/2} \sum_{|\alpha| \leq [m/2] + 1} \|\partial_x^\alpha f^\beta u\|, \quad (3.11)
\end{align*}
\]

for any \( u \in \mathcal{X}(\mathbb{R}^n) \) and for any \( \alpha, \beta \in (\mathbb{Z}_+)^N \) with \(|\alpha| \leq [m/2] + 1, |\beta| \leq [N/2]\). (Note \( m \geq [m/2] + N + 2\).)

**Proof.** We have only to prove (3.10) because replacing \( u \) by \( \partial_x^\alpha f^\beta u \) in (3.10) and using (1.8), we can get (3.11). (3.10) is essentially a consequence of Gagliardo–Nirenberg inequality

\[
\|u\|_{L^\infty} \leq C \sum_{|\alpha'| = n} \|\partial_x^{\alpha'} u\| N/2n \|u\|^{1-N/2n} \quad \text{for } u \in \mathcal{X}(\mathbb{R}^n), \ n \in (\mathbb{N}) \geq N/2.
\]

Put \( \theta = |x|^2/(4(1 + t)) \). We have

\[
\begin{align*}
\|u\|_{L^\infty} &= \|e^{-i\theta} u\|_{L^\infty} \\
& \leq C \sum_{|\alpha'| = n} \|\partial_x^{\alpha'} (e^{-i\theta} u)\| N/2n \|e^{-i\theta} u\|^{1-N/2n} \\
& = C \sum_{|\alpha'| = n} \|e^{i\theta} \partial_x^{\alpha'} (e^{-i\theta} u)\| N/2n \|u\|^{1-N/2n} \\
& \leq C (1 + t)^{-N/2} \sum_{|\beta| \leq n} \|f^{\beta} u\| N/2n \|u\|^{1-N/2n} \\
& \leq C (1 + t)^{-N/2} \sum_{|\beta| \leq n} \|f^{\beta} u\|.
\end{align*}
\]

Taking \( n = [N/2] + 1(>N/2) \), we obtain (3.10). \( \Box \)
§4. Proof of Theorem 1.1

Finally we will complete the proof of Theorem 1.1. We have only to get a priori estimates in $\cap_{j=0}^{N+1}H^{m-j}$ from a viewpoint of Proposition 3.1 and Lemma 3.2.

Let $\alpha, \beta \in (\mathbb{Z}_+)^N$ satisfying $|\alpha|+|\beta| \leq m, |\beta| \leq N+1$. Using (1.8) and (3.6), we have

$$\partial_t (\partial_x^\alpha \partial_t^\beta u) - i\Delta (\partial_x^\alpha \partial_t^\beta u) - i \sum_{j=1}^N \frac{\partial F}{\partial q_j} D_x (\partial_x^\alpha \partial_t^\beta u) - i (-1)^{|\beta|} \sum_{j=1}^N \frac{\partial F}{\partial q_j} D_x (\partial_x^\alpha \partial_t^\beta u) = G(u),$$

(4.1)

$$G_{\alpha\beta}(u) = \partial_x^\alpha \partial_t^\beta F(u, \nabla u) - \sum_{j=1}^N \frac{\partial F}{\partial q_j} \partial_x (\partial_x^\alpha \partial_t^\beta u) - (-1)^{|\beta|} \sum_{j=1}^N \frac{\partial F}{\partial q_j} \partial_x (\partial_x^\alpha \partial_t^\beta u).$$

By putting $v_{\alpha\beta} = ^t (\partial_x^\alpha \partial_t^\beta u, \partial_x^\alpha \partial_t^\beta u)$ and $f_{\alpha\beta}(u) = ^t (G_{\alpha\beta}(u), G_{\alpha\beta}(u))$, (4.1) becomes

$$(\partial_t + i(A+B_{\alpha\beta}(t)))v_{\alpha\beta} = f_{\alpha\beta}(u),$$

(4.2)

where

$$b_{\beta}(t, x, \xi; u) = \begin{bmatrix} - \sum_{j=1}^N \frac{\partial F}{\partial q_j} (u, \nabla u) \xi_j & - (-1)^{|\beta|} \sum_{j=1}^N \frac{\partial F}{\partial q_j} (u, \nabla u) \xi_j \\ (-1)^{|\beta|} \sum_{j=1}^N \frac{\partial F}{\partial q_j} (u, \nabla u) \xi_j & \sum_{j=1}^N \frac{\partial F}{\partial q_j} (u, \nabla u) \xi_j \end{bmatrix}.$$  

We will apply the method used in §2 to (4.2).

Concerning the diagonalization, we define

$$\tilde{\lambda}_{\beta}(t, x, \xi; u) =$$

$$\begin{bmatrix} 0 & - (-1)^{|\beta|} \frac{\sqrt{N}}{2} \sum_{j=1}^N \frac{\partial F}{\partial q_j} (u, \nabla u) \xi_j \langle \xi \rangle^{-2} \\ - (-1)^{|\beta|} \frac{\sqrt{N}}{2} \sum_{j=1}^N \frac{\partial F}{\partial q_j} (u, \nabla u) \xi_j \langle \xi \rangle^{-2} & 0 \end{bmatrix},$$

$$\lambda_{\beta}(t, x, \xi; u) = I + \tilde{\lambda}_{\beta}(t, x, \xi; u), \quad \lambda'_{\beta}(t, x, \lambda; u) = I - \tilde{\lambda}_{\beta}(t, x, \xi; u).$$

Next we consider the transformation which eliminates the loss of derivatives. We define

$$M_1(T) = \sup_{t \in [0, T]} \sum_{|\alpha|+|\beta| \leq m-1, |\beta| \leq N+1} \|\partial_x^\alpha \partial_t^\beta u(t)\|.$$
Take $0 < \delta < 1$. If $M_1(T) \leq R < \infty$, then there exists a constant $C_R > 0$ such that

$$
\left| \left( \text{Im} \frac{\partial F}{\partial q_j}(u, \nabla u) \right) \right| \leq C_R \langle |u| + |\nabla u| \rangle^2
$$

$$
C_R \|u\|_{L^2}^2 \langle \langle x \rangle |u| + \langle x \rangle |\nabla u| \rangle^{1+\delta} \langle x \rangle^{-(1+\delta)}. \quad (4.3)
$$

And we have

$$
\langle x \rangle |u| + \langle x \rangle |\nabla u| \leq C \langle |u| + |\nabla u| \rangle + C \langle |Ju| + |J \nabla u| \rangle
$$

$$
\leq C \langle |u| + |\nabla u| \rangle + C \langle |Ju| + |J \nabla u| \rangle + C (1+t) \langle |\nabla u| + |\nabla^2 u| \rangle
$$

$$
\leq C (1+t) \langle \|u\|_{W^{2,\infty}} + \|Ju\|_{W^{1,\infty}} \rangle \quad \text{(by (1.8))}. \quad (4.4)
$$

Here

$$
W^{k,\omega} = W^{k,\omega}(R^N) \equiv \left\{ u \in L^\infty(R^N) \right\| u \right\|_{W^{k,\omega}} \equiv \sum_{|\alpha| \leq \omega} \| \partial^\alpha u \|_{L^\infty} < +\infty \}.
$$

Substituting (4.4) into (4.3) and using (3.10), we have

$$
\left| \left( \text{Im} \frac{\partial F}{\partial q_j}(u, \nabla u) \right) \right| \leq C_R (1+t)^{1+\delta} \langle \|u\|_{W^{2,\infty}} + \|Ju\|_{W^{1,\infty}} \rangle^2 \langle x \rangle^{-(1+\delta)}
$$

$$
\leq C_R (1+t)^{-N+1+\delta} M_1^4(T) \langle x \rangle^{-(1+\delta)}, \quad \text{for } t \in [0, T].
$$

Hence we put

$$
\phi(t) = C_R (1+t)^{-N+1+\delta} M_1^4(T), \quad \gamma(s) = (1+s^2)^{-(1+\delta)/2},
$$

and we define $k(t, x, \xi)$ as in §2.

Moreover we continue the preparation for a priori estimates. Let

$$
N_1(u(t)) = \sum_{|\alpha|+|\beta|=m} \left\| K(t) A_{\beta}(t) v_{\alpha} \right\|, \quad N(u(t)) = N_1(u(t)) + \sum_{|\alpha|+|\beta|=m-1} \left\| \partial_x^\beta J^0 u(t) \right\|.
$$

We define $M(T) = \sup_{t \in [0, T]} N(u(t))$. Let $l$ be the same integer as in §2. We take $m > N/2 + l + 4$ in order that $H^{m-1} \subset \mathcal{B}^{l+3}$. If $M_1(T) \leq R$ and if $u$ is a solution to (1.1) - (1.2), then

$$
C_B(t) \leq C_R \left\| u(t) \left\|_{L^2}^2 + \left\| \partial_x u(t) \left\|_{L^2}^2 + \sum_{|\alpha|+|\beta|=\infty} \left\| \partial_x^\beta J^0 u(t) \right\| \right\| \leq C_R \left\| u(t) \right\|_{L^2}^2 + \sum_{|\alpha|+|\beta|=\infty} \left\| \partial_x^\beta J^0 u(t) \right\|, \right\|.
$$

$$
C_{\gamma}(t) \leq C_R, \quad C_\gamma \leq C, \quad C_2(t) \leq C_R \left( 1+M_1^{4}(T) \right),
$$

$$
\sum_{|\alpha|+|\beta|=\infty} \left\| \partial_x^\beta J^0 u(t) \right\| \leq C_3(t) N(u(t)) \leq C_3(t) \sum_{|\alpha|+|\beta|=\infty} \left\| \partial_x^\beta J^0 u(t) \right\|, \quad \text{for } t \in [0, T].
$$
Using (3.11), we have
\[ \| f_{\alpha \beta} (u) \| = \sqrt{2} \| G_{\alpha \beta} (u) \| \]
\[ \leq C_R \left( \sum_{|\alpha| + |\beta| < [m/2] + 1} \| \partial^{\alpha \beta} u (t) \| \right)^2 \sum_{|\alpha| + |\beta| < N+1} \| \partial^{\alpha \beta} u (t) \| \]
\[ \leq C_R (1 + t)^{-N} \left( \sum_{|\alpha| + |\beta| < m} \| \partial^{\alpha \beta} u (t) \| \right)^3 \]
\[ \leq C_R C^6 (t) (1 + t)^{-N} M^2 (T) N (u (t)). \]

Finally we will carry out a priori estimates. Similarly to (2.18) - (2.19), we obtain
\[ \frac{d}{dt} N (u (t)) \leq C_R C^6 (t) (1 + t)^{-N+1+\delta} M^2 (T) N (u (t)) \]
\[ \leq C_R M^2 (T) (1 + M^{35} (T)) (1 + t)^{-N+1+\delta} N (u (t)). \]

Note $N - 1 - \delta > 1$ because $N \geq 3$. Gronwall’s inequality yields
\[ N (u (t)) \leq C_2 (0) \epsilon \exp (C_R M^2 (T) (1 + M^{35} (T))). \]

Since the size of initial data is sufficiently small, then there exists a constant $C_3$ which is independent of $\epsilon$, such that we can replace $C_2 (0)$ by $C_3$. Taking $\sup_{t \in [0, T]}$, we get
\[ M (T) \leq C_3 \epsilon \exp (C_R M^2 (T) (1 + M^{35} (T))). \]

Since $M (T)$ is continuous with respect to $T$, $\sup_{T > 0} M (T) < \infty$ holds provided that $\epsilon$ is sufficiently small. \qed

**Remark 4.1.** Let us consider the case of $N = 2, p_w = 3$. Under the condition (1.5) or (1.6), the global existence results hold as we mentioned in §1. On the other hand, since our method gives the loss of time-decay rate $1 + \delta$, generally we need to assume $p_w \geq 5$ or another additional conditions, in order to get the global existence results. We will explain this additional condition. We decompose
\[ F (u, q) = F_3 (u, q) + F_5 (u, q), \]
where $F_3 (u, q)$ is a cubic homogeneous polynomial and $F_5 (u, q)$ is a higher order
term. Assume that \( \text{Im} \left( \frac{\partial F_3}{\partial q_j} \right), j = 1, 2 \) satisfies null gauge condition of degree 2 (see Y. Tsutsumi [17]). Namely there exist constants \( a_{jk} \in \mathbb{R}, j, k = 1, 2 \) such that

\[
\text{Im} \left( \frac{\partial F_3}{\partial q_j} \right)(u, \nabla u) = \sum_{k=1,2} a_{jk} \partial_{x_k} (|u|^2) = \frac{1}{2i} \left( 1 + t \right) \sum_{k=1,2} a_{jk} (f_k \nabla u - u f_k). \quad (4.5)
\]

In this case, the loss of decay rate in \( F_3 \) is \( \delta \) and decay rate in \( F_5 \) is \(-3 + \delta\). Then we can also prove the global existence because the decay rate is \(-2 + \delta\) \((-1)\). For example

\[
F(u, q) = i q_1 q_2 \bar{u} \quad \text{i.e.} \quad F(u, \nabla u) = i \left( \partial_{x_1} u \right) \left( \partial_{x_2} \bar{u} \right) \bar{u}
\]

satisfies (1.3), (1.4) with \( \rho_u = 3 \), (1.7) and (4.5). But it does not satisfy (1.6) and then it cannot be treated by gauge transformation.
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