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§ 1. Introduction

Algebras of unbounded operators called $O^*$-algebras appear in rather broad pure mathematical context (operator theory, topological $*$-algebras, representations of Lie algebras etc.) and the physical applications (the Wightman quantum field theory, unbounded CCR-algebras, quantum groups etc.). This motivated systematic studies carried on for about three decades.

One of the most serious difficulties in the investigations of $O^*$-algebras is caused by the pathological relations between the invariant subspaces and projections of the commutant $\mathcal{M}'$ of an $O^*$-algebra $\mathcal{M}$ [6, 15] which prevents $\mathcal{M}$ from being spatially isomorphic with a direct sum of $O^*$-algebras possessing cyclic vectors in general. In other words only a very special subfamily of $O^*$-algebras have representations with cyclic vectors. On the other hand the concept of cyclic vector proved to be very useful for studies of $O^*$-algebras [4, 9, 10, 12, 19]. These facts suggest that perhaps a generalization of the notion of cyclic vector would provide a useful tool for investigations of a wider class of $O^*$-algebras. In this note we shall pursue this idea.

To be more specific, let $\mathcal{M}$ be a closed $O^*$-algebra on a dense subspace $\mathcal{D}$ in a Hilbert space $\mathcal{H}$ satisfying $\mathcal{M}' \mathcal{D} \subset \mathcal{D}$. The motivations as well as the guidelines for the choice of appropriate definition of generalized vector emerge from following three problems:

(i) Vectors in $\mathcal{H} - \mathcal{D}$. It seems reasonable to require that any vector $\xi \in \mathcal{H}$ should be a generalized vector for $\mathcal{M}$. Observe that if $\xi \in \mathcal{D}$ then it defines a linear map $\lambda_\xi$ from $\mathcal{M}$ into $\mathcal{H}$ by

$$\lambda_\xi(A) = A\xi, \quad A \in \mathcal{M}.$$
This map has following property
\[ \lambda_\xi(XA) = X\lambda_\xi(A) \text{ for all } X, A \in \mathcal{M}. \]
This suggests that if \( \xi \in \mathcal{H} - \mathcal{D} \) then it can still define a linear map from a (possibly trivial) subspace \( \mathcal{D}(\lambda_\xi) \subset \mathcal{M} \) into \( \mathcal{D} \). If we wish to preserve the above multiplicative relation, then \( \mathcal{D}(\lambda_\xi) \) has to be a left ideal of \( \mathcal{M} \). This requirements result (see Sect. 3) in the following:

For any \( \xi \in \mathcal{H} \), \( \lambda_\xi \) is a linear map defined by
\[ \mathcal{D}(\lambda_\xi) = \{ X \in \mathcal{M} ; \xi \in \mathcal{D}(X^{\dagger}) \text{ and } X^{\dagger} \xi \in \mathcal{D} \}, \]
\[ \lambda_\xi(X) = X^{\dagger} \xi, \quad X \in \mathcal{D}(\lambda_\xi). \]

(ii) **Weights on \( O^*\)-algebras**: It is well known that weights play an important role for the study of the structure of von Neumann algebras [2, 5, 21], and so it seems useful to extend the notion of weights on von Neumann algebras to \( O^*\)-algebras. A map \( \varphi \) of \( \mathcal{P}(\mathcal{M}) \equiv \{ \sum_{k=1}^{n} X_k^\dagger X_k \mid X_k \in \mathcal{M} (k = 1, 2, \ldots, n), n \in \mathbb{N} \} \) into \([0, +\infty]\) is said to be a weight if \( \varphi(A + B) = \varphi(A) + \varphi(B) \) and \( \varphi(\lambda A) = \lambda \varphi(A) \) for \( A, B \in \mathcal{P}(\mathcal{M}) \) and \( \lambda \geq 0 \). Then the GNS-construction \( (\pi_\varphi, \lambda_\varphi, \mathcal{H}_\varphi) \) is well-defined.

Taking \( \lambda_\xi \) in (i) and \( \lambda_\varphi \) in (ii) into consideration, we define the notion of generalized vectors for \( \mathcal{M} \) as follows: A map \( \lambda \) of \( \mathcal{M} \) into \( \mathcal{D} \) is said to be a generalized vector for \( \mathcal{M} \) if it is a linear map of a left ideal \( D(\lambda) \) of \( \mathcal{M} \) into \( \mathcal{D} \) satisfying \( \lambda(XA) = X\lambda(A) \) for all \( X \in \mathcal{M} \) and \( A \in D(\lambda) \). A generalized vector \( \lambda \) for \( \mathcal{M} \) is said to be cyclic if \( \lambda(D(\lambda)) \) is dense in \( \mathcal{M} \).

(iii) **A generalization of the Tomita-Takesaki theory to \( O^*\)-algebras**: Tomita-Takesaki theory plays an important role for a study of structures of von Neumann algebras and for a study of quantum physics, and so it is desirable to extend the results of Tomita-Takesaki theory to \( O^*\)-algebras. With this viewpoint, in the previous paper [9] one of us A. I. defined and studied the notions of standard system and modular system which made it possible to develop the Tomita-Takesaki theory in \( O^*\)-algebras with cyclic vector. In this paper we shall extend the concepts of standard systems and modular systems to \( O^*\)-algebras with cyclic generalized vector by the following procedure:

Let \( (\mathcal{M}, \lambda) \) be a pair of a closed \( O^*\)-algebra \( \mathcal{M} \) on \( \mathcal{H} \) satisfying \( \mathcal{M} \subseteq \mathcal{D} \subseteq \mathcal{H} \) and a generalized vector \( \lambda \) for \( \mathcal{M} \) satisfying \( \lambda(D(\lambda) \cap D(\lambda^*)^\prime) \) is total in \( \mathcal{H} \). Then we define three commutants \( \lambda^\prime, \lambda^o \) and \( \lambda^e \) and the bicommutants \( \lambda^\prime, \lambda^o, \lambda^e \) of \( \lambda \) which are generalized vectors for the von Neumann algebras \( \mathcal{M}_\prime \) and \( (\mathcal{M}_\prime)^\prime \), respectively. Suppose \( \lambda^\prime(D(\lambda^\prime) \cap D(\lambda^\prime^*)^\prime) \) is total in \( \mathcal{H} \). Then, the map \( \lambda(X) \rightarrow \lambda(X^\dagger), \quad X \in D(\lambda) \cap D(\lambda^*)^\dagger \) and \( \lambda^\prime(A) \rightarrow \lambda^\prime(A^*), \quad A \in D(\lambda^\prime) \cap D(\lambda^*)^\prime \) are closable in \( \mathcal{H} \) and their closures are denoted by \( S_\xi \) and \( S^\dagger_\xi \), respectively. Let \( S_\xi = J_\xi A_\xi^{[2]} \) and \( S^\dagger_\xi = J_\xi A^*_{\xi}^{[2]} \) be the polar decompositions of \( S_\xi \) and \( S^\dagger_\xi \), respectively.
Then we see that $S_x \subset S_{x^*}$, and $J_{x^*}(\mathcal{M}_w)J_x = \mathcal{M}_w$ and $A^\dagger_{i t}(\mathcal{M}_w)A^\dagger_j(\mathcal{M}_w) = (\mathcal{M}_w)'$ for all $t \in \mathbb{R}$ by the Tomita fundamental theorem. But, we don’t know how the unitary group $\{A^\dagger_t\}_{t \in \mathbb{R}}$ acts on the $O^*$-algebra $\mathcal{M}$, and so we define a system which in this respect has the best properties: $(\mathcal{M}, \lambda, \lambda')$ is said to be a standard system if

\begin{equation}
(A_{1}) \quad A^\dagger_t D = D \quad \text{and} \quad A^\dagger_t \mathcal{M} A^\dagger_j(\mathcal{M}_w) (t \in \mathbb{R}),
\end{equation}

\begin{equation}
(A_{2}) \quad A^\dagger_t (D(\lambda) \cap D(\lambda)') D(\lambda) = D(\lambda) \cap D(\lambda)' \quad (t \in \mathbb{R}).
\end{equation}

Then we shall show that if $(\mathcal{M}, \lambda, \lambda')$ is a standard system, then $S_\lambda = S_{\lambda^*}$, $\{\sigma_t\}_{t \in \mathbb{R}}$ is a one-parameter group of $*$-automorphisms of $\mathcal{M}$ and $\lambda$ satisfies the KMS-condition with respect to $\{\sigma_t\}_{t \in \mathbb{R}}$. Suppose $\lambda^c (D(\lambda^c) \cap D(\lambda^c)')$ is total in $\mathcal{M}$. Then $S_{\lambda^c}$, $J_{\lambda^c}$ and $A_{\lambda^c}$ are similarly defined. $(\mathcal{M}, \lambda, \lambda^c)$ is said to be an essentially standard system if

\begin{equation}
(A_{3}) \quad A^\dagger_{\lambda^c} D = D \quad \text{and} \quad A^\dagger_{\lambda^c} \mathcal{M} A^\dagger_{\lambda^c} = \mathcal{M} (t \in \mathbb{R}),
\end{equation}

and further if

\begin{equation}
(A_{4}) \quad A^\dagger_{\lambda^c} (D(\lambda) \cap D(\lambda)') D(\lambda) = D(\lambda) \cap D(\lambda)' \quad (t \in \mathbb{R}),
\end{equation}

then $(\mathcal{M}, \lambda, \lambda^c)$ is said to be a standard system. We shall show that if $(\mathcal{M}, \lambda, \lambda^c)$ is a standard system, then $(\mathcal{M}, \lambda, \lambda^c)$ is a standard system and $S_\lambda = S_{\lambda^*} = S_{\lambda^c}$. Furthermore, we shall show that if $(\mathcal{M}, \lambda, \lambda^c)$ is an essentially standard system, then there exists a cyclic generalized vector $\lambda_\varepsilon$ for $\mathcal{M}$ which is an extension of $\lambda$ such that $(\mathcal{M}, \lambda_\varepsilon, \lambda_\varepsilon^c)$ is a standard system. By relaxing the requirements $(A_{3})$ and $(A_{4})$, we define the notion of modular systems which enable us to develop unbounded Tomita-Takesaki theory and which is more applicable to examples. Roughly speaking, $(\mathcal{M}, \lambda, \lambda^c)$ is a modular system if there exists a good subdomain in $\mathcal{D}$ which is $\mathcal{M}$-invariant and $\{A^\dagger_{\lambda^c}\}$-invariant. We shall show that if $\Gamma = (\mathcal{M}, \lambda, \lambda^c)$ is a modular system, then there exists a standard system $(\mathcal{M}(\Gamma), \lambda_\varepsilon, \lambda_\varepsilon^c)$ which is an extension of $(\mathcal{M}, \lambda, \lambda^c)$ in a certain sense. We shall finally apply these results to $(\mathcal{M}, \lambda_{\varepsilon_0}, \lambda_{\varepsilon_0}^c)$, where $\varepsilon_0$ is a cyclic and separating vector for $(\mathcal{M}_w)'$, and give standard systems and modular systems for unbounded CCR-algebras.

In this paper we have treated only $O^*$-algebras $\mathcal{M}$ on $\mathcal{D}$ satisfying $\mathcal{M}_w \mathcal{D} \subset \mathcal{D}$. In more general case, that is when $\mathcal{M}'_w$ is not a von Neumann algebra but there exists a good von Neumann algebra $\mathcal{B}'$ such that $\mathcal{B}' \subset \mathcal{M}'_w$, we can consider cyclic and separating systems, standard systems and modular systems using the induced extension $\varepsilon_{\mathcal{B}'}(\mathcal{M})$ of $\mathcal{M}$ by $\mathcal{B}'$ [11, 19]. But, in order to clear the arguments we have assumed $\mathcal{M}_w \mathcal{D} \subset \mathcal{D}$ in this paper (in this case, $\mathcal{M}_w$ is a von Neumann algebra and $\mathcal{B}' = \mathcal{M}_w$).

In a forthcoming paper we shall investigate when a general $O^*$-algebra is
algebraically (or spatially) isomorphic to an $O^*$-algebra with a cyclic generalized vector, and the problem of constructing standard (or modular systems) from standard von Neumann algebras. Furthermore, we shall study weights on $O^*$-algebras in detail.

§ 2. Preliminaries

In this section we state some definitions and basic properties concerning $O^*$-algebras [3, 6, 11, 13, 15, 18, 19].

Let $D$ be a dense subspace in a Hilbert space $H$. We denote by $L^1(D)$ the set of all linear operators $X$ from $D$ into $D$ such that $D(X^*) \subseteq D$ and $X^* \subseteq D$. Then $L^1(D)$ is a $*$-algebra with the usual operations and the involution $X \mapsto X^* = X^*|D$. A *-subalgebra of $L^1(D)$ is called by Schmüdgen [19] an $O^*$-algebra on $D$ in $H$ but other authors often write $O_0^*$-algebra. Throughout this paper we assume that an $O^*$-algebra has always an identity operator. Let $M$ be an $O^*$-algebra on $D$. A locally convex topology on $D$ defined by a family $\{ \| X \| : X \in M \}$ of the seminorms $\| X \| = \| Xf \| (f \in D)$ is called the induced topology on $D$, and denoted by $t$. If the locally convex space $(D, t)$ is complete, then $D$ is said to be closed. We put

$$D(M) = \bigcap_{X \in M} D(\tilde{X})$$

Then $D(M)$ is identical with the completion of $(D, t)$ and $\tilde{M} = \{ \tilde{X} : X \in M \}$ is a closed $O^*$-algebra on $D(M)$ which is the smallest closed extension of $M$ and it is called the closure of $M$. Hence $M$ is called closed if and only if $D = D(M)$. A vector $\xi_0$ of $D$ is said to be cyclic (resp. strongly cyclic) for $M$ if $M\xi_0$ is dense in the Hilbert space $H$ (resp. the locally convex space $(D, t)$). If $D^*(M) = \bigcap_{X \in M} D(X^*) = D(M)$, then $M$ is said to be essentially self-adjoint, and if $D^*(M) = D$, then $M$ is said to be self-adjoint. Let $m$ be an $M$-invariant subspace of $D$ and $M\bar{m}$ the set of all restrictions $X|\bar{m}$ of $X \in M$ to $m$. Then $M\bar{m}$ is an $O^*$-algebra on $m$. If $M\bar{m}$ is essentially self-adjoint, then $E_m D$ equals the closure $\bar{m}^\perp$ of $m$ with respect to the induced topology $t_m$, where $E_m = \text{Proj. } m$. Conversely if $M$ is self-adjoint and $E_m D = \bar{m}^\perp$, then $M\bar{m}$ is essentially self-adjoint [15]. An element $\xi$ of $D$ is said to be a self-adjoint vector for $M$ if $M\bar{m}$ is essentially self-adjoint [6].

We define the weak commutant $M'_\wedge$ of a $*$-invariant subset $M$ of $L^1(D)$ as follows:

$$M'_\wedge = \{ C \in B(H) \mid (CXX \mid \eta) = (C\xi \mid X^*\eta) \text{ for all } \xi, \eta \in D \text{ and } X \in M \},$$

where $B(H)$ is the set of all bounded linear operators on $H$. Then $M'_\wedge$ is a $*$-invariant weakly closed subspace of $B(H)$, but it is not necessarily an algebra. It has been known that if $M$ is a self-adjoint $O^*$-algebra, then $M'_\wedge D \subseteq D$; and further
$\mathcal{M} \subset \mathcal{D}$ if and only if $\mathcal{M}'$ is a von Neumann algebra and $X$ is affiliated with $(\mathcal{M}')'$ for each $X \in \mathcal{M}$ [15, 19].

We fix the notations which will be used in this paper. Let $\mathcal{A}$ be a $*$-algebra. For subsets $m, n$ of $\mathcal{A}$ we define subsets $m^*$, $mn$ and $m^2$ of $\mathcal{A}$ by

$$m^* = \{x^* : x \in m\},$$

$$mn = \{xy : x \in m, y \in n\},$$

$$m^2 = mn = \{xy : x, y \in m\}.$$

When $\mathcal{A}$ is a $*$-algebra without identity, we denote by $\mathcal{A}_1$ the $*$-algebra obtained from $\mathcal{A}$ by adjoining an identity.

### § 3. Cyclic Generalized Vectors

In this section we define the notion of cyclic generalized vector for an $O^*$-algebra which is a generalization of that of cyclic vector. Let $\mathcal{M}$ be an $O^*$-algebra on a dense subspace $\mathcal{D}$ in a Hilbert space $\mathcal{H}$.

**Definition 3.1.** A map $\lambda$ of $\mathcal{M}$ into $\mathcal{D}$ is said to be a generalized vector for $\mathcal{M}$ if the following conditions hold:

(i) The domain $D(\lambda)$ of $\lambda$ is a left ideal of $\mathcal{M}$.

(ii) $\lambda$ is a linear map of $D(\lambda)$ into $\mathcal{D}$.

(iii) $\lambda(XA) = X\lambda(A)$ for all $X \in \mathcal{M}$ and $A \in D(\lambda)$.

A generalized vector $\lambda$ for $\mathcal{M}$ is said to be cyclic (resp. strongly cyclic) if $\lambda(D(\lambda))$ is dense in $\mathcal{M}$ (resp. $(\mathcal{D}, t_{\mathcal{M}})$).

Let $\lambda$ be a generalized vector for $\mathcal{M}$. Then, the closure of an $O^*$-algebra $\{X \in \mathcal{M} : X \in D(\lambda)\}$ on $D(\lambda)$ in $\mathcal{H} (\mathcal{M}(\lambda) \equiv \lambda(D(\lambda)))$ is denoted by $\mathcal{M}(\lambda)$ and called the $O^*$-algebra generated by $\lambda$. $\mathcal{M}(\lambda)$ is a restriction of $\mathcal{M}$. Even if $\lambda$ is cyclic, $\mathcal{M}(\lambda)$ does not necessarily equal $\mathcal{M}$ (see [19], Example 8.3.18). If however $\lambda$ is strongly cyclic, then $\mathcal{M}(\lambda) = \mathcal{M}$. Let $\lambda_1$ and $\lambda_2$ be generalized vectors for $\mathcal{M}$. If $D(\lambda_1) \subset D(\lambda_2)$ and $\lambda_1(X) = \lambda_2(X)$ for each $X \in D(\lambda_1)$, then $\lambda_2$ is said to be an extension of $\lambda_1$ and we write $\lambda_2 \supset \lambda_1$.

We give some examples of generalized vectors for $O^*$-algebras.

**Example 3.2.** (i) Let $\mathcal{M}$ be an $O^*$-algebra on $\mathcal{D}$ in $\mathcal{H}$ and $\xi \in \mathcal{H}$. We put

$$\begin{align*}
D(\lambda_\xi) &= \{X \in \mathcal{M} : \xi \in \mathcal{D} (X^* \xi) \text{ and } X^* \xi \in \mathcal{D}\}, \\
\lambda_\xi(X) &= X^* \xi, X \in D(\lambda_\xi).
\end{align*}$$

Then $\lambda_\xi$ is a generalized vector for $\mathcal{M}$. It is clear that $\lambda_\xi$ is cyclic (resp. strongly
cyclic) if and only if \( \{X^*x \mid X \in D(\lambda_x)\} \) is dense in \( \mathcal{H} \) (resp. \( \mathcal{D}, \mathcal{M} \)). We remark that putting

\[
D(\lambda) = \{X \in \mathcal{M} \mid \xi \in \mathcal{D}(X) \text{ and } X^*X \in \mathcal{D}\},
\]

\[
\lambda(X) = X^*\xi, \ X \in D(\lambda),
\]

\( D(\lambda) \) which is not necessarily a left ideal of \( \mathcal{M} \) because \( X + Y \not\supseteq X + Y \) in general, and so \( \lambda \) is not a generalized vector for \( \mathcal{M} \).

(ii) Let \( \mathcal{A} \) be a *-algebra and \( f \) a positive linear functional on \( \mathcal{A} \). Let \( (\pi_f, \lambda_f, \mathcal{H}_f) \) be the GNS-construction for \( f \). If \( 1 \in \mathcal{A} \), then \( \lambda_f(1) \) is a strongly cyclic vector for \( \pi_f(\mathcal{A}) \). Let \( 1 \notin \mathcal{A} \). Suppose \( \pi_f(x) \rightarrow \lambda_f(x) \) is a map, that is, \( \pi_f(x) = 0 \) implies \( \lambda_f(x) = 0 \), and then put

\[
\lambda(\pi_f(x)) = \lambda_f(x), \ x \in \mathcal{A}.
\]

Then \( \lambda \) is a strongly cyclic generalized vector for the \( O^\ast \)-algebra \( \pi_f(\mathcal{A})_1 \) with \( D(\lambda) = \pi_f(\mathcal{A})_1 \).

(iii) Let \( \mathcal{A} \) be a *-algebra and let

\[
\mathcal{P}(\mathcal{A}) = \left\{ \sum_{k=1}^{n} x_k^*a_k \mid x_k \in \mathcal{A} (k = 1, 2, \ldots, n), \ n \in \mathbb{N} \right\}
\]

A map \( \varphi \) of \( \mathcal{P}(\mathcal{A}) \) into \( \mathbb{R}^+ \cup \{+\infty\} \) is said to be a weight on \( \mathcal{P}(\mathcal{A}) \) if

(i) \( \varphi(ax^*x) = a\varphi(x^*x), \ x \in \mathcal{A}, \ a \geq 0; \)

(ii) \( \varphi(a+b) = \varphi(a) + \varphi(b), \ a, b \in \mathcal{P}(\mathcal{A}), \) where \( 0 \cdot (+\infty) = 0. \)

Let \( \varphi \) be a weight on \( \mathcal{P}(\mathcal{A}) \). We put

\[
\mathcal{N}_0 = \{a \in \mathcal{A} \mid \varphi(a^*a) < \infty\},
\]

\[
\mathfrak{m}_\varphi = \text{linear span of } \{a^*a \mid a \in \mathcal{N}_0\},
\]

\[
\hat{\varphi} \left( \sum_k a_k a_k^* a_k \right) = \sum_k a_k \varphi(a_k^* a_k) \text{ for } \sum_k a_k a_k^* a_k \in \mathfrak{m}_\varphi.
\]

Since \( (a_1 + a_2)^*(a_1 + a_2) + (a_1 - a_2)^*(a_1 - a_2) = 2(a_1^*a_1 + a_2^*a_2) (a_1, a_2 \in \mathcal{N}_0) \), it follows that \( \mathcal{N}_0 \) is a subspace of \( \mathcal{A} \) and \( \hat{\varphi} \) is a well-defined linear functional on \( \mathfrak{m}_\varphi \).

But, \( \mathcal{N}_0 \) is not necessarily a left ideal of \( \mathcal{A} \), and so we put

\[
\mathcal{N}_\varphi = \{a \in \mathcal{N}_0 \mid xa \in \mathcal{N}_0 \text{ for all } x \in \mathcal{A}\}.
\]

It is easily shown that \( \mathcal{N}_\varphi \) is a left ideal of \( \mathcal{A} \) and

\[
|\hat{\varphi}(b^*a)|^2 \leq \varphi(b^*b)\varphi(a^*a) \text{ for all } a, b \in \mathcal{N}_\varphi.
\]

We put

\[
\mathcal{N}_\varphi = \{a \in \mathcal{N}_\varphi \mid \varphi(a^*a) = 0\}.
\]
Then \( \lambda_\varphi(a) = a + N_\varphi \in n_\varphi / N_\varphi, \ a \in n_\varphi \).

Then \( \lambda_\varphi(n_\varphi) = n_\varphi / N_\varphi \) is a pre-Hilbert space with the inner product

\[
(\lambda_\varphi(a) \mid \lambda_\varphi(b)) = \hat{\varphi}(b^* a), \ a, b \in n_\varphi.
\]

We denote by \( \mathcal{H}_\varphi \) the Hilbert space obtained by the completion of the pre-Hilbert space \( \lambda_\varphi(n_\varphi) \). We define a \(*\)-representation \( \pi_\varphi^0 \) of \( \mathcal{A} \) by

\[
\pi_\varphi^0(x)\lambda_\varphi(a) = \lambda_\varphi(xa), \ x \in \mathcal{A}, \ a \in n_\varphi,
\]

and denote by \( \pi_\varphi \) the closure of \( \pi_\varphi^0 \). We call the triple \( (\pi_\varphi, \lambda_\varphi, \mathcal{H}_\varphi) \) the GNS-construction for \( \varphi \). Suppose \( \pi_\varphi(a) \rightarrow \lambda_\varphi(a) (a \in n_\varphi) \) is a map and then put

\[
\lambda(\pi_\varphi(a)) = \lambda_\varphi(a), \ a \in n_\varphi.
\]

Then \( \lambda \) is a strongly cyclic generalized vector for \( \pi_\varphi(\mathcal{A}) \), with the domain \( \pi_\varphi(n_\varphi) \).

§ 4. Cyclic and Separating Systems

In this section we define commutants and bicommutants of cyclic generalized vectors for \( O^* \)-algebras and then study cyclic and separating systems. Throughout this section let \((\mathcal{M}, \lambda)\) be a pair of a closed \( O^* \)-algebra \( \mathcal{M} \) on \( \mathcal{D} \) in \( \mathcal{H} \) and a generalized vector \( \lambda \) for \( \mathcal{M} \) satisfying

(i) \( \mathcal{M} \subseteq \mathcal{D} \),

(ii) \( \lambda(D(\lambda)'D(\lambda)) \) is total in \( \mathcal{H} \).

We first define three commutants of \( \lambda \) as follows:

\[
\begin{align*}
D(\lambda') = \{ K \in \mathcal{M}_w; & \exists \xi_K \in \bigcap_{x \in D(\lambda)} \mathcal{D}(\overline{x}) \ \text{s.t.} \ K\lambda(x) = X\xi_K \ \text{for all} \ X \in D(\lambda) \}, \\
\lambda'(K) = & \xi_K, \ K \in D(\lambda').
\end{align*}
\]

\[
\begin{align*}
D(\lambda^0) = \{ K \in \mathcal{M}_w; & \exists \xi_K \in \bigcap_{x \in D(\lambda)} \mathcal{D}(X^*x) \ \text{s.t.} \ K\lambda(x) = X^*\xi_K \ \text{for all} \ X \in D(\lambda) \}, \\
\lambda^0(K) = & \xi_K, \ K \in D(\lambda^0).
\end{align*}
\]

\[
\begin{align*}
D(\lambda^c) = \{ K \in \mathcal{M}_w; & \exists \xi_K \in \mathcal{D} \ \text{s.t.} \ K\lambda(x) = X\xi_K \ \text{for all} \ X \in D(\lambda) \}, \\
\lambda^c(K) = & \xi_K, \ K \in D(\lambda^c).
\end{align*}
\]

Then we have the following
Proposition 4.1. \( \lambda', \lambda^0 \) and \( \lambda^c \) are generalized vectors for the von Neumann algebra \( \mathcal{M}_\omega \) and \( \lambda^c \subset \lambda' \subset \lambda^0 \).

Proof. Since \( \lambda(D(\lambda)^*D(\lambda)) \) is total in \( \mathcal{H} \), it follows that \( \xi_K \) is uniquely determined for \( K \in D(\lambda') \), \( D(\lambda') \) is a subspace of \( \mathcal{M}_\omega \) and \( \lambda' \) is a linear map of \( D(\lambda') \) into \( \bigcap_{X \in D(\lambda)} \mathcal{D}(X) \). Take arbitrary \( C \in \mathcal{M}_\omega \) and \( K \in D(\lambda') \). Then, since \( X \) is affiliated with \( \mathcal{M}_\omega' \) for each \( X \in D(\lambda) \) (by (i)), it follows that \( C\lambda'(K) \in \bigcap_{X \in D(\lambda)} \mathcal{D}(X) \) and \( CK\lambda(X) = C\lambda'(K) = \overline{XC\lambda'(K)} \) for all \( X \in D(\lambda) \). Hence we have

\[
CK \in D(\lambda') \quad \text{and} \quad \lambda'(CK) = C\lambda'(K)
\]

for all \( C \in \mathcal{M}_\omega \) and \( K \in D(\lambda') \). Therefore, \( D(\lambda') \) is a left ideal of \( \mathcal{M}_\omega \) and \( \lambda' \) is a generalized vector for \( \mathcal{M}_\omega \). We can similarly show that \( \lambda^0 \) and \( \lambda^c \) are generalized vectors for \( \mathcal{M}_\omega \). It is clear that \( \lambda^c \subset \lambda' \subset \lambda^0 \).

Definition 4.2. \( (\mathcal{M}, \lambda, \lambda') \) (resp. \( (\mathcal{M}, \lambda, \lambda^0), (\mathcal{M}, \lambda, \lambda^c) \)) is said to be a cyclic and separating system if it satisfies the conditions (i), (ii) and moreover

(iii) \( \lambda'(D(\lambda)^*D(\lambda')) \) (resp. \( \lambda^0(D(\lambda)^*D(\lambda^0)), \lambda^c(D(\lambda)^*D(\lambda^c)) \) is total in \( \mathcal{H} \).

In case \( \mathcal{M} \) consists of bounded operators we have \( \lambda' = \lambda^0 = \lambda^c \), and so we simply call \( (\mathcal{M}, \lambda) \) a cyclic and separating system provided \( (\mathcal{M}, \lambda, \lambda') \) is cyclic and separating.

Let \( (\mathcal{M}, \lambda, \lambda') \) be a cyclic and separating system. Then \( \lambda' \) is a cyclic generalized vector for the von Neumann algebra \( \mathcal{M}_\omega \) satisfying \( \lambda'(D(\lambda')^*D(\lambda')) \) is total in \( \mathcal{H} \), and so by Proposition 4.1 three commutants \( \lambda'(\lambda'), \lambda'(\lambda')^c \) and \( \lambda'(\lambda')^0 \) of \( \lambda' \) are well-defined and they are identical. To emphasize the commutant of \( \lambda' \) we use the notation \( \lambda'(\lambda') \) (simply, \( \lambda'' \)) as the commutant of \( \lambda' \), and then \( \lambda'' \) is defined as follows:

\[
\begin{align*}
D(\lambda'') &= \{ A \in (\mathcal{M}_\omega)' \mid \exists \xi_A \in \mathcal{H} \text{ s.t.} \ A\lambda'(K) = K\xi_A \text{ for all } K \in D(\lambda') \}, \\
\lambda''(A) &= \xi_A, \ A \in D(\lambda'').
\end{align*}
\]

It is easily shown that \( \lambda'' \) is well-defined and it is a linear map of the subspace \( D(\lambda'') \) of \( (\mathcal{M}_\omega)' \) into \( \mathcal{H} \).

Proposition 4.3. Suppose \( (\mathcal{M}, \lambda, \lambda') \) is a cyclic and separating system. Then \( (\mathcal{M}_\omega)'', \lambda'' \) is a cyclic and separating system satisfying \( \lambda'' = (\lambda')' = \lambda' \).

Proof. It is easily shown that \( \lambda'' \) is a generalized vector for \( (\mathcal{M}_\omega)' \). We show \( \lambda''(D(\lambda'')) \) is dense in \( \mathcal{H} \). Take an arbitrary \( X \in D(\lambda) \). Let \( \overline{X} = U \setminus \overline{X} \) be the
polar decomposition of $\overline{X}$ and $|\overline{X}| = \int_{0}^{\infty} tdE(t)$ the spectral resolutions of $|\overline{X}|$.

We put

$$E_{n}=\int_{0}^{n} dE(t) \quad \text{and} \quad X_{n}=\overline{X}E_{n}, \quad n\in\mathbb{N}.$$ 

Since $\overline{X}$ is affiliated with $(\mathcal{M}_n)'$, it follows that $U, X_{n}\in(\mathcal{M}_n)'$ and

$$X_{n}\lambda'(K) = U |\overline{X}| E_{n}\lambda'(K) = U E_{n}U^{*}\overline{X}\lambda'(K) = U E_{n}U^{*}K\lambda(X) = KUE_{n}U^{*}\lambda(X)$$

for all $K\in D(\lambda')$ and $n\in\mathbb{N}$. Hence we have

$$X_{n}\in D(\lambda'') \quad \text{and} \quad \lambda''(X_{n}) = U E_{n}U^{*}\lambda(X), \quad n\in\mathbb{N}. \quad (4.1)$$

Furthermore, since

$$(UU^{*}\lambda(X) | \lambda'(K_{1}^{*}K_{2})) = (UU^{*}K_{1}\lambda(X) | \lambda'(K_{2})) = (UU^{*}\overline{X}\lambda'(K_{1}) | \lambda'(K_{2})) = (\overline{X}\lambda'(K_{1}) | \lambda'(K_{2})) = (\lambda(X) | \lambda'(K_{1}^{*}K_{2}))$$

for all $K_{1}, K_{2}\in D(\lambda')$ and $\lambda'(D(\lambda')^{*}D(\lambda'))$ is total in $\mathcal{H}$, it follows that

$$UU^{*}\lambda(X) = \lambda(X). \quad (4.2)$$

By $(4.1)$ and $(4.2)$ we have

$$\lim_{n\to\infty} \lambda''(X_{n}) = \lambda(X). \quad (4.3)$$

Furthermore, by the definition of $X_{n}$ we have

$$\lim_{n\to\infty} X_{n}\xi = \overline{X}\xi, \quad \xi\in\mathcal{D}(\overline{X}), \quad (4.4)$$

$$\lim_{n\to\infty} X_{n}^{*}\eta = X^{*}\eta, \quad \eta\in\mathcal{D}(X^{*}). \quad (4.5)$$

Since $\lambda(D(\lambda))$ is dense in $\mathcal{H}$, it follows from $(4.1)$ and $(4.3)$ that

$$\lambda''(D(\lambda'')) \quad \text{is dense in} \quad \mathcal{H}. \quad (4.6)$$
We next show that $\lambda''(D(\lambda'')^*D(\lambda''))$ is total in $\mathcal{H}$. It follows from (4.1) and (4.5) that $\{A^*\lambda(Y) ; A \in D(\lambda''), \ Y \in D(\lambda)\}$ is dense for $\lambda(D(\lambda')^*D(\lambda'))$. Furthermore, it follows from (4.6) that $\lambda''(D(\lambda'')^*D(\lambda''))$ is total in $\mathcal{H}$. Therefore, $\lambda'' = (\lambda'')'$ is well-defined by:

$$
\left\{
\begin{array}{l}
D(\lambda'') = \{K \in \mathcal{M}_\omega ; \exists \xi_k \in \mathcal{H} \text{ s.t. } K\lambda''(A) = A\xi_k \text{ for all } A \in D(\lambda'')\}, \\
\lambda''(K) = \xi_k, \quad K \in D(\lambda'').
\end{array}
\right.
$$

It is clear that $\lambda' \subseteq \lambda''$. Hence, $(\mathcal{M}_\omega', \lambda'')$ is a cyclic and separating system. We finally show $\lambda'' = \lambda'$. Take arbitrary $K \in D(\lambda'')$ and $X \in D(\lambda)$. Then it follows from (4.1) and (4.3) that

$$
\lim_{n \to \infty} E_n \lambda''(K) = \lambda''(K),
$$

$$
\lim_{n \to \infty} XE_n \lambda''(K) = \lim_{n \to \infty} K\lambda''(X_n) = K\lambda(X).
$$

Therefore, $\lambda''(K) \in \cap_{X \in D(\lambda)} \mathcal{D}(X)$ and $\overline{X} \lambda''(K) = K\lambda(X)$ for all $X \in D(\lambda)$, and so $K \in D(\lambda')$. This completes the proof.

Let $(\mathcal{M}, \lambda, \lambda^o)$ be a cyclic and separating system. As defined $\lambda''$ we can define the commutant $(\lambda^o)^{\sim}$ (simply, $\lambda^{oc}$) as follows:

$$
\left\{
\begin{array}{l}
(\lambda^{oc}) = \{A \in (\mathcal{M}_\omega')' ; \exists_1 \xi_a \in \mathcal{H} \text{ s.t. } A\lambda^o(K) = K\xi_a \text{ for all } K \in D(\lambda^o)\}, \\
\lambda^{oc}(A) = \xi_a, \quad A \in D(\lambda^{oc}).
\end{array}
\right.
$$

Then we have the following

**Proposition 4.4.** Suppose $(\mathcal{M}, \lambda, \lambda^o)$ is a cyclic and separating system. Then $(\mathcal{M}_\omega', \lambda^{oc})$ is a cyclic and separating system satisfying $\lambda^{oc} = (\lambda^{oc})^{\sim} = \lambda''$.

**Proof.** This is proved in similar to the proof of Proposition 4.3 considering the polar decomposition of $X^+$ and the spectral decomposition of $|X^+|$, $X \in D(\lambda)$.

Let $(\mathcal{M}, \lambda, \lambda^c)$ be a cyclic and separating system. As defined $\lambda''$ and $\lambda^{oc}$ we can define the commutant $(\lambda^c)^{\sim}$ (simply, $\lambda^{cc}$) as follows:

$$
\left\{
\begin{array}{l}
D(\lambda^{cc}) = \{A \in (\mathcal{M}_\omega')' ; \exists_1 \xi_a \in \mathcal{H} \text{ s.t. } A\lambda^c(K) = K\xi_a \text{ for all } K \in D(\lambda^c)\}, \\
\lambda^{cc}(A) = \xi_a, \quad A \in D(\lambda^{cc}).
\end{array}
\right.
$$
Then we have the following

**Proposition 4.5.** Suppose $(\mathcal{M}, \lambda, \lambda^c)$ is a cyclic and separating system. Then $(\mathcal{M}_w')', \lambda_w^c)$, $(\mathcal{M}_w'', \lambda')$ and $(\mathcal{M}_w'', \lambda^w')$ are cyclic and separating systems satisfying $\lambda^w' \subseteq \lambda'' \subseteq \lambda^w$ and $\lambda'' \supseteq \lambda' \supseteq (\lambda^w'')^c = \lambda^w \supseteq \lambda^c$.

**Proof.** It is clear that $\lambda^w$ is a generalized vector for $(\mathcal{M}_w')'$. It follows from Proposition 4.1 that $(\mathcal{M}, \lambda, \lambda')$ and $(\mathcal{M}, \lambda, \lambda^w)$ are cyclic and separating systems, which implies by Proposition 4.3, 4.4 that $(\mathcal{M}_w')', \lambda_w^c)$ and $(\mathcal{M}_w'', \lambda^w')$ are cyclic and separating systems. Further, since $\lambda^w' \subseteq \lambda'' \subseteq \lambda^w$, it follows that $(\mathcal{M}_w', \lambda^w)$ is a cyclic and separating system. By Proposition 4.1, 4.3 we have $\lambda^c \subseteq \lambda^w \subseteq \lambda'$.

We remark that $\lambda'' = \lambda'$ and $\lambda^w = \lambda^c$, but $\lambda^w \neq \lambda^c$ in general as will be seen in Example 4.6, (6) below.

**Example 4.6.** Let $\xi_0 \in \mathcal{H} - D$. Suppose $\xi_0$ is a cyclic and separating vector for $(\mathcal{M}_w)'$ and $(X^*Y^*\xi_0 ; X, Y \in D(\lambda_0))$ is total in $\mathcal{H}$. Then we have the following results:

1. $D(\lambda_0) = \mathcal{M}_w$ and $\lambda_0^w(C) = C\xi_0$, $C \in \mathcal{M}_w$;
2. $D(\lambda_0^w) = (\mathcal{M}_w')'$ and $\lambda_0^w(A) = A\xi_0$, $A \in (\mathcal{M}_w')'$.

Hence $(\mathcal{M}, \lambda_0, \lambda_0^w)$ is a cyclic and separating system.

1. $D(\lambda_0') = \{K \in \mathcal{M}_w' ; K\xi_0 \in \bigcap_{x \in D(\lambda_0^w)} D(x)\}$.
2. $D(\lambda_0) = \{K \in \mathcal{M}_w' ; K\xi_0 \in D\}$.
3. $\lambda_0' \subseteq \lambda_0' \subseteq \lambda_0^w$ in general. In fact, if $\xi_0 \in \bigcap_{x \in D(\lambda_0^w)} D(x)$, then $I \subseteq D(\lambda_0')$ but $I \in D(\lambda_0')$ and $I \in D(\lambda_0')$.

5. The following statements are equivalent: (a) $(\mathcal{M}, \lambda_0, \lambda_0')$ is a cyclic and separating system, (b) $\xi_0 \in \bigcap_{x \in D(\lambda_0^w)} D(x)$, (c) $D(\lambda_0') = \mathcal{M}_w'$, (d) $\lambda_0' = \lambda_0^w$. In fact, suppose $(\mathcal{M}, \lambda_0, \lambda_0')$ is a cyclic and separating system. Then, since $\lambda_0' \supseteq \lambda_0^w$ and (1), we have $\lambda_0'' = \lambda_0^w$, and so by Proposition 4.3, 4.4 $\lambda_0'' = \lambda_0'$. And then $D(\lambda_0)' = \mathcal{M}_w'$ by (1), and so $\xi_0 \in \bigcap_{x \in D(\lambda_0')} D(x)$ by (2). Conversely suppose $\xi_0 \in \bigcap_{x \in D(\lambda_0')} D(x)$. Then, $I \subseteq D(\lambda_0')$, and so $\lambda_0' = \lambda_0^w$. Therefore, $(\mathcal{M}, \lambda_0, \lambda_0')$ is a cyclic and separating system.

6. Suppose $(\mathcal{M}, \lambda_0, \lambda_0^w)$ is a cyclic and separating system. Then, $\lambda_0^w = \lambda_0' = \lambda_0''$ and $\lambda_0' \subseteq \lambda_0^w' = \lambda_0'' - \lambda_0' - \lambda_0''$. In fact, since $D(\lambda') \cap D(\lambda^w) = \mathcal{M}_w'$ is a nondegenerate *-subalgebra of $\mathcal{M}_w'$, there exists a net $(K_n)$ in $D(\lambda') \cap D(\lambda^w)$ such that $0 \leq K_n \leq I$ and $K_n \uparrow I$ strongly. Then it follows that
\[ K_\beta CK_\alpha \in D(\lambda^\epsilon) \cap D(\lambda^*) \]

\[
\lim_{\alpha, \beta} \lambda_{t_0}^\epsilon(K_\beta CK_\alpha) = K_\beta CK_\alpha \xi_0 \rightarrow C \xi_0 = \lambda_{t_0}'(C),
\]

\[
\lim_{\alpha, \beta} \lambda_{t_0}^\epsilon((K_\beta CK_\alpha)^*) = K_\beta C^* K_\beta \xi_0 \rightarrow C^* \xi_0 = \lambda_{t_0}'(C^*)
\]

for each \( C \in \mathcal{M}_\omega \), which implies \( \lambda_{t_0}^\epsilon = \lambda_{t_0}' \). By (4), (5) we have \( \lambda_{t_0}^\epsilon = \lambda_{t_0}^\omega = \lambda_{t_0}^{op} \) and \( \lambda_{t_0}^\epsilon = \lambda_{t_0}^\omega = \lambda_{t_0}^{op} \).

\section{5. Standard Systems and Modular Systems}

In this section we study standard systems and modular systems which are able to develop the Tomita-Takesaki theory in \( O^* \)-algebras. Throughout this section let \((\mathcal{M}, \lambda)\) be a pair of a closed \( O^* \)-algebra \( \mathcal{M} \) on a dense subspace \( D \) in a Hilbert space \( \mathcal{H} \) and a generalized vector \( \lambda \) for \( \mathcal{M} \) satisfying

(i) \( \mathcal{M} \cdot D \subset D \);

(ii) \( \lambda((D(\lambda)^\dagger \cap D(\lambda)^*))^2 \) is total in \( \mathcal{H} \).

By Proposition 4.3 we have the following

\begin{lemma}
Suppose \( \lambda'((D(\lambda)^\dagger \cap D(\lambda)^*))^2 \) is total in \( \mathcal{H} \).

Then the following statements hold:

1. \( \lambda'(D(\lambda)^\dagger \cap D(\lambda)^*)^2 \) is an achieved right Hilbert algebra in \( \mathcal{H} \) equipped with the multiplication and the involution:

\[
\lambda'(K_1) \lambda'(K_2) = \lambda'(K_2 K_1), \quad \lambda'(K)^\dagger = \lambda'(K^*),
\]

\( K, K_1, K_2 \in D(\lambda)^\dagger \cap D(\lambda)^* \),

and its right von Neumann algebra equals \( \mathcal{M}_\omega \).

2. \( \lambda''(D(\lambda)^\dagger \cap D(\lambda)^*)^2 \) is an achieved left Hilbert algebra in \( \mathcal{H} \) equipped with the multiplication and the involution:

\[
\lambda''(A) \lambda''(B) = \lambda''(AB), \quad \lambda''(A)^\dagger = \lambda''(A^*),
\]

\( A, B \in D(\lambda)^\dagger \cap D(\lambda)^* \),

and it equals the commutant of the right Hilbert algebra \( \lambda'(D(\lambda)^\dagger \cap D(\lambda)^*)^2 \).

3. \( D(\lambda)^\beta = \{ A \in (\mathcal{M}_\omega)' \} \); \( \xi_A \in \mathcal{H} \) s.t. \( A \lambda'(K) = K \xi_A \) for all \( K \in D(\lambda)^\dagger \cap D(\lambda)^* \) and \( \lambda''(A) = \xi_A \) for \( A \in D(\lambda)^\dagger \).

4. \( D(\lambda)^\dagger = D(\lambda)^\beta = \{ K \in \mathcal{M}_\omega \} ; \) \( \xi_K \in \mathcal{H} \) s.t. \( K \lambda''(A) = A \xi_K \) for all \( A \in D(\lambda)^\dagger \).
\[ \cap D(\lambda^*) \text{ and } \lambda'(K) = \xi_K \text{ for } K \in D(\lambda'). \]

Suppose \( \lambda'(D(\lambda') \cap D(\lambda')^*) \) is total in \( \mathcal{H} \). By Lemma 5.1 the map \( \lambda''(A) \rightarrow \lambda''(A^*) \), \( A \in D(\lambda') \cap D(\lambda')^* \) is a closable conjugate-linear operator in \( \mathcal{H} \), and so its closure is denoted by \( S_{\lambda'} \). Since

\[
(\lambda(X), \lambda'(K^*_1 K_2)) = (\lambda'(K^*_2 K_1), \lambda(X^*))
\]

for all \( X \in D(\lambda) \cap D(\lambda)^* \) and \( K_1, K_2 \in D(\lambda') \cap D(\lambda')^* \), it follows that the map \( \lambda(X) \rightarrow \lambda(X^*) \), \( X \in D(\lambda) \cap D(\lambda)^* \) is a closable conjugate-linear operator in \( \mathcal{H} \), and so its closure is denoted by \( S_\lambda \). Let \( S_{\lambda'} = J_{\lambda'} A \mathcal{D} |^2 \) and \( S_\lambda = J_\lambda A \mathcal{D} |^2 \) be the polar decompositions of \( S_{\lambda'} \) and \( S_\lambda \), respectively.

**Lemma 5.2.** Suppose \( \lambda'(D(\lambda') \cap D(\lambda')^*) \) is total in \( \mathcal{H} \). Then \( S_\lambda \subseteq S''_{\lambda'} \).

**Proof.** Take an arbitrary \( X \in D(\lambda) \cap D(\lambda)^* \). Let \( X = V | X | \) be the polar decomposition of \( X \), \( | X | = \int_0^\infty t \, dE(t) \) the spectral resolution of \( | X | \) and \( E_n = \int_0^n dE(t) \) for \( n \in \mathbb{N} \). We put

\[ X_n = \overline{X} E_n, \quad n \in \mathbb{N}. \]

Then, by (4.1) and (4.2) we have

\[ X_n \in D(\lambda''), \quad \lambda''(X_n) = U E_n U^* \lambda(X) (n \in \mathbb{N}) \text{ and } U U^* \lambda(X) = \lambda(X). \quad (5.1) \]

Furthermore, we have

\[ X_n^* \lambda'(K) = E_n \overline{X}^\dagger \lambda'(K) = K (E_n \lambda(X^*)) \]

for all \( K \in D(\lambda') \). Hence we have

\[ X_n^* \in D(\lambda'') \text{ and } \lambda''(X_n^*) = E_n \lambda(X^*) (n \in \mathbb{N}). \quad (5.2) \]

By (5.1) and (5.2) we have

\[ X_n \in D(\lambda'') \cap D(\lambda')^*, \quad \lim_{n \to \infty} \lambda''(X_n) = \lambda(X) \text{ and } \lim_{n \to \infty} \lambda''(X_n^*) = \lambda(X^*). \quad (5.3) \]

Therefore, \( \lambda(X) \in \mathfrak{D}(S_{\lambda'}) \) and \( S_{\lambda'} \lambda(X) = \lambda(X^*) = S_\lambda \lambda(X) \). This completes the proof.
By the Tomita fundamental theorem [22] we have

\[ J_\lambda (\mathcal{M}_\omega)' J_\lambda = \mathcal{M}_w, \]  

(5.4)

\[ \sigma^\omega_\lambda (A) = \Delta^\omega_{\lambda} A \Delta^\omega_{\lambda}, \quad (A \in (\mathcal{M}_\omega)', t \in \mathbb{R}), \]  

(5.5)

\[ \sigma^\omega_\lambda (D(\lambda^\omega) \cap D(\lambda^\omega)^*) = D(\lambda^\omega) \cap D(\lambda^\omega)^* \]  

and 
\[ \lambda''(\sigma^\omega_\lambda (B)) = \Delta^\omega_{\lambda} \lambda''(B), \quad (B \in D(\lambda^\omega) \cap D(\lambda^\omega)^*, t \in \mathbb{R}), \]  

(5.6)

\[ \sigma^\omega_\lambda (C) = \Delta^\omega_{\lambda} \Delta^\omega_{\lambda} \quad (C \in \mathcal{M}_w, t \in \mathbb{R}), \]  

(5.7)

\[ \sigma^\omega_\lambda (D(\lambda^\omega) \cap D(\lambda^\omega)^*) = D(\lambda^\omega) \cap D(\lambda^\omega)^* \]  

and 
\[ \lambda'(\sigma^\omega_\lambda (K)) = \Delta^\omega_{\lambda} \lambda'(K), \quad (K \in D(\lambda^\omega) \cap D(\lambda^\omega)^*, t \in \mathbb{R)). \]  

(5.8)

Furthermore, we have

\[ \sigma^\omega_\lambda (D(\lambda^\omega)) = D(\lambda^\omega) \]  

and 
\[ \lambda''(\sigma^\omega_\lambda (B)) = \Delta^\omega_{\lambda} \lambda''(B), \quad (B \in D(\lambda^\omega), t \in \mathbb{R),} \]  

(5.9)

\[ \sigma^\omega_\lambda (D(\lambda^\omega)) = D(\lambda^\omega) \]  

and 
\[ \lambda'(\sigma^\omega_\lambda (K)) = \Delta^\omega_{\lambda} \lambda'(K), \quad (K \in D(\lambda^\omega), t \in \mathbb{R)). \]  

(5.10)

In fact, the statement (5.9) follows from Lemma 5.1, (3) and

\[ \sigma_\lambda^\omega (B) \lambda'(K) = \Delta^\omega_{\lambda} B \Delta^\omega_{\lambda} \lambda'(K) \]  

\[ = \Delta^\omega_{\lambda} B \lambda'(\sigma_\lambda^\omega (K)) \]  

(by 5.8)

\[ = \Delta^\omega_{\lambda} \sigma_\lambda^\omega (K) \lambda''(B) \]  

\[ = K \Delta^\omega_{\lambda} \lambda''(B) \]

for all \( B \in D(\lambda^\omega), K \in D(\lambda^\omega) \cap D(\lambda^\omega)^* \) and \( t \in \mathbb{R}. \) The statement (5.10) follows from \( \lambda'' = \lambda' \) and (5.9).

We have the almost same results as Lemma 5.1, 5.2 and (5.4) ~ (5.10) for \( \lambda^\omega. \)

Lemma 5.3. Suppose

(iii') \( \lambda^\omega(D(\lambda^\omega) \cap D(\lambda^\omega)^*)^3 \) is total in \( \mathcal{H}. \)

Then the following statements hold:

1. \( \lambda^\omega(D(\lambda^\omega) \cap D(\lambda^\omega)^*) \) is a right Hilbert subalgebra of the right Hilbert algebra \( \lambda'(D(\lambda^\omega) \cap D(\lambda^\omega)^*). \)

2. \( \lambda^\omega(D(\lambda^\omega) \cap D(\lambda^\omega)^*) \) is an achieved left Hilbert algebra in \( \mathcal{H} \) containing \( \lambda''(D(\lambda^\omega) \cap D(\lambda^\omega)^*). \)

3. Let \( S_{\lambda^\omega} \) be the closure of the involution \( \lambda^\omega(A) \rightarrow \lambda^\omega(A^*) (A \in D(\lambda^\omega) \cap \)
$D(\lambda^*)$ and let $S_{\infty} = J_{\infty} A \Delta_{\infty}^* \Delta_{\infty}$ be the polar decomposition of $S_{\infty}$. Then, $S_{\infty} \subset S_{\infty} \subset S_{\infty}$.

(4) $J_{\infty} (A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}) = J_{\infty} = M_{\infty}$.

(5) $\sigma_{i \infty} (A) = A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* (A \in M_{\infty})$, $t \in \mathbb{R}$, 

$\sigma_{i \infty} (D(\lambda^*)) = D(\lambda^*)$ and $\lambda^{\infty} (\alpha_{i \infty} (B)) = A_{\infty}^{\infty} \lambda^{\infty} (B)$ 

$(B \in D(\lambda^*), t \in \mathbb{R})$,

$\sigma_{i \infty} (D(\lambda^*) \cap D(\lambda^*)) = D(\lambda^*) \cap D(\lambda^*)$ and

$\lambda^{\infty} (\alpha_{i \infty} (B)) = A_{\infty}^{\infty} \lambda^{\infty} (B)$ 

$(B \in D(\lambda^*) \cap D(\lambda^*), t \in \mathbb{R})$.

(6) $\sigma_{i \infty} (C) = A \Delta_{\infty}^* C A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* A \Delta_{\infty}^* (C \in M_{\infty})$, $t \in \mathbb{R}$,

$\sigma_{i \infty} (D(\lambda^*)) = D(\lambda^*)$ and $\lambda^{\infty} (\alpha_{i \infty} (K)) = A_{\infty}^{\infty} \lambda^{\infty} (K)$ 

$(K \in D(\lambda^*), t \in \mathbb{R})$,

$\sigma_{i \infty} (D(\lambda^*) \cap D(\lambda^*)) = D(\lambda^*) \cap D(\lambda^*)$ and

$\lambda^{\infty} (\alpha_{i \infty} (K)) = A_{\infty}^{\infty} \lambda^{\infty} (K)$ 

$(K \in D(\lambda^*) \cap D(\lambda^*), t \in \mathbb{R})$.

Remark. Let $\xi_0$ be as in Example 4.6. As seen in Example 4.6, $(M, \lambda_{\xi_0}, \lambda_{\xi_0}^*)$ is a cyclic and separating system, then $\lambda_{\xi_0}^{\infty} = \lambda_{\xi_0}^\infty$, and so the right Hilbert algebras $\lambda^{\infty} (D(\lambda^*) \cap D(\lambda^*))$ and $\lambda^{\infty} (D(\lambda^*) \cap D(\lambda^*))$ are equivalent. But, in general we don’t know whether their right Hilbert algebras are equivalent, or not.

By Lemma 5.3 the unitary groups $\{\Delta_{i \in}^*\}_{t \in \mathbb{R}}$ and $\{\Delta_{i \in}^{\infty}\}_{t \in \mathbb{R}}$ implement the following notions:

Definition 5.4. A triple $(\mathcal{M}, \lambda, \lambda')$ is said to be a standard system if it satisfies the above conditions (i) - (iii) and the following conditions (iv) and (v):

(iv) $\Delta_{i \in} \mathcal{D} \subset \mathcal{D}$ and $\Delta_{i \in} \mathcal{M} \Delta_{i \in} \mathcal{D} = \mathcal{M}$ 

(v) $\sigma_{i \in} (D(\lambda) \cap D(\lambda)^*) = D(\lambda) \cap D(\lambda)^*$ 

A triple $(\mathcal{M}, \lambda, \lambda')$ is said to be an essentially standard system if it satisfies the conditions (i), (ii), (iii)' and the following condition (iv)'

(iv)' $\Delta_{i \in} \mathcal{D} \subset \mathcal{D}$ and $\Delta_{i \in} \mathcal{M} \Delta_{i \in} \mathcal{D} = \mathcal{M}$ 

Furthermore, if

(v)' $\sigma_{i \in} (D(\lambda) \cap D(\lambda)^*) = D(\lambda) \cap D(\lambda)^*$.
then \((\mathcal{M}, \lambda, \lambda^t)\) is said to be a standard system.

**Theorem 5.5.** Suppose \((\mathcal{M}, \lambda, \lambda^t)\) is a standard system. Then the following statements hold:

1. \(S_x = S_{\lambda^t}x\).
2. \(\sigma_i^t(X) = A_iX A_i^{-1} = \sigma_i^t(X) (X \in \mathcal{M}, t \in \mathbb{R})\) and \(\{\sigma_i^t\}_{t \in \mathbb{R}}\) is a one-parameter group of \(*\)-automorphisms of \(\mathcal{M}\).
3. \(\lambda\) satisfies the KMS-condition with respect to \(\{\sigma_i^t\}_{t \in \mathbb{R}}\), that is, for each \(X, Y \in D(\lambda) \cap D(\lambda)^*\) there exists an element \(f_{x, y}\) of \(A(0, 1)\) such that

\[
f_{x, y}(t) = (\lambda(\sigma_i^t(X)), \lambda(Y)) \quad \text{and} \quad f_{x, y}(t+i) = (\lambda(Y^t), \lambda(\sigma_i^t(X^t)))
\]

for all \(t \in \mathbb{R}\), where \(A(0, 1)\) is the set of all complex-valued functions, bounded and continuous on \(0 \leq \text{Im} z \leq 1\) and analytic in the interior.

**Proof.** Take arbitrary \(X, Y \in D(\lambda) \cap D(\lambda)^*\). By (5.3) there exists sequences \(\{X_n\}\) and \(\{Y_n\}\) in \(D(\lambda) \cap D(\lambda)^*\) such that

\[
\lim_{n \to \infty} \lambda^n(X_n) = \lambda(X), \quad \lim_{n \to \infty} \lambda^n(Y_n) = \lambda(Y).
\]

By ([22] Theorem 10.17) and (5.6), for each \(n \in \mathbb{N}\) there exists an element \(\lambda^n(\sigma_i^t(X_n^t)) = \lambda^n(\sigma_i^t(X^t))\) such that

\[
f_n(t) = (\lambda^n(\sigma_i^t(X_n^t)), \lambda^n(Y_n^t)) = (\lambda^n(\sigma_i^t(X_n^t), \lambda^n(Y_n^t)) = (\lambda^n(\sigma_i^t(X_n^t)), \lambda^n(Y_n^t))
\]

for all \(t \in \mathbb{R}\). By the condition (v) in Definition 5.4, \(\lambda(\sigma_i^t(X))\) is well-defined and

\[
\lambda(\sigma_i^t(X)) = \Delta_i^t \lambda(X) \quad (t \in \mathbb{R}).
\]

In fact, this follows from the equality:

\[
(\lambda(\sigma_i^t(X)), \lambda'(K_1^t K_2)) = (\sigma_i^t(X), \lambda'(K_1) \lambda'(K_2))
\]

(by 5.8)

\[
= (\sigma_i^t(X), \lambda'(K_1) \lambda'(K_2))
\]

\[
= (\Delta_i^t \lambda'(\sigma_i^t(X)), \lambda'(K_2))
\]

\[
= (\Delta_i^t \lambda(X), \lambda'(K_2))
\]

\[
= (\Delta_i^t \lambda(X), \lambda'(K_1^t K_2))
\]

(by 5.8)
for all $K_1, K_2 \in D(\lambda') \cap D(\lambda')^*$. By (5.11), (5.12) and (5.13) we have

$$\sup_{t \in \mathbb{R}} | f_x(t) - \langle \lambda(\sigma_t^U(X)) | \lambda(Y) \rangle |$$

$$\leq \| \lambda''(X_n) - \lambda(X) \| + \| \lambda''(Y_n) - \lambda(Y) \| \xrightarrow[n \to \infty]{} 0,$$

$$\sup_{t \in \mathbb{R}} | f_x(t+i) - \langle \lambda(Y^t) | \lambda(\sigma_t^U(X^t)) \rangle |$$

$$\leq \| \lambda''(Y_n^*) - \lambda(Y^t) \| + \| \lambda(Y^t) \| \xrightarrow[n \to \infty]{} 0.$$

Hence, there exists an element $f_{x, y}$ of $A(0, 1)$ such that

$$f_{x, y}(t) = \langle \lambda(\sigma_t^U(X)) | \lambda(Y) \rangle$$

and $f_{x, y}(t+i) = \langle \lambda(Y^t) | \lambda(\sigma_t^U(X^t)) \rangle$ ($t \in \mathbb{R}$).

(5.14)

We next show $S_1 = S_2$. Let $\mathcal{H}$ be the closure of $\{ \langle \lambda(X) ; X^\dagger = X \in D(\lambda) \cap D(\lambda') \}$ in $\mathcal{H}$. Then $\mathcal{H}$ is a closed real subspace of $\mathcal{H}$. Since $\lambda(D(\lambda) \cap D(\lambda')) \subset \mathcal{H}$, we have $(\mathcal{H} \cap i\mathcal{H})^\perp = \{0\}$. Furthermore, we have $\mathcal{H} \cap i\mathcal{H} = \{0\}$.

In fact, take an arbitrary $\xi \in \mathcal{H} \cap i\mathcal{H}$. Then there exist sequences $\{A_n\}$ and $\{B_n\}$ in $D(\lambda) \cap D(\lambda')$ such that $A_n^* = A_n, B_n^* = B_n, \lim_{n \to \infty} A_n = \xi$ and $\lim_{n \to \infty} B_n = -i\xi$, and then we have

$$\langle \xi | \lambda'(K_1^* K_2) \rangle = \lim_{n \to \infty} \langle \lambda(A_n) | \lambda'(K_1^* K_2) \rangle$$

$$= \lim_{n \to \infty} \langle A_n \lambda'(K_1) | \lambda'(K_2) \rangle$$

$$= \lim_{n \to \infty} \langle \lambda'(K_1) | K_2 \lambda(A_n) \rangle$$

$$= \langle \lambda'(K_1^* K_2) | \xi \rangle$$

for all $K_1, K_2 \in D(\lambda') \cap D(\lambda'^*)^*$, and so

$$-i\langle \xi | \lambda'(K_1^* K_2) \rangle = \lim_{n \to \infty} \langle \lambda(B_n) | \lambda'(K_1^* K_2) \rangle$$

$$= \langle \lambda'(K_1^* K_2) | -i\xi \rangle$$

$$= i\langle \lambda'(K_1^* K_2) | \xi \rangle$$

$$= i\langle \xi | \lambda'(K_1^* K_2) \rangle.$$

Hence, $\langle \xi | \lambda'(K_1^* K_2) \rangle = 0$ for all $K_1, K_2 \in D(\lambda') \cap D(\lambda'^*)$. Since $\lambda'((D(\lambda') \cap D(\lambda'^*))^2)$ is total in $\mathcal{H}$, we have $\xi = 0$. Therefore, it follows from [17] that $S_1$ equals the closed operator $S$ defined by
Furthermore, by (5.14) the one-parameter group \( \{J_t\} \) of unitary operators satisfies the KMS-condition with respect to \( \mathcal{H} \) in the sense of ([17] Definition 3.4) and by (v) in Definition 5.4 \( \mathcal{A}_t^+ \mathcal{K}_+ \subset \mathcal{K} \) for all \( t \in \mathbb{R} \), and so it follows from ([17] Theorem 3.8) and (5.15) that \( A^* = A^* \) for all \( t \in \mathbb{R} \). Therefore, \( S_i = S_i^* \), and so by (v) in Definition 5.3 and (5.14) \( \lambda \) satisfies the KMS-condition with respect to the one-parameter group \( \{\sigma_t^1\} \) of \(*\)-automorphisms of \( \mathcal{M} \). This completes the proof.

**Theorem 5.6.** Suppose \((\mathcal{M}, \lambda, \lambda')\) is a standard system. Then \((\mathcal{M}, \lambda, \lambda')\) is a standard system satisfying \( S_i = S_i^* = S_i^\infty \).

**Proof.** We can show \( S_i = S_i^\infty \) in the same way as in Theorem 5.5, and by Lemma 5.3, (3) \( S_i = S_i^* = S_i^\infty \). Therefore, \((\mathcal{M}, \lambda, \lambda')\) is a standard system. This completes the proof.

**Remark 5.7.** Suppose \( \lambda^\circ ((D(\lambda^\circ) \cap D(\lambda^\circ)^*)^2) \) is total in \( \mathcal{K} \). Then the closed operator \( S_i^\infty \) is defined as the closure of the involution \( \lambda^\circ (A) \to \lambda^\circ (A^*) \) and \( S_i^\infty \subset S_i \), but \( S_i^\infty \) and \( S_i \) don’t have any relation in general. So, we don’t consider the standardness of \((\mathcal{M}, \lambda, \lambda^\circ)\).

We next show that if \((\mathcal{M}, \lambda, \lambda^e)\) is an essentially standard system, then there exists a cyclic generalized vector \( \lambda_e \) for \( \mathcal{M} \) which is an extension of \( \lambda \) such that \((\mathcal{M}, \lambda_e, \lambda^e)\) is a standard system.

**Theorem 5.8.** Suppose \((\mathcal{M}, \lambda, \lambda^e)\) is an essentially standard system and then put

\[
\begin{aligned}
D(\lambda_e) &= \left\{ \sum_k Y_k X_k ; \ Y_k \in \mathcal{M}, \ X_k \in D(\lambda) \right\} \\
\lambda_e (\sum_k Y_k X_k) &= \sum_k Y_k \lambda(X_k),
\end{aligned}
\]

where

\[
\begin{aligned}
D(\lambda) &= \{ X \in \mathcal{M} ; \ \exists \{ A_i \} \subset D(\lambda^\circ) \text{ s.t. } A_i \xi \to X \xi, \ \forall \xi \in \mathcal{D} \text{ and } \lambda^\circ (A_i) \to \xi_k \in \mathcal{D} \}, \\
\lambda(\lambda) &= \xi_k, \ X \in D(\lambda).
\end{aligned}
\]

Then \( \lambda_e \) is a cyclic generalized vector for \( \mathcal{M} \) such that

1. \( \lambda_e \supseteq \lambda \),
2. \( \lambda_e^* = \lambda^e \),
3. \((\mathcal{M}, \lambda_e, \lambda^e)\) is a standard system.
Proof. Since \( \lambda^c((D(\lambda^c) \cap D(\lambda^c)^*)^2) \) is total in \( \mathcal{M} \), it follows that \( \lambda^c \) is a well-defined linear map of the vector space \( D(\lambda) \) into \( \mathcal{D} \). Take arbitrary \( K \in D(\lambda^c) \) and \( X \subset D(\lambda) \). Then there exists a net \( \{A_\tau\} \) in \( D(\lambda^c) \) such that \( A_\tau \xi \to X \xi \) for each \( \xi \in \mathcal{D} \) and \( \lambda^c(A_\tau) \to \lambda^c(X) \). Since \( \lambda^c(K) \in \mathcal{D} \), we have

\[
X\lambda^c(K) = \lim_{\tau} A_\tau \lambda^c(K) = \lim_{\tau} K\lambda^c(A_\tau) = K\lambda^c(X),
\]

which implies that \( \lambda^c \) is a generalized vector for \( \mathcal{M} \) such that

\[
(\sum_k Y_k X_k)\lambda^c(K) = K\lambda^c(\sum_k Y_k X_k), \quad \sum_k Y_k X_k \in D(\lambda^c).
\]

Hence, \( K \in D(\lambda^c) \) and \( \lambda^c(K) = \lambda^c(K) \). By (5.3) we have \( \lambda^c \circ \lambda = \lambda \), and so \( \lambda^c \circ \lambda \).

Hence, \( \lambda^c \subset \lambda \). Thus we have \( \lambda^c = \lambda \) and so \( (\mathcal{M}, \lambda, \lambda^c) \) is an essentially standard system.

We finally show \( \sigma_1^{\lambda^c}(D(\lambda^c) \cap D(\lambda^c)^*)^t \subset D(\lambda^c) \cap D(\lambda^c)^t \) for each \( t \in \mathbb{R} \).

Take an arbitrary \( X \in D(\lambda^c) \cap D(\lambda^c)^t \). Then, since \( \lambda^c(X) \) (that is, \( \lim \lambda^c(X_n) = \lambda^c(X) \)) and \( \lim \lambda^c(X_n) = \lambda^c(X) \) and \( \lim \lambda^c(X_n) = \lambda^c(X) \). Hence it follows from Lemma 5.3, (5) that for each \( t \in \mathbb{R} \) \( \lim_{n \to \infty} \sigma_1^{\lambda^c}(X_n) = \sigma_1^{\lambda^c}(X) \) and \( \lim \lambda^c(X_n) = \lambda^c(X) \), which implies that \( \sigma_1^{\lambda^c}(X) \in D(\lambda^c) \cap D(\lambda^c)^t \) and \( \lambda^c(\sigma_1^{\lambda^c}(X)) = \sigma_1^{\lambda^c}(\lambda^c(X)) \).

Therefore, we have \( \sigma_1^{\lambda^c}(D(\lambda^c) \cap D(\lambda^c)^t) \subset D(\lambda^c) \cap D(\lambda^c)^t \) for each \( t \in \mathbb{R} \), which implies \( (\mathcal{M}, \lambda, \lambda^c) \) is a standard system. This completes the proof.

Remark 5.9. Suppose \( (\mathcal{M}, \lambda, \lambda^c) \) satisfies the conditions (i) \~ (iv) and it doesn’t satisfy the condition (v). Then we don’t know whether the same result as Theorem 5.8 holds.

Weakening the condition (iv) in Definition 5.4, we define the notion of modular systems which is able to apply the unbounded Tomita-Takesaki theory to more examples.

Definition 5.10. A system \( \Gamma = (\mathcal{M}, \lambda, \lambda^c) \) is said to be modular if the conditions (i), (ii) and (iii)' in Definition 5.4 and the following condition (iv)'' hold:

\[
\text{(iv)''} \quad \text{There exists a dense subspace } \mathcal{E} \text{ of } (\mathcal{D}, t_{\mathcal{M}}) \text{ such that}
\]

\[
\text{(iv)X''} \quad \lambda^c(K_1 \cap D(\lambda^c)^t) \subset \mathcal{E},
\]

\[
\text{(iv)X''} \quad \lambda^c(K_1 \in D(\lambda^c) \cap D(\lambda^c)^*) \quad \text{s.t. } \lambda^c(K_i) \in \mathcal{E}, \quad i = 1, 2 \quad \text{is total in the Hilbert space } \mathcal{D}(S^{\lambda^c}).
\]

\[
\text{(iv)X''} \quad \mathcal{M} \mathcal{E} \subset \mathcal{E},
\]

\[
\text{(iv)X''} \quad \mathcal{D}^{\lambda^c} \subset \mathcal{E} \text{ for each } t \in \mathbb{R}.
\]

Let \( \Gamma = (\mathcal{M}, \lambda, \lambda^c) \) be a modular system. Then there exists the maximal
subspace $D_R$ of $D$ satisfying the above conditions (iv)$^*_r \sim$ (iv)$^*_t$. Since $D_R$ is maximal, it follows that $M_w D_R \subset D_R$, which implies by ([7] Theorem 3.3) that

$$\mathcal{U}(\Gamma) \equiv \{X \in \mathcal{L}(D_R) ; \overline{X} \text{ is affiliated with } (M_w)'\}$$

is a generalized von Neumann algebra on $D_R$ over $(M_w)'$, generated by $M \cap D_R$ and the $O^*$-algebra $L(\Gamma)$ on $D_R$ generated by $\{A_t \in M \cap D_R ; t \in \mathbb{R}\}$ is a closed $O^*$-subalgebra of $\mathcal{U}(\Gamma)$. Furthermore, $\{\sigma^t\}_{t \in \mathbb{R}}$ is a one-parameter group of $*$-automorphisms of $L(\Gamma)$ and $\mathcal{U}(\Gamma)$. For modular systems we have the following

**Theorem 5.11.** Suppose $\Gamma = (\mathcal{M}, \lambda, \lambda^e)$ is a modular system and then put

$$D(\lambda) = \{\sum_k Y_k \lambda_k \in D \lambda) ; \lambda_k \lambda_k \in \mathcal{M}, X_k \in D(\lambda)\},$$

$$\lambda(\sum_k Y_k \lambda_k) = \sum_k Y_k \lambda(X_k),$$

where

$$D(\lambda) = \{X \in \mathcal{U}(\Gamma) ; \exists \{A_t\} \subset D(\lambda^e) \text{ s.t. } A_t \xi \rightarrow \lambda X, \forall \xi \in D_R \quad \text{and} \quad \lambda^e(A_t) \rightarrow \lambda \xi \in D_R\},$$

$$\overline{\lambda}(X) = \xi, X \in D(\lambda).$$

Then $\lambda$ is a cyclic generalized vector for $\mathcal{U}(\Gamma)$ such that

1. $D(\lambda) = \{K \in D(\lambda^e) ; \lambda^e(K) \in D_F\}$ and $D(\lambda) \cap D(\lambda^e)^* = D(\lambda^e) \cap D(\lambda^e)^*$;
2. $(\mathcal{U}(\Gamma), \lambda, \lambda^e)$ is a standard system;
3. $(L(\Gamma), \lambda_\pi L(\Gamma), (\lambda_\pi L(\Gamma)))$ is a standard system, where $D(\lambda \pi L(\Gamma)) = D(\lambda) \cap L(\Gamma)$ and $D(\lambda_\pi L(\Gamma)) \lambda(X) = \lambda(X)$ for $X \in D(\lambda \pi L(\Gamma)).$

**Proof.** We can show in similar to the proof in Theorem 5.8 that $\lambda$ is a generalized vector for $\mathcal{U}(\Gamma)$. Since $\mathcal{U}(\Gamma)$ is a generalized von Neumann algebra on $D_R$ over $(M_w)'$, it follows that $\mathcal{U}(\Gamma) \subset M_w D_R \subset D_R$. Since $\lambda(D(\lambda) \cap D(\lambda)^t) \subset \mathcal{E} \subset D_R$, it follows from (4.4), (4.5), (5.3) and $\lambda^t \subset \lambda^e$ that

$$X \in D(\lambda) \cap D(\lambda)^t \text{ and } \lambda(X \cap D_R) = \lambda(X)$$

for all $X \in D(\lambda) \cap D(\lambda)^t$, which implies that $\lambda_\pi ((D(\lambda) \cap D(\lambda)^t))^\pi$ is total in $\mathcal{H}$. We show

$$D(\lambda) = \{K \in M_w ; \exists \xi K \in D \text{ s.t. } K \lambda(X) = X \xi K\}$$

for all $X \in D(\lambda) \cap D(\lambda)^t$. (5.17)
Take an arbitrary $K \in \mathcal{M}_*^\prime$ such that

$$K \lambda \left( X \right) = X \xi_K, \quad \forall X \in D(\lambda) \cap D(\lambda)^\dagger$$

for some $\xi_K \in \mathcal{D}$. Since $Y^\dagger X \in D(\lambda) \cap D(\lambda)^\dagger$ for each $X, Y \in D(\lambda)$, it follows that

$$Y^\dagger K \lambda \left( X \right) = K \lambda \left( Y^\dagger X \right) = Y^\dagger X \xi_K.$$  \hspace{1cm} (5.18)

Further, since $D(\lambda^\circ) \cap D(\lambda^\circ)^*$ is a nondegenerate $\ast$-subalgebra of $\mathcal{M}_*^\prime$ and $\lambda \left( D(\lambda) \right)$ is dense in $\mathcal{H}$, it follows that $D(\lambda) \lambda^\circ D(\lambda^\circ) \cap D(\lambda^\circ)^* = D(\lambda^\circ) \cap D(\lambda^\circ)^* \lambda \left( D(\lambda) \right)$ is total in $\mathcal{H}$, which implies by (5.18) that $K \lambda \left( X \right) = X \xi_K$ for all $X \in D(\lambda)$. Hence, $K \in D(\lambda^\circ)$. The converse inclusion is trivial. Thus the statement (5.17) holds. We show

$$D(\lambda^\circ) = \left\{ K \in D(\lambda^\circ) ; \lambda^\circ (K) \in \mathcal{D}_T \right\}. \hspace{1cm} (5.19)$$

Take an arbitrary $K \in D(\lambda^\circ)$ such that $\lambda^\circ (K) \in \mathcal{D}_T$. For each $X \in D(\lambda^\circ)$ there exists a net $\{A_\tau\}$ in $D(\lambda^\circ)$ such that $A_\tau \to Y X \xi, \quad \forall \xi \in \mathcal{D}_T$ and $\lambda^\circ (A_\tau) \to \lambda^\circ (X)$. Then we have

$$X \lambda^\circ (K) = \lim_{\tau} A_\tau \lambda^\circ (K) = \lim_{\tau} K \lambda^\circ (A_\tau) = K \lambda (X),$$

which implies

$$\left( \sum_k Y_k X_k \right) \lambda^\circ (K) = K \lambda (\sum_k Y_k X_k), \quad \sum_k Y_k X_k \in D(\lambda).$$

Hence, $K \in D(\lambda^\circ)$. Conversely, take arbitrary $K \in D(\lambda^\circ)$ and $X \in D(\lambda) \cap D(\lambda)^\dagger$. By (5.16) we have

$$K \lambda (X) = K \lambda_\tau (X \in \mathcal{D}_T) = \lambda_\tau (K).$$

Hence, it follows from (5.17) that $K \in D(\lambda^\circ)$ and $\lambda^\circ (K) = \lambda_\tau (K) \in \mathcal{D}_T$. Thus the statement (5.19) holds. It follows from (5.19) and (iv) in Definition 5.10 that $D(\lambda^\circ) \cap D(\lambda^\circ)^*$ is an achieved left Hilbert algebra in $\mathcal{H}$ equivalent to $D(\lambda^\circ) \cap D(\lambda^\circ)^*$, and so $\Delta_{\lambda^\circ} = \Delta_{\lambda^\circ}$. Furthermore, it follows from Lemma 5.3, (5) that $\sigma^\circ_t \left( D(\lambda) \cap D(\lambda)^\dagger \right) \subset D(\lambda) \cap D(\lambda)^\dagger$ for all $t \in \mathbb{R}$. Therefore, $(\mathcal{H} \left( \mathcal{L} \right), \lambda_\circ, \lambda^\circ_\tau)$ is a standard system. Similarly, we can prove that $(\mathcal{L} \left( \mathcal{L} \right), \lambda_\circ \left( \mathcal{L} \right), (\lambda^\circ_\tau \mathcal{L} \left( \mathcal{L} \right))^\circ)$ is a standard system. This completes the proof.

**Example 5.12.** Let $\mathcal{M}$ be a closed $O^*$-algebra on $\mathcal{D}$ in $\mathcal{H}$ satisfying $\mathcal{M}_*^\prime \mathcal{D} \subset \mathcal{D}$ and $\xi_\circ$ a cyclic and separating vector for $(\mathcal{M}_*^\prime)^\prime$. We consider when $\mathcal{L}_0 = (\mathcal{M}, \lambda_{\xi_0}, \lambda_{\xi_0}^\circ)$ is a standard (or modular) system, where $\lambda_{\xi_0}$ is a generalized vector for $\mathcal{M}$.
defined in Example 3.2, 4.5.

(1) If the following conditions (i)~(iii) hold, then \((\mathcal{M}, \lambda_{\xi_0}, \lambda_{\xi_0}^*)\) is a standard system satisfying \(\Delta_{\xi_0} = \Delta_{\xi_0}\), where \(\Delta_{\xi_0}\) is a modular operator of the achieved left Hilbert algebra \((M^\prime)^{\prime}_{\xi_0}\).

(i) \(\{X^+Y^+*\xi_0; X, Y \in D(\lambda_{\xi_0}) \cap D(\lambda_{\xi_0}^*)\}\) is total in \(\mathcal{H}\).

(ii) \(\{K_1 K_2 \xi_0; K_i \in M^\prime \quad \text{s.t.} \quad K_i \xi_0, K_i^* \xi_0 \in \mathcal{D}, \ i = 1, 2\}\) is total in \(\mathcal{H}\).

(iii) \(\Delta_{\xi_0}^\prime \mathcal{D} \subset \mathcal{D} \quad \text{and} \quad \Delta_{\xi_0}^\prime \mathcal{M} \Delta_{\xi_0}^\prime = \mathcal{M} \quad \text{for each} \quad t \in \mathbb{R}\).

In fact, by Example 4.5 \((\mathcal{M}, \lambda_{\xi_0}, \lambda_{\xi_0}^*)\) is an essentially standard system satisfying \(D(\lambda_{\xi_0}) = (M^\prime)^{\prime}_{\xi_0}\) and \(\lambda_{\xi_0}^*(A) = \Delta_{\xi_0} \xi_0 \quad \text{for each} \quad A \in (M^\prime)^{\prime}_{\xi_0}\) and \(\Delta_{\xi_0}^\prime = \Delta_{\xi_0}\). Furthermore, since \(\Delta_{\xi_0}^\prime \xi_0 = \xi_0 \quad \text{for each} \quad t \in \mathbb{R}\), it follows that \(\xi_0 \in \mathcal{D}(\sigma_{\mathcal{D}}(X^\dagger) \cap \mathcal{D}(\sigma_{\mathcal{D}}(X)\ast)) \quad \text{and} \quad \sigma_{\mathcal{D}}(X^\dagger) \xi_0, \sigma_{\mathcal{D}}(X) \xi_0 \in \mathcal{D} \quad \text{for each} \quad X \in D(\lambda_{\xi_0}) \cap D(\lambda_{\xi_0}^*) \quad \text{and} \quad t \in \mathbb{R}, \) which implies that \(\sigma_{\mathcal{D}}(D(\lambda_{\xi_0}) \cap D(\lambda_{\xi_0}^*)) \subset D(\lambda_{\xi_0}) \cap D(\lambda_{\xi_0}^*)\) for each \(t \in \mathbb{R}\). Therefore, \((\mathcal{M}, \lambda_{\xi_0}, \lambda_{\xi_0}^*)\) is a standard system.

(2) If the above conditions (i), (ii) and the following condition (iii)' hold, then \(\mathcal{I} = (\mathcal{M}, \lambda_{\xi_0}, \lambda_{\xi_0}^*)\) is a modular system:

(iii)' There exists a dense subspace \(\mathcal{E}\) of \((\mathcal{D}, t, \mathcal{M})\) such that

\(\{X^+*\xi_0; X \in D(\lambda_{\xi_0}) \cap D(\lambda_{\xi_0}^*)\} \subset \mathcal{E}\),

\(\{K_1 K_2 \xi_0; K_i \in M^\prime \quad \text{s.t.} \quad K_i \xi_0, K_i^* \xi_0 \in \mathcal{E}, \ i = 1, 2\}\)

is total in \(\mathcal{H}\),

\(\mathcal{M} \mathcal{E} \subset \mathcal{E}\),

\(\Delta_{\xi_0}^\prime \mathcal{E} \subset \mathcal{E} \quad \text{for each} \quad t \in \mathbb{R}\).

In fact, by (iii)' \(\mathcal{R} = \{K \xi_0; K \in M^\prime \quad \text{s.t.} \quad K \xi_0, K^* \xi_0 \in \mathcal{D}\}\) is a right Hilbert algebra in \(\mathcal{H}\) whose commutant \(\mathcal{H}\) equals the achieved left Hilbert algebra \((M^\prime)^{\prime}_{\xi_0}\) and so \(\mathcal{R}\) is total in the Hilbert space \(\mathcal{D}(S^\ast_{\xi_0})\). Therefore, \((\mathcal{M}, \lambda_{\xi_0}, \lambda_{\xi_0}^*)\) is a modular system.

Below we give examples of standard systems and modular systems for the unbounded CCR-algebras.

Example 5.13. Let \(\mathcal{S}(\mathbb{R})\) be the Schwartz space of infinitely differentiable rapidly decreasing functions and \(\{f_n\}_{n=0, 1, ...} \subset \mathcal{S}(\mathbb{R})\) an orthonormal basis in the Hilbert space \(L^2(\mathbb{R})\) of normalized Hermite functions. We denote by \(L^1(\mathbb{R}) \otimes L^2(\mathbb{R})\) (simply, \(L^1 \otimes L^2\)) the Hilbert space of Hilbert-Schmidt operators on \(L^2(\mathbb{R})\) and put

\[\pi(A)T = AT, \quad \pi'(A)T = TA\]

for \(A \in \mathcal{B}(L^2(\mathbb{R}))\) and \(T \in L^2 \otimes L^2\). Then \(\pi(\mathcal{B}(L^2(\mathbb{R})))\) is a von Neumann algebra.
on $L^2 \otimes \overline{L}^2$ satisfying $\pi(\mathcal{B}(L^2(\mathbb{R})))' = \pi'(\mathcal{B}(L^2(\mathbb{R})))$. Let

$$L^+_\alpha = \{ \{ \alpha_n \} \in L^2 \cap \{ \alpha_n > 0, n = 0, 1, \cdots \},$$

$$\Omega_{\{ \alpha_n \}} = \sum_{n=0}^{\infty} \alpha_n f_n \otimes f_n, \{ \alpha_n \} \in L^+_\alpha.$$

By ([7] Lemma 5.2) $\Omega_{\{ \alpha_n \}}$ is a cyclic and separating vector for $\pi(\mathcal{B}(L^2(\mathbb{R})))$ and the modular conjugation operator $J_{\Omega_{\{ \alpha_n \}}}$ equals the involution $T \in L^2 \otimes \overline{L}^2 \rightarrow T^* \in L^2 \otimes \overline{L}^2$ and the modular operator $A_{\Omega_{\{ \alpha_n \}}}$ equals $\pi'(\Omega_{\{ \alpha_n \}}^2)\pi(\Omega_{\{ \alpha_n \}})$, where $\mathcal{D}(\pi'(\Omega_{\{ \alpha_n \}}^2)) = \{ T \in L^2 \otimes \overline{L}^2 ; T \Omega_{\{ \alpha_n \}}^2 \in L^2 \otimes \overline{L}^2 \}$ and $\pi'(\Omega_{\{ \alpha_n \}}^2) T = T \Omega_{\{ \alpha_n \}}^2$ for $T \in \mathcal{D}(\pi'(\Omega_{\{ \alpha_n \}}^2))$. Let $\mathcal{A}$ be the unbounded CCR-algebra for one degree of freedom and $\pi_0$ the Schrödinger representation of $\mathcal{A}$. Then $\pi_0(\mathcal{A})$ is a self-adjoint $O^*$-algebra on $\mathcal{F}(\mathbb{R})$ satisfying $\pi_0(\mathcal{A})' = \mathcal{C}$. Let $\mathcal{M}$ be an $O^*$-algebra on $\mathcal{F}(\mathbb{R})$ containing $\pi_0(\mathcal{A})$. Then we put

$$\mathcal{F} \otimes \overline{L}^2 = \{ T \in L^2 \otimes \overline{L}^2 ; TL^2(\mathbb{R}) \subset \mathcal{F}(\mathbb{R}) \},$$

$$\pi(X) T = XT, X \in \mathcal{M}, T \in \mathcal{F} \otimes \overline{L}^2$$

and then $\pi(\mathcal{M})$ is a self-adjoint $O^*$-algebra on $\mathcal{F} \otimes \overline{L}^2$ satisfying $\pi(\mathcal{M})' = \pi'(\mathcal{B}(L^2(\mathbb{R})))$ and $(\pi(\mathcal{M}))' = (\pi'(\mathcal{B}(L^2(\mathbb{R}))))$. Let $\{ \alpha_n \} \in L^+_\alpha$. Then $\Omega_{\{ \alpha_n \}}$ is a cyclic vector for the von Neumann algebra $\pi(\mathcal{B}(L^2(\mathbb{R})))$ but it is not a cyclic vector for the $O^*$-algebra $\pi(\mathcal{M})$ in general, and so we need to consider the generalized vector $\lambda_{\Omega_{\{ \alpha_n \}}}$ for $\pi(\mathcal{M})$:

$$D(\lambda_{\Omega_{\{ \alpha_n \}}}) = \{ \pi(X) \in \pi(\mathcal{M}) ; \Omega_{\{ \alpha_n \}} \in \mathcal{D}(\pi(X)^*) \} \text{ and } \pi(X)^* \Omega_{\{ \alpha_n \}} \in \mathcal{F} \otimes \overline{L}^2,$$

$$\lambda_{\Omega_{\{ \alpha_n \}}} = \pi(X)^* \Omega_{\{ \alpha_n \}}, X \in \mathcal{D}(\lambda_{\Omega_{\{ \alpha_n \}}}).$$

We have the following results for the standardness (or modularity) of $\pi(\mathcal{M})$, $\lambda_{\Omega_{\{ \alpha_n \}}}$, $\lambda_{\Omega_{\{ \alpha_n \}}}$:

(1) Suppose $\{ \pi(Y) \pi(X)^* \Omega_{\{ \alpha_n \}} ; X, Y \in \mathcal{D}(\lambda_{\Omega_{\{ \alpha_n \}}} \cap \mathcal{D}(\lambda_{\Omega_{\{ \alpha_n \}}}^*) \}$ is total in $L^2 \otimes \overline{L}^2$. Then $\Gamma = (\pi(\mathcal{M}), \lambda_{\Omega_{\{ \alpha_n \}}}, \lambda_{\Omega_{\{ \alpha_n \}}})$ is a modular system satisfying $\mathcal{D}_\Gamma = \mathcal{F} \otimes \overline{L}^2$.

(2) Suppose $\mathcal{M} \supset \{ f_n \otimes f_m ; n, m \in \mathbb{N} \cup \{0\} \}$. Then $(\pi(\mathcal{M}), \lambda_{\Omega_{\{ \alpha_n \}}}, \lambda_{\Omega_{\{ \alpha_n \}}})$ is a modular system.

(3) $(\pi(\mathcal{F}(\mathbb{R})))', \lambda_{\Omega_{\{ \alpha_n \}}}, \lambda_{\Omega_{\{ \alpha_n \}}}$ is a standard system. In fact, since $N = \sum_{n=0}^{\infty} (n + 1) f_n \otimes f_n \in \pi_0(\mathcal{A})$ and $\mathcal{F}(\mathbb{R}) = \cap_{k \in \mathbb{N}} (\mathcal{D}(N^k))$, it follows that $\Omega_{\{ \alpha_n \}}^2 \mathcal{F}(\mathbb{R}) \subset \mathcal{F}(\mathbb{R})$ for all $t \in \mathbb{R}$, which implies $\Omega_{\{ \alpha_n \}}^2 \mathcal{F} \otimes \overline{L}^2 \subset \mathcal{F} \otimes \overline{L}^2$ for all $t \in \mathbb{R}$. Furthermore, it follows that
\[ \{ \pi'(f_n \otimes f_m) A (f_b \otimes f_l) \Omega_{(a_1)} ; n, m, k, l \in \mathbb{N} \cup \{0\} \text{ and } A \in \mathcal{B}(L^2(\mathbb{R})) \} \subset \mathcal{S} \otimes L^2 \]

and it is total in \( L^2 \otimes L^2 \). Hence, the statement (1) follows from Example 5.12. If \( \mathcal{M} \supset \{ f_n \otimes f_m ; n, m \in \mathbb{N} \cup \{0\} \} \), then \( \{ \pi(f_n \otimes f_m) ; n, m \in \mathbb{N} \cup \{0\} \} \subset D(\lambda_{(a_1)}^{(1)}) \cap \text{ and } \{ \pi(Y) \pi(X^\dagger) \Omega_{(a_1)} ; X, Y \in D(\lambda_{(a_1)}^{(1)}) \cap D(\lambda_{(a_1)}^{(1)}) \} \text{ is total in } L^2 \otimes L^2 \), and so the statement (2) follows from (1). Since \( \Omega_{(a_1)}^{(1)} \subset \mathcal{S} \otimes L^2(\mathcal{S}(\mathbb{R})) \) for all \( t \in \mathbb{R} \), it follows that \( \lambda_{(a_1)}^{(1)}(\mathcal{S}(\mathbb{R})) \lambda_{(a_1)}^{(1)} \subset \pi(\mathcal{S}(\mathbb{R})) \) for all \( t \in \mathbb{R} \). Therefore, \( \pi(\mathcal{S}(\mathbb{R})), \lambda_{(a_1)}^{(1)}, \Omega_{(a_1)}^{(1)} \) is a standard system.
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