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§1. Introduction

We have been interested in studying the local behaviors of (weak) solutions of partial differential equations with discontinuous coefficients. In particular in this paper we wish to obtain a Harnack inequality for solutions of quasi-linear partial differential equations of second order parabolic type and to derive interior estimates, one of which is uniform Hölder continuity for all bounded solutions of these equations. The most remarkable result which ensures a Harnack inequality and uniform Hölder continuity of solutions of partial differential equations with discontinuous coefficients was established by J. Moser [5] in 1964 for linear uniformly parabolic equations which consist of terms of second order derivatives. He extended his own method which had been introduced by himself [2] [3] for uniformly elliptic equations in the corresponding form. This method of J. Moser's was applied to derive the Hölder continuity of solutions of linear elliptic and parabolic equations by C.H. Kyppo [9] [10] [11] and also applied to derive a Harnack inequality and Hölder continuity of solutions of quasi-linear partial differential equations of elliptic type by J. Serrin [13].

In this paper we are concerned with certain class of real quasi-linear partial differential equations of second order parabolic type;

\[(1.1) \quad \text{div} A(x, t, u, u_\ast) - u_t = B(x, t, u, u_\ast).\]

Here, \( A(x, t, u, p) \) is a given vector valued function of variables \( x=(x_1, \ldots, x_n), t, u \) and \( p=(p_1, \ldots, p_n) \). \( B(x, t, u, p) \) is a scalar valued function of the same variables. \( u_\ast \) and \( u_t \) denote the gradient of the
function \( u = u(x,t) \) with respect to \( x \) and \( t \) respectively, that is,
\[
\begin{align*}
u_x &= \left( \frac{\partial u}{\partial x_1}, \cdots, \frac{\partial u}{\partial x_n} \right) \\
u_t &= \frac{\partial u}{\partial t}.
\end{align*}
\]

We assume that \( A(x,t,u,p) \) and \( B(x,t,u,p) \) are defined for all points \( (x,t) \) in a “rectangle” domain \( R \) in \((n+1)\)-dimensional Euclidean space and for all values of \( u \) and \( p \). We denote by \( R \) the rectangle domain;
\[
\{(x,t); x = (x_1, \cdots, x_n), \; |x_i| < kr, \; i = 1, \cdots, n, \; 0 < t < hr^2,\}
\]
where \( k, h \) and \( r \) are positive constants. If we denote by \( Q_p \) the subset in \( n \)-dimensional Euclidean space;
\[
\{x; \; x = (x_1, \cdots, x_n), \; |x_i| < \rho, \; i = 1, \cdots, n,\}
\]
then we can express \( R \) in the following;
\[
R = Q_p \times (0, hr^2).
\]

Furthermore we assume that the functions \( A(x,t,u,p) \) and \( B(x,t,u,p) \) are to satisfy the inequalities of the form;
\[
\begin{align*}
|A(x,t,u,p)| &\leq a|p| + c|u| + e \\
|B(x,t,u,p)| &\leq b|p| + d|u| + f \\
p \cdot A(x,t,u,p) &\geq a^2|p|^2 - d|u|^2 - g,
\end{align*}
\]
where \( a \) is a positive constant and the coefficients \( b \) through \( g \) are nonnegative measurable functions of \((x,t)\) defined in the domain \( R \), all the following values of which are finite.
\[
\begin{align*}
\max_{0 < r < k} \left( \int_{Q_p} b^{\frac{1-\varepsilon}{n}} dx \right)^{\frac{1-\varepsilon}{n}}, &\quad \max_{0 < r < k} \left( \int_{Q_p} c^{\frac{1-\varepsilon}{n}} dx \right)^{\frac{1-\varepsilon}{n}}, \\
\max_{0 < r < k} \left( \int_{Q_p} d^{\frac{2-\varepsilon}{n}} dx \right)^{\frac{2-\varepsilon}{n}}, &\quad \max_{0 < r < k} \left( \int_{Q_p} e^{\frac{1-\varepsilon}{n}} dx \right)^{\frac{1-\varepsilon}{n}}, \\
\max_{0 < r < k} \left( \int_{Q_p} f^{\frac{2-\varepsilon}{n}} dx \right)^{\frac{2-\varepsilon}{n}}, &\quad \max_{0 < r < k} \left( \int_{Q_p} g^{\frac{2-\varepsilon}{n}} dx \right)^{\frac{2-\varepsilon}{n}},
\end{align*}
\]
for \( 0 < \varepsilon < 1 \).

Throughout this paper we denote by \( \|h\|^{(R)} \) the following norm of a measurable function \( h(x,t) \) in \( R = Q_p \times (0, hr^2) \);
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\[ \|h\|_{L}^{(p)} = \max \left( \int_{0}^{\infty} |h(x, t)|^{p} \, dx \right)^{1/p}. \]

Here, max (min) stands for essential maximum (essential minimum). Similarly nonnegativity of a function \( h \) is used when the set where \( h < 0 \) is of measure zero. \( |A(x, t, u, p)| \) and \( |p| \) in (1.2) should be understood as the Euclidean length of \( n \)-dimensional vectors \( A(x, t, u, p) \) and \( p \) respectively.

In §2 we shall assert our main theorem (Theorem 1), that is, a Harnack inequality for solutions of the equations (1.1) and derive two corollaries as the consequences of Theorem 1. In §3 and §4 we shall derive various estimates of solutions of the equations (1.1) in order to prove our main theorem. §5 contains the proof of Theorem 1.

The author would like to express his gratitude to Professor M. Hukuhara for helpful advices.

\[ \text{§2. Our main results} \]

**Definition 1.** A solution of the equation (1.1) in the domain \( \mathbb{R} \) is a function \( u = u(x, t) \) for which the first derivatives \( u_t, u_x \), and \( u \) itself are square integrable in \( \mathbb{R} \) and which satisfies

\[ \int_{\mathbb{R}} [\phi u + \phi \cdot A(x, t, u, u_x) + \phi \cdot B(x, t, u, u_x)] \, dx \, dt = 0 \]

for every infinitely often differentiable function \( \phi(x, t) \) which for every fixed \( t \) has compact support as a function of \( x \).

**Definition 2.** A subsolution (supersolution) of the equation (1.1) in the domain \( \mathbb{R} \) is a function \( u = u(x, t) \) for which the first derivatives \( u_t, u_x \), and \( u \) itself are square integrable in \( \mathbb{R} \) and which satisfies

\[ \int_{\mathbb{R}} [\phi \cdot u_t + \phi \cdot A(x, t, u, u_x) + \phi \cdot B(x, t, u, u_x)] \, dx \, dt \leq (\geq) 0 \]

for every nonnegative infinitely often differentiable function \( \phi(x, t) \) which for every fixed \( t \) has compact support as a function of \( x \). (See [5]).

To formulate our main results, we consider in the domain \( \mathbb{R} \) three subdomains:

\[ R' = \{(x, t); \ |x_i| < k \rho, i = 1, \ldots, n, \ 0 < t < k \rho^2.\} \]
where, $0 \leq \rho \leq r$, $0 \leq k_1 < k$, $0 \leq h_i < h^+ < h$, and we suppose that 

\[(2.3) \quad (kr)^\eta \lVert b \rVert_{\frac{\nu}{1-\epsilon}}, (kr)^\nu \lVert c \rVert_{\frac{\nu}{1-\epsilon}}, (kr)^\nu \lVert d \rVert_{\frac{\nu}{2-\epsilon}} \leq \lambda,\]

for some constant $\lambda$, where

\[\eta = \begin{cases} 
\frac{2 + \epsilon}{3} & n = 1 \\
\frac{4 + \epsilon}{3} & n = 2 \\
\frac{\epsilon}{n} & n \geq 3
\end{cases}, \quad \kappa = \begin{cases} 
\frac{2 + 2\epsilon}{3} & n = 1 \\
\frac{4 + \epsilon}{3} & n = 2 \\
\frac{\epsilon}{n} & n \geq 3
\end{cases}.

**Theorem 1.** Suppose that $u = u(x, t)$ is a solution of the equation \[(1.1)\] which is nonnegative in $R^+ \subset R$, then

\[(2.4) \quad \max_{R^-} u \leq \gamma \left\{ \min_{R^+} u + L(\rho) \right\},\]

where $\gamma$ is a positive constant which depends on $n, a, \lambda, \epsilon, k_1, h^+, h_i, h_i^-$ alone, and

\[(2.5) \quad L(\rho) = \rho^\eta \lVert e \rVert_{\frac{\nu}{1-\epsilon}} + \rho^\nu \lVert f \rVert_{\frac{\nu}{2-\epsilon}} + (\rho^\nu \lVert g \rVert_{\frac{\nu}{2-\epsilon}})^{1/2}.

Using Theorem 1, we can derive two corollaries which ensure certain interior estimates of solutions. In this case we can generalise the form of the domain and denote by $\Omega$ a domain $\Omega_0 \times (0, T)$, where $\Omega_0$ is an open domain in the $n$-dimensional Euclidean space.

We introduce for a point $(y, s)$ a one-sided $\delta$-neighborhood by the inequalities;

\[|x_i - y_i| < \delta, \quad i = 1, \ldots, n, \quad -\delta < t - s < 0.\]

Let $\Omega_\delta$ be a subdomain of $\Omega$ such that with $(x, t) \in \Omega$ also a $\delta$-neighborhood in $\Omega$. Furthermore we assume instead of (2.3) and (2.5) that

\[(2.6) \quad \lVert b \rVert_{\frac{\nu}{1-\epsilon}}, \lVert c \rVert_{\frac{\nu}{1-\epsilon}}, \lVert d \rVert_{\frac{\nu}{2-\epsilon}} \leq \lambda,
\]

\[\lVert e \rVert_{\frac{\nu}{1-\epsilon}}, \lVert f \rVert_{\frac{\nu}{2-\epsilon}}, \lVert g \rVert_{\frac{\nu}{2-\epsilon}} \leq \mu.\]

**Corollary 1.** If $u = u(x, t)$ is a bounded solution of the equation
(1.1) in $\Omega$ and $|u| \leq K$, then for any two points $(x, t)$ and $(y, s) \in \Omega_t$, there exist positive constants $H$ and $\alpha$ such that

$$(2.7) \quad |u(x, t) - u(y, s)| \leq H(|x - y| + |t - s|^\alpha),$$

where the constants $H$ and $\alpha$ depend on $n, a, \lambda, \mu, \varepsilon, K$ and $\delta$ alone.

(See [7]).

**Corollary 2.** Let $\Omega_b$ (defined above) be a convex subdomain of the domain $\Omega$. If $u = u(x, t)$ is a positive solution of the equation (1.1) in $\Omega$, then

$$(2.8) \quad \log \frac{u(x, t) + L}{u(y, s) + L} \leq \gamma \left\{ \frac{|x - y|^2}{s-t} + \frac{s-t}{\delta^2} + 1 \right\}$$

for $(x, t), (y, s) \in \Omega_t$, $t < s$, where $\gamma$ is a positive constant depending only on $n, a, \varepsilon$ and $\lambda$, and

$$(2.9) \quad L = \delta^* \|f\|_{\frac{k^2}{n}}^{\frac{\lambda^*}{n}} + \delta^* |f|^\frac{\lambda^*}{\frac{2-\varepsilon}{2-\varepsilon}} + (\delta^* \|g\|_{\frac{k^2}{n}})^{1/2}.$$

(See [1]).

The essential contents of these results have been published before by the author [14] [15] in Japanese but some of them are improved in this paper.

The proof of Theorem 1 shall be given according to the same argument by J. Moser [5] using estimates of solutions described in §3 and §4 but the proofs of Corollary 1 and 2 shall be given in the following paragraphs.

**The Proof of Corollary 1.** Let $R', R^+$ and $R^-$ be the domains defined in (2.2) with $k=1$, $k_1=1/2$, $k_2=3/4$, $h=1/3$ and $h_1=1/2$. We choose $\rho \leq \delta$ arbitrarily. For a solution $v = v(x, t)$ which is non-negative in $R'$, we have

$$(2.10) \quad \max_{R^-} v \leq \min_{R^+} \{ v + L(\rho) \}$$

from (2.4) in Theorem 1. If we normalize the solution $v$ by the mean value;

$$\mu = \frac{1}{|R^-|} \int_{R^-} v(x, t) \, dx \, dt \leq \max_{R^+} v,$$

then we obtain from (2.10)
Suppose that $u = u(x, t)$ is a bounded solution in $\Omega$ and we denote

\[
M = \max_{\Omega} u, \quad M^+ = \max_{\Omega} u^+
\]

\[
m = \min_{\Omega} u, \quad m^+ = \min_{\Omega} u^+.
\]

Then

\[
v_1 = M - u \quad \text{and} \quad v_2 = u - m
\]

are solutions of the equations

(2.12) \quad \text{div } A_i(x, t, u, u_s) - u_i = B_i(x, t, u, u_s), \quad i = 1 \text{ and } 2

respectively, where

\[
A_i(x, t, u, p) = -A(x, t, M - u, -p),
\]

\[
B_i(x, t, u, p) = -B(x, t, M - u, -p),
\]

\[
A_2(x, t, u, p) = A(x, t, u + m, p),
\]

\[
B_2(x, t, u, p) = B(x, t, u + m, p).
\]

These functions defined above satisfy the assumptions (1.2) which are,

\[
|A_1(x, t, u, p)| \leq a|p| + c|u| + (e + Kc)
\]

\[
|B_1(x, t, u, p)| \leq b|p| + d|u| + (f + Kd)
\]

\[
p \cdot A_1(x, t, u, p) \geq a^{-1}|p|^2 - d|M - u|^2 - g
\]

\[
\geq a^{-1}|p|^2 - 2d|u|^2 - (g + K\gamma^2d),
\]

etc.

As the assumption (2.6) of the corollaries satisfy the condition (2.3) with respect to the equations (2.12), for solutions $v_1 = M - u$ and $v_2 = u - m$ being nonnegative in $\Omega'$, the inequality (2.11) implies that

(2.13) \quad M - M^+ + L(\rho) \geq \gamma^{-1}(M - \mu^-)

\[
m^+ - m + L(\rho) \geq \gamma^{-1}(\mu^+ - m)
\]

while

\[
L(\rho) = \rho\|\e + Kc\|_{L^1}^{(P)} + \rho^*\|f + Kd\|_{L^1}^{(P)} + (\rho^*\|g + K\gamma^2d\|_{L^1}^{(P)})^{1/2}
\]

\[
\leq \delta^2 2^{-1}L_0,
\]

where $L_0$ is a constant depending on $\delta, \lambda, \mu$ and $K$ alone. Therefore
we have from (2.13)

\[ M^+ - m^+ \leq (1 - \tau^{-1}) (M - m) + L_0 \delta. \]

Denoting the oscillation \( M - m \) of \( u \) in \( R' = R_{\rho, \mu} \) by \( \omega(\rho) \), we may write (2.14) in the form;

\[ \omega(2^{-1} \rho) \leq \theta \omega(\rho) + L_0 \delta, \]

where \( \theta = 1 - \tau^{-1} \) and \( L_0 \) are independent of \( \rho \). Using the inequality above with \( \rho = 2^{-\nu} \rho (\nu = 0, 1, 2, \ldots) \), we obtain a recursion

\[ \omega(2^{-\nu} \delta) \leq \theta \omega(2^{-\nu} \delta) + L_0 (2^{-\nu} \delta) \]

and hence the iteration of the recursion (2.15) yields

\[ \omega(2^{-\nu} \delta) \leq \theta \left( \omega(\delta) + \frac{L_0 \delta}{\theta} \sum_{i=1}^{\nu} \left( \frac{1}{2^i \theta} \right) \right) \]

for any integer \( \nu \). Now we choose \( \tau \) sufficiently large so that

\[ 0 < (2^\tau \theta)^{-1} = 2^{-\nu} (1 - \tau^{-1})^{-1} < 1. \]

It follows from (2.16) that

\[ \omega(2^{-\nu} \delta) \leq \theta^\nu \gamma_0, \]

where \( \gamma_0 \) is a constant depending on \( n, a, \varepsilon, \lambda, \mu, \delta \) and \( K \) alone.

We introduce for a point \( x' = (x, t) \) the following norm;

\[ \| x' \| = \max \{ |x_1|, \ldots, |x_s|, \sqrt{t - t} \}; t < 0 \]

It suffices to prove (2.7) for \( t = s \) in which case the inequality reads

\[ |u(x') - u(y')| \leq H \| x' - y' \|^n. \]

For \( \| x' - y' \| > \delta \), (2.18) is trivial since

\[ |u(x') - u(y')| \leq 2K \leq 2K \delta^{-\alpha} \| x' - y' \|^n. \]

For \( \| x' - y' \| \leq \delta \), we choose an integer \( \nu > 0 \) so that

\[ 2^{-\nu-1} \delta \leq \| x' - y' \| < 2^{-\nu} \delta \]

and from (2.17), we have

\[ |u(x') - u(y')| < \theta^\nu \gamma_0 = 2^{-\nu} \gamma_0 \leq \frac{\| x' - y' \|^n}{\delta^\alpha} - \tau_0 \]

with \( \alpha = -\log_2 \theta \). This proves (2.7).

The Proof of Corollary 2. Applying Theorem 1 to the rectan-
gle domain;

\[ |x_i| < \frac{1}{2} \rho, \quad i = 1, \ldots, n, \quad -\frac{1}{4} \rho^2 < t < \frac{3}{4} \rho^2 \]

with \( \rho \leq 2\alpha \). We find that for a positive solution \( u \)

\[ u(0, 0) \leq r \{ u(x, t) + L(\rho) \}, \]

hence making use of the notation (2.9), we have

(2.19) \[ u(0, 0) + L \leq r \{ u(x, t) + L \} \]

for a point \( (x, t) \) such that

\[ |x_i| < \frac{1}{4} \rho, \quad i = 1, \ldots, n, \quad t = \frac{1}{2} \cdot \rho^2, \]

where \( r \) is a constant depending on \( n, a, \lambda, \varepsilon \) and \( \delta \). While for two points \( (0, 0) \) and \( (x, t) \) in \( \Omega_\alpha \), we choose the points \( (x', t') \) such that

\[ x' = \nu x_i / N, \quad i = 1, \ldots, n, \quad t' = \nu t / N \]

on the line, where

(2.20) \[ \frac{|x_i|}{N} < \frac{1}{4} \rho, \quad \frac{t}{N} = \frac{1}{2} \rho^2. \]

Since

\[ \frac{t}{|x_i|} = \frac{t/N}{|x_i|/N} = \frac{\rho^2/2}{\rho^2/4} = 2, \]

we can choose an integer \( N \) and \( \rho \leq 2\delta \) so that (2.20) holds. Therefore from (2.20) we have

(2.21) \[ N = \frac{t}{\rho^2/2} > \frac{2t}{\delta^2}, \quad N > \frac{8|x|^2}{t}. \]

Applying (2.19) to the positive solution \( u(x, t) \) in the rectangle domain;

\[ |x_i - x'_i| < \frac{1}{2} \rho, \quad i = 1, \ldots, n, \quad -\frac{1}{4} \rho^2 < t - t' < \frac{3}{4} \rho^2, \]

we obtain

(2.22) \[ u(x', t') + L \leq r \{ u(x^{i+1}, t^{i+1}) + L \} \]

for \( \nu = 0, 1, \ldots, N - 1 \) and therefore

\[ u(0, 0) + L \leq r^\nu \{ u(x, t) + L \} \]
by multiplying the inequalities (2.22). Choosing \( N \) as the smallest integer satisfying (2.21), we have

\[
\log \frac{u(0, 0) + L}{u(x, t) + L} \leq N \cdot \log r \leq r \left\{ \frac{|x|^2}{t} + \frac{t}{\delta^2} + 1 \right\}
\]

where \( r \) depends on \( n, a, \lambda, \varepsilon \) and \( \delta \) alone. This proves (2.8).

\section*{§3. Estimates of solutions (I)}

Inside the domain \( R \) we denote by \( R_{pr} \) a parallel rectangle subdomain;

\[
\{(x, t) ; (x, t) \in R, |x| < \rho, t = 1, \cdots, n, -r < t < 0\} = Q_0 \times (-r, 0).
\]

Here, we transformed the coordinates in \( R \) such that the origin of the transformed coordinates should be on the center of the upper side of the rectangle subdomain \( R_{pr} \).

To obtain results in this section and the next one, we need a useful inequality which has been known as Sobolev's Lemma;

\textbf{Lemma 1.} For a function \( w = w(x) \) with compact support in \( R^n \) whose derivatives \( \frac{\partial w}{\partial x_i}(i = 1, \cdots, n) \in L'(R^n) \), \( r < n \), an inequality

(3.1) \[
\|w\|_{r, n-r} \leq \frac{r}{2} \cdot \frac{n-1}{n-r} \prod_{i=1}^{n} \|\partial w / \partial x_i\|_{L^{r_i}}^{-1}
\]

holds.

\textbf{Proof.} See [8] [15].

To formulate estimates of solutions, we define for a function \( w = w(x, t) \),

\[ H_{pr}(w) = \rho^{-r} \int_{R_{pr}} w(x, t)^2 dx \, dt \]

(3.2) \[
D_{pr}(w) = \rho^{-r+2} \int_{R_{pr}} w(x, t)^2 dx \, dt
\]

\[ M_{pr}(w) = \rho^{-r} \max_{-r < t < 0} \int_{Q_r} (x, t)^2 dx,
\]

where \( w^2 = (\partial w / \partial x_i)^2 + \cdots + (\partial w / \partial x_n)^2 \).

As a consequence of Lemma 1, we have the following lemma;

\textbf{Lemma 2.} For a function \( w = w(x, t) \) the values (3.2) of which exist, we have
where

\[ \beta = \begin{cases} 
1 + 2/n ; & n \geq 3 \\
5/3 ; & n = 1, 2
\end{cases} \]

and \( \gamma \) is a constant which depends only on \( n \).

**Proof.** See [5].

Now, we shall introduce another parallel rectangle subdomain \( R^*_\alpha \) of the domain \( R \), that is,

\[ R^*_\alpha = \{(x, t) ; (x, t) \in R, |x_i| < \rho, i = 1, \ldots, n, 0 < t < \tau\} = Q_x \times (0, \tau). \]

**Lemma 3.** (1) If \( u = u(x, t) \) is a nonnegative subsolution of the equation (1.1) in \( R^*_\alpha \), then

\[ D_{\alpha, t'}(v) \leq \tau \beta^{1+} \left( \frac{\rho}{\rho - 1} \right)^2 \phi H_\rho(v) \]

\[ M_{\alpha, t'}(v) \leq \tau \beta^{1+} \left( \frac{\rho}{\rho - 1} \right) \psi H_\rho(v) \]

for \( v = \{u + L(\rho)\}^{\beta_{1+}} \), \( \beta > 1 \) and \( R^*_\alpha \subset R^*_\alpha \).

(2) If \( u = u(x, t) \) is a nonnegative supersolution of the equation (1.1) in \( R^*_\alpha \), then

\[ D_{\alpha, t'}(v) \leq \tau \left\{ \left( \frac{\rho}{1 - \rho}\right)^2 + \left( \frac{\rho}{1 - \rho} \right) \right\}^{(1-\beta)\beta} \phi H_\rho(v) \]

\[ M_{\alpha, t'}(v) \leq \tau \left\{ \left( \frac{\rho}{1 - \rho}\right) + \left( \frac{1 - \rho}{\rho} \right) \right\}^{(1-\beta)\beta} \psi H_\rho(v) \]

for \( v(x, t) = \{u(x, -t) + L(\rho)\}^{\beta_{1+}} ; 0 < \beta < 1 \) and \( R^*_\alpha \subset R^*_\alpha \).

(3) If \( u = u(x, t) \) is a positive supersolution of the equation (1.1) in \( R^*_\alpha \), then

\[ D_{\alpha, t'}(v) \leq \tau (1 + |\rho|^{2+}) \phi H_\rho(v) \]

\[ M_{\alpha, t'}(v) \leq \tau (1 + |\rho|^{2+}) \psi H_\rho(v) \]

for \( v = \{u + L(\rho)\}^{\beta_{1+}} \), \( \beta < 0 \) and \( R^*_\alpha \subset R^*_\alpha \). Here, \( \gamma \) is a positive constant which depends on \( n, a, \lambda \) and \( \epsilon \) alone and

\[ \phi = \left\{ \frac{\rho^2}{\tau - \tau' + \frac{\rho^2}{\rho - \rho'}} \right\} \left( \frac{\rho}{\rho'} \right)^{\frac{\tau}{\tau'}} \]

\[ \psi = \left\{ \frac{\tau'}{\tau - \tau'} + \frac{\tau'}{\rho - \rho'} \right\} \left( \frac{\rho}{\rho'} \right)^{\frac{\tau}{\tau'}}. \]
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The proof of Lemma 3 will be given later.

We denote \( \bar{u} = |u| + L(\rho) \) for a solution (or subsolution or supersolution) \( u = u(x,t) \) of the equation (1.1) in \( \mathbb{R} \) and we introduce the following norm:

\[
(3.9) \quad M(p, D) = \left( \frac{1}{|D|} \int_D \bar{u}^p \, dx \, dt \right)^{1/p}
\]

for a rectangle subdomain \( D \) of \( \mathbb{R}' \) and \(-\infty < p < +\infty\), where \( |D| \) is the measure of \( D \). It can be easily known that \( M(p, D) \) is increasing as a function of \( p \geq 0 \) and interpolates \( M(\infty, D) = \max_u \) and \( M(-\infty, D) = \min_u \). See [15]. We aim at obtaining in this section the main theorem as follows;

**Theorem 2.** (1) If \( u = u(x,t) \) is a subsolution of the equation (1.1) which is nonnegative in \( \mathbb{R}_{k,\rho^p} \), then

\[
(3.10) \quad M(\infty, R_{k',\rho'^p}) \leq \gamma M(p, R_{k,\rho^p})
\]

for \( p \geq p_0 > 1 \), where \( \gamma \) is a positive constant which depends on \( n, a, \lambda, \epsilon, k, k', h, h' \) and \( p_0 \) alone.

(2) If \( u = u(x,t) \) is a supersolution of the equation (1.1) which is nonnegative in \( \mathbb{R}_{k,\rho^p} \), then

\[
(3.11) \quad M(p_0, R_{k',\rho'^p}) \leq \gamma M(p, R_{k,\rho^p})
\]

for a \( \delta > 0 \), where

\[
p_0 = \begin{cases} 
1 + (1/n) ; & n \geq 3 \\
4/3 ; & n = 1 \text{ or } 2
\end{cases}
\]

and \( \gamma \) is a positive constant which depends on \( n, a, \lambda, \epsilon, k, k', h, h' \) and \( \delta \) alone.

(3) If \( u = u(x,t) \) is a supersolution of the equation (1.1) which is positive in \( \mathbb{R}_{k,\rho^p} \), then

\[
(3.12) \quad M(-\delta, R_{\rho^p}) \leq \gamma M(-\infty, R_{k',\rho'^p})
\]

for any \( \delta > 0 \), where \( \gamma \) is a positive constant which depends on \( n, a, \lambda, \epsilon, k, k', h, h' \) and \( \delta \) alone.

The above inequalities (3.10), (3.11) and (3.12) in Theorem 2 can be derived using the estimates (3.5), (3.6) and (3.7) in Lemma...
The Proof of Lemma 3. (1) From the assumption (1.2), we obtain for \( u = |u| + L(\rho) \)

\[
|A| \leq |a| |p| + c|u|
\]

\[
|B| \leq |b| |p| + d|u|
\]

\[
p \cdot A \geq a^{-1} |p|^2 - d|u|^2
\]

where we denote \( L(\rho) \) by (2.5) and

\[
c = c + L(\rho)^{-1} e
\]

\[
d = d + L(\rho)^{-1} f + L(\rho)^{-1} g.
\]

While from the assumption (2.3) we have

\[
\rho^\alpha \|c\| \leq \rho^\alpha \|c\| + L(\rho)^{-1} \rho^\alpha \|e\| \leq \gamma + 1
\]

\[
\rho^\alpha \|d\| \leq \rho^\alpha \|d\| + L(\rho)^{-1} \rho^\alpha \|f\| + L(\rho)^{-1} \rho^\alpha \|g\| \leq \gamma + 2.
\]

Now, for a nonnegative subsolution \( u \) in \( R_\sigma \), we choose as a test function of the integral inequality (2.1)

\[
\phi = \rho \psi, \quad \rho > 1, \quad \rho = |u| + L(\rho),
\]

where \( \psi = \psi(x, t) \) is any function piecewise differentiable and vanishing both on the boundary and in the exterior of \( R_\sigma \) except possibly at \( t = 0 \). Then, from (3.13)

\[
\rho u_{i} + \psi_{i} A + \psi B
\]

\[
\geq \rho \psi \psi_{i} u_{i} + a^{-1} \rho (\rho - 1) \psi_{i} u \psi_{i} - a |u| \psi_{i} |\psi_{i}| - 2 \rho \psi \psi_{i} |\psi_{i}|
\]

\[
- \rho \psi \psi_{i} |\psi_{i}| - b |u| \psi_{i} \psi_{i} - \rho \psi \psi_{i}.
\]

The right hand side of the inequality above can be expressed in terms of \( v = \psi \rho^{\tau} \) as follows;

\[
(\psi \psi^{\rho}), - 2 \psi_{t} \psi_{x} + 4 \frac{p - 1}{p \alpha} \psi \psi_{x} - d \rho (\rho - 1) \psi \psi^{\rho}
\]

\[- 4 \alpha \psi_{x} |v| |v_{x}| - 2 \rho \psi_{t} \psi_{x} |v_{x}| - 2 \rho \psi \psi_{x} |v_{x}| - \delta \rho \psi \psi^{\rho}.
\]

Therefore the definition of a subsolution (2.1) implies that

\[
\int_{R_{\sigma}} \left\{ (\psi \psi^{\rho}) + 4 \frac{p - 1}{p \alpha} \psi \psi_{x} \right\} dx dt
\]
On a Harnack inequality for nonlinear parabolic equations

\[ \leq \int_{\Omega} \left\{ 2 \psi \cdot \psi_x \cdot v^2 + 4a \psi \cdot \psi_x \cdot v \cdot v_x + 2b \psi^2 \psi_x \cdot v_x \right\} dx dt. \]

For the second term of the right hand side of the inequality (3.17), we have

\[ \int_{\Omega} 4a \psi \cdot \psi_x \cdot v \cdot v_x \cdot dx dt \leq \frac{p-1}{pa} \int_{\Omega} \psi^2 \psi_x^2 \cdot dx dt + \frac{4pa^2}{p-1} \int_{\Omega} \psi^2 \cdot dx dt. \]

To estimate the third term of the same inequality (3.17), we assume that \( n \geq 3 \). By using Sobolev’s inequality (3.1) with \( r = 2 \) in Lemma 1, and the condition (2.3), we have

\[
\int_{\Omega} b \psi^2 \psi_x \cdot dx = \int_{\Omega} b (\psi \cdot \psi) \frac{\varepsilon}{n} \cdot \psi \cdot \psi_x \cdot dx \\
\leq \rho^2 \left( \int_{\Omega} b^{1-\varepsilon} \cdot dx \right)^{1-\varepsilon} \left( \frac{1}{\rho^2} \int_{\Omega} (\psi \cdot \psi)^2 \cdot dx \right)^{\frac{\varepsilon}{2n}} \left( \int_{\Omega} \psi^2 \cdot dx \right)^{\frac{2n-2}{2n}} \\
\times \left( \int_{\Omega} \psi^2 \cdot dx \right)^{1/2} \\
\leq \lambda \left( \frac{1}{\rho^2} \int_{\Omega} \psi^2 \cdot dx \right)^{\frac{\varepsilon}{2}} \left( \int_{\Omega} (\psi \cdot \psi)^2 \cdot dx \right)^{\frac{1-\varepsilon}{2}} \left( \int_{\Omega} \psi^2 \cdot dx \right)^{1/2} \\
\leq \gamma_1 \mu^{\frac{-2+\varepsilon}{2}} \left\{ \frac{\varepsilon}{2} \cdot \frac{1}{\rho^2} \int_{\Omega} \psi^2 \cdot dx + \frac{1-\varepsilon}{2} \mu \int_{\Omega} \psi^2 \cdot dx + \frac{1-\varepsilon}{2} \mu \int_{\Omega} \psi^2 \cdot dx \right\}. 
\]

Here, \( \gamma_1 \) is a constant depending only on \( n \) and \( \lambda \). \( \mu \) is an arbitrary constant, which should be decided such that

\[ \gamma_1 \cdot \frac{2-\varepsilon}{2} \mu^{\frac{-2+\varepsilon}{2}+1} = \frac{p-1}{2pa}, \]

that is,

\[ \mu = \gamma_2 \cdot \left( \frac{p-1}{p} \right)^{\varepsilon/2}, \]

where \( \gamma_2 \) is also a constant depending on \( n \), \( \lambda \) and \( \varepsilon \) alone. Then, we establish

\[ \int_{\Omega} 2b \psi^2 \psi_x \cdot dx dt \leq \frac{p-1}{2pa} \int_{\Omega} \psi^2 \cdot dx dt. \]
The case of \( n = 1 \) or 2 is contained in that for \( n = 3 \) by ignoring two or one variables. By the same arguments for the forth and the fifth term of the right hand side of the inequality (3.17), we have respectively

\[
\begin{align*}
\left(3.20\right) & \quad \int_{\mathcal{S}_{rr}} 2 \rho \bar{e} \psi_r | \psi_r | v^2 dxdt \leq \frac{p-1}{2 \rho a} \int_{\mathcal{S}_{rr}} \psi^2 \psi^2 dxdt \\
& \quad + \gamma \cdot \rho^{1+\epsilon} \left( \frac{p}{p-1} \right) \int_{\mathcal{S}_{rr}} \{ \psi^2 + \rho^{-2} \psi^2 \} v^2 dxdt
\end{align*}
\]

\[
\left(3.21\right) \quad \int_{\mathcal{S}_{rr}} \rho^2 \bar{e} \psi_r \psi_r \psi^2 dxdt \leq \frac{p-1}{\rho a} \int_{\mathcal{S}_{rr}} \psi^2 \psi^2 dxdt \\
& \quad + \gamma \cdot \rho^{1+\epsilon} \left( \frac{p}{p-1} \right) \int_{\mathcal{S}_{rr}} \{ \psi^2 + \rho^{-2} \psi^2 \} v^2 dxdt.
\]

Therefore by making use of estimates (3.18), (3.19), (3.20) and (3.21), we establish from (3.17)

\[
\left(3.22\right) \quad \int_{\mathcal{S}_{rr}} \left( \psi^2 \psi^2 \right)_r + \frac{p-1}{\rho a} \psi^2 \psi^2 dxdt \\
\leq \gamma \cdot \rho^{1+\epsilon} \left( \frac{p}{p-1} \right) \int_{\mathcal{S}_{rr}} \{ \psi | \psi_r | + \psi^2 + \rho^{-2} \psi^2 \} v^2 dxdt.
\]

Now, we choose as \( \psi \) in (3.22) or (3.16) a function \( \psi(x, t) = \psi_0(t) \).

\[
\prod_{i=1}^{n} \psi_i(|x_i|),
\]

where

\[
\psi_0(t) = \begin{cases} 
1 & ; \ -r' \leq t \leq 0 \\
\frac{\tau + t}{\tau + r'} & ; \ -\tau < t < -r' \\
0 & ; \ t \leq -\tau \ or \ 0 < t 
\end{cases}
\]

\[
\psi_i(r) = \begin{cases} 
1 & ; \ 0 < r \leq \rho' \\
\frac{\rho - r}{\rho - \rho'} & ; \ \rho' < r < \rho \\
0 & ; \ \rho \leq r.
\end{cases}
\]

The inequality (3.22) implies that

\[
\left(3.23\right) \quad \int_{\mathcal{S}_{rr}} \psi^2 dxdt \leq \gamma \cdot \rho^{1+\epsilon} \left( \frac{p}{p-1} \right) \left\{ \frac{1}{\tau - r'} + \frac{1}{(\rho - \rho')^2} \right\} \int_{\mathcal{S}_{rr}} \psi^2 dxdt.
\]

Since \( \psi \) was not required to vanish on the upper boundary, we consider
the rectangle domain
\[ R^\varepsilon = \{(x,t); (x,t) \in \mathbb{R}^n, |x_i| < \rho, i = 1, \ldots, n, \]
\[ -\tau < t < -\sigma, -\tau' < t' < -\sigma < 0 \]
and choose \( \sigma \) such that
\[ \int_{t'\leq t} v^2 dx \geq \frac{1}{2} \max_{-\tau' < t < -\sigma} \int_{t'\leq t} v^2 dx. \]

Then, we have
\[ \max_{-\tau' < t < -\sigma} \int_{t'\leq t} v^2 dx \leq 2 \int_{t'\leq t} v^2 dx \]
\[ \leq 2 \int_{t'\leq t} v^2 v dx \bigg|_{t = -\sigma}^{t = -\tau} = 2 \int_{t'\leq t} (v^2 v^p) dx dt \]
\[ \leq r \cdot \rho \left( \frac{p}{p-1} \right) \left( \frac{1}{\tau - \tau'} + \frac{1}{\sigma - \rho} \right) \left\{ \int_{t'\leq t} v^2 dx dt. \right\} \]

Inequalities (3.23) and (3.24) are nothing but (3.5) for us to derive.

(2), (3). We can prove (2) and (3) of Lemma 3 by the same arguments as that of (1) but for choosing as a test function of the inequality (2.1)
\[ \phi = \phi(x, -t) = p \bar{u}(x, -t)^{p-1} \psi(x, t)^z, \quad 0 < p < 1 \]
and
\[ \phi = \phi(x, t) = -p \bar{v}^{p-1} \psi(x, t)^z, \quad \bar{p} < 0 \]
in the case of (2) and (3) respectively instead of the test function (3.16) in (1).

The Proof of Theorem 2. (1) Setting \( v = \bar{u}^{\frac{1}{2}}, \rho \geq \rho_0 > 1 \), for a subsolution \( \bar{u} \) of the equation (1.1), we apply Lemma 3 (1) with respect to \( R_{t', \rho, \rho, \alpha} \subset R_{k\rho, h, \alpha} \). Hence we have
\[ D_{k', h, \alpha}^{*}(v) \leq \gamma \rho \left( \frac{p}{p-1} \right) \left( \frac{k^2}{h-k'} + \frac{k^2}{(k-k')^2} \right) \]
\[ \times \left( \frac{k}{k'} \right) \left( \frac{h}{k'} \right) H_{k', h, \alpha}(v) \]
\[ (3.25) \]
\[ M_{k', h, \alpha}^{*}(v) \leq \gamma \rho \left( \frac{p}{p-1} \right) \left( \frac{h'}{h-k'} + \frac{h'}{(k-k')^2} \right) \]
\[ \times \left( \frac{k}{k'} \right) \left( \frac{h'}{k'} \right) H_{k', h, \alpha}(v), \]
where \( r \) is a constant depending only on \( n, a, \lambda \) and \( \varepsilon \). Applying (3.25) to the formula (3.3) in Lemma 2, we obtain

\[(3.26) \quad H_{k', \theta, \phi}(v'^\beta) \leq r_1 \cdot H_{p, h, \rho}(v)^\beta,\]

where

\[(3.27) \quad r_1 = \frac{\rho}{p - 1} \left( \frac{\rho}{h} \right)^{2\beta} \left( \frac{1}{h - h'} + \frac{1}{(k - k')^2} + 1 \right) \times (1 + h'^\gamma) h'^{\rho - 1} \left( \frac{k}{k'} \right)^{\rho - 1} \left( \frac{h}{k'} \right)^{\beta},\]

and \( \gamma \) is a constant depending only on \( n, a, \lambda \) and \( \varepsilon \). Now, we define

\[p_\nu = p_0^{\gamma \nu}, \quad v_\nu = \overline{u}^{\frac{p}{2}}, \quad k_\nu = k \cdot \frac{1 + h'^\nu}{1 + h'^\nu}, \quad h_\nu = h \cdot \frac{1 + h'^\nu}{1 + h'^\nu}\]

and \( H_\nu = H_{k_\nu, \rho, \rho}(v_\nu) \) for \( \nu = 0, 1, 2, \ldots \). Then the inequality (3.26) implies a recursion formula

\[(3.28) \quad H_{\nu + 1} \leq r^{(\nu)} H_\nu,\]

whence the constant \( r^{(\nu)} \) can be estimated in the form;

\[(3.29) \quad r^{(\nu)} \leq r^{\nu+1},\]

for some constant \( r \) depending on \( n, a, \lambda, \varepsilon, k, h, h' \) and \( p_0 \) alone from the expression (3.27) of the constant \( r_1 \). Iteration of the recursion (3.28) and (3.29) gives

\[H_{\nu} \leq r^{(\nu)} H^\beta_0 \leq r^{\nu+1} H^\beta_0\]

which implies that

\[\left( \frac{1}{|R_{k', \rho, \rho}|} \int_{R_{k', \rho, \rho}} \overline{u}^{\rho \beta} v dx \right)^{\frac{1}{\rho \beta}} \leq \left( \frac{k}{k'} \right)^{\gamma \nu} \left( \frac{h}{h'} \right) \frac{1}{p_0} \gamma \frac{1}{\rho_0} \int_{R_{k_\nu, h_\nu}} \overline{u}^{\rho_\nu} v dx \right)^{\frac{1}{\rho_\nu}}.\]

Rewriting the inequality above by making use of the definition (3.9), we have

\[(3.30) \quad M(p_0^{\gamma \nu}, R_{k_\nu, h_\nu}) \leq r^{\nu \gamma} \cdot t^{\frac{1}{2}} M(p_0, R_{k_0, h_0}).\]

When we let \( \nu \) tend to \( +\infty \) in (3.30) and use the properties of the
norm $M(\rho, D)$ in the definition (3.9), we establish the inequality (3.10) which is our result of Theorem 2, (1).

We shall be allowed not to prove Theorem 2, (2) and (3) since we can derive the results (3.11) and (3.12) from the inequalities (3.6) and (3.7) in Lemma 3 respectively by the arguments parallel to that of (1). (See [5], [14], [15]).

§ 4. Estimates of solutions (II)

We denote by $R_{kp,(a_1+b_2)\rho}$ a parallel rectangle subdomain

$$
\{(x, t); |x_i| < k\rho, i=1, \cdots, n, -h_{i}\rho^2 < t < h_i\rho^2 \}
$$

in the domain $R$. Furthermore we define a parallel rectangle subdomain $U$ and its subdomain $U^+$ and $U^-$ in the domain $R_{kp,(a_1+b_2)\rho}$, as follows;

$$
U = \{(x, t); |x_i| < k'\rho, i=1, \cdots, n, -h_{i}'\rho^2 < t < h_i'\rho^2 \}
$$

$$
U^+ = \{(x, t); |x_i| < k'\rho, i=1, \cdots, n, 0 < t < h_i'\rho^2 \}
$$

$$
U^- = \{(x, t); |x_i| < k'\rho, i=1, \cdots, n, -h_{i}'\rho^2 < t < 0 \}
$$

where $0 < k' < k$, $0 < h_{i}' \leq h_i$, $0 < h_{i}' < h_i$.

For a real number $\sigma$, the following function $\varphi(\sigma)$ will be used in deriving the last estimate in Lemma 4.

(4.1)

$$
\varphi(\sigma) = \begin{cases} \frac{\sqrt{\sigma}}{\sigma} & \sigma \geq 0 \\ 0 & \sigma < 0 \end{cases}
$$

**Lemma 4.** If $u = u(x, t)$ is a positive supersolution of the equation (1.1) in $R_{kp,(a_1+b_2)\rho}$, then

(4.2)

$$
\frac{1}{|U^+|^\frac{1}{2} \cdot |U^-|^\frac{1}{2}} \int_{x' \in U^+, y' \in U^-} \varphi(v(x') - v(y')) \, dx' \, dy' \leq \gamma
$$

for $v = -\log \{u + L(\rho)\}$ and $U^+, U^- \subset U \subset R_{kp,(a_1+b_2)\rho}$, where $x' = (x, t)$, $dx' = dx \, dt$ and $\gamma$ is a positive constant depending on $n, a, \lambda, \varepsilon, k', h_i'$ and $h_i'$ alone.

**Theorem 3.** If $u = u(x, t)$ is a supersolution of the equation (1.1) which is positive in $R_{kp,(a_1+b_2)\rho}$, then

(4.3)

$$
M(\alpha, C^-) \leq \gamma M(-\alpha, C^+)
$$
for subdomains $C^-$ and $C^+$ of $R_{k,p,(a_1+a_2)>2}$ such that
\[
C^+ = \{(x, t); |x_i| < k^p_\rho, i = 1, \ldots, n, \rho \leq t < k^p_\rho \}
\]
\[
C^- = \{(x, t); |x_i| < k^p_\rho, i = 1, \ldots, n, -k^p_\rho \leq t < -k^p_\rho \}
\]
where $0 < h_0 < h_1' < h_0 < h_2$, $0 < k' < k$ and $\gamma$ and $\alpha$ are positive constants depending on $n, a, \lambda, \varepsilon, k', h_1', h_0, h_1$ and $h_2$ alone.

To prove Lemma 4 we need the following lemma;

**Lemma 5.** Let $p(x) \geq 0$ be continuous of compact support of breadth $B$ and such that the domains $p(x) \geq \text{const.}$ are convex. Then for any function $f(x)$ for which $f$ and $f_x$ are square integrable with respect to $p(x)dx$ one has
\[
\int (f(x) - k)^2 p(x) dx \leq cB^2 \int f_x^2 p(x) dx
\]
where
\[
c = \frac{\max p(x)}{2 \int p(x) dx} \int_{x>0} dx, \quad k = \frac{\int f(x) p(x) dx}{\int p(x) dx}.
\]

The proof of Lemma 5 can be seen in [5].

**The Proof of Lemma 4.** It suffices to give the proof for $u \geq \delta > 0$ and prove the inequality (4.2) with $\gamma$ independent of $\delta$. For a supersolution $u$, we set
\[
v = -\log \bar{u}, \quad \bar{u} = |u| + L(\rho)
\]
and choose as a test function $\phi$ in the inequality (2.1) the following one
\[
\phi(x, t) = \bar{u}(x, t)^{-1} \psi(x)^2
\]
where $\psi(x)$ is a function of compact support in $x$. Then using (3.13) which was derived from the assumption (1.2), we have
\[
\phi u_x + \phi_x \cdot A + \phi B \leq \psi^2 \bar{u}^{-1} u_x - a^{-1} \psi^2 \bar{u}^{-2} |\bar{u}_x|^2 + \bar{d} \psi^2 \bar{u}^{-2} \bar{u}_x + 2a \psi|\psi_x| |\bar{u}| + 2\bar{c} \psi|\psi_x| \bar{u}^{-1} \bar{u}_x + b \psi \bar{u}^{-1} |\bar{u}_x| + d \psi \bar{u}^{-1} \bar{u}_x
\]
\[
= - \psi^2 v_x - a^{-1} \psi^2 v_x^2 + 2a \psi|\psi_x| |v_x| + b \psi^2 |v_x|
\]
Since the given $u$ is a supersolution of the equation (1.1), we obtain from (4.6)

\[\int_{Q_{t_0}^+} \psi^2 v \, dx \bigg|_{t_1}^{t_2} + a^{-1} \int_{Q_{t_0}^+ (t_1, t_2)} \psi^3 v^2 \, dx \, dt \leq \int_{Q_{t_0}^+ (t_1, t_2)} \{2a\psi^2 |v_\epsilon| + b\psi^2 |v_x| + 2c\psi |v_\epsilon| + 2\bar{d}\psi^3 \} \, dx \, dt\]

by integrating over $Q_{t_0} \times (t_1, t_2)$ in (2.1). Now we shall estimate each term of the right hand side of the inequality (4.7) by the same arguments as that of the proof of Lemma 3 using Schwarz's or Hölder's inequality and Sobolev's inequality in Lemma 1.

For the first term of the right hand side of (4.7), we have

\[\int_{Q_{t_0}^+} 2a\psi^2 |v_\epsilon| \, dx \, dt \leq \frac{1}{4a} \int_{Q_{t_0}^+} \psi^2 v^2 \, dx \, dt + 4a \int_{Q_{t_0}^+} \psi^2 \, dx \, dt.\]

For the second term, we have from the assumption (2.3)

\[\int_{Q_{t_0}^+} b\psi^3 |v_\epsilon| \, dx = \int_{Q_{t_0}^+} b\psi^3 \psi^{1-\epsilon} |v\psi_\epsilon| \, dx \leq (k_0)^{1-\epsilon} \left( \frac{1}{k_0^2} \int_{Q_{t_0}^+} \psi^2 \, dx \right)^{1/2} \left( \int_{Q_{t_0}^+} \psi^{n+3} \, dx \right)^{(n-3)(1-\epsilon)} \times \left( \int_{Q_{t_0}^+} \psi^3 \psi^2 \, dx \right)^{1/2} \]

\[\leq \lambda \cdot \mu^{-1/2} \left( \frac{1}{k_0^2} \int_{Q_{t_0}^+} \psi^2 \, dx \right)^{1/2} \left( \int_{Q_{t_0}^+} \psi^2 \, dx \right)^{1/2} \left( \int_{Q_{t_0}^+} \psi^3 \, dx \right)^{1/2} \]

Then, choosing a constant $\mu$ such as

\[\frac{\lambda}{2} \mu^{1/2} = \frac{1}{4a}, \text{ that is, } \mu = \left( \frac{1}{2a\lambda} \right)^2\]

we obtain

\[\int_{Q_{t_0}^+} b\psi^3 |v_\epsilon| \, dx \, dt \leq \frac{1}{4a} \int_{Q_{t_0}^+} \psi^2 v^2 \, dx \, dt + \gamma \int_{Q_{t_0}^+} \{k_0^2 \psi^2 + \psi_\epsilon^3 \} \, dx \, dt.\]
In the same way we obtain estimates for the third and the forth term respectively as follows;

\begin{equation}
\int_0^t \int \frac{\partial}{\partial t} \psi_x v \, dx \, dt \leq \gamma \int \int \{ k^2 \rho^{-2} \psi^2 + \psi_0^2 \} \, dx \, dt
\end{equation}

\begin{equation}
\int_0^t \int \Delta \psi \, dx \, dt \leq \gamma \int \int \{ k^2 \rho^{-2} \psi^2 + \psi_0^2 \} \, dx \, dt.
\end{equation}

Therefore

\begin{equation}
\int_{Q_{t_2}} \psi^2 v \, dx \bigg|_{t_1}^{t_2} + \int_{Q_{t_2}} \psi^2 v_x^2 \, dx \, dt \\
\leq \gamma \int \int \{ k^2 \rho^{-2} \psi^2 + \psi_0^2 \} \, dx \, dt
\end{equation}

is derived by applying the estimates (4.8), (4.9), (4.10) and (4.11) to the right hand side of the inequality (4.7).

We shall take for

\begin{equation}
\psi(x) = \prod_{i=1}^n \psi_i(|x_i|),
\end{equation}

where

\begin{equation}
\psi_i(r) = \begin{cases} 
1 & ; \quad 0 \leq r \leq k \rho \\
\frac{k \rho - r}{(k - k') \rho} & ; \quad k \rho \leq r \leq k' \rho \\
0 & ; \quad r \geq k' \rho
\end{cases}
\end{equation}

and denote

\begin{equation}
V(t) = \int_{Q_{t_2}} v(x, t) \psi^2 \, dx / \int_{Q_{t_2}} \psi^2 \, dx.
\end{equation}

Then, we have

\begin{equation}
\int_{Q_{t_2}} \psi^2 v \, dx \bigg|_{t_1}^{t_2} \geq \{ V(t_2) - V(t_1) \} \cdot |Q_{t_2}|
\end{equation}

for the first term of the left hand side of (4.12), and

\begin{equation}
\int_{Q_{t_2}} \psi^2 v_x^2 \, dx \, dt \\
\geq \frac{2}{k^2} \left( \frac{k' \rho}{k} \right)^n \cdot \frac{1}{\rho^2} \int \int_{Q_{t_2}} \{ v(x, t) - V(t) \}^2 \, dx \, dt
\end{equation}

by applying Lemma 5 to the second term of the left hand side of (4.12), and furthermore we have
On a Harnack inequality for nonlinear parabolic equations

\[(4.15) \quad \int_{Q_{t_2} \times (t_1, t_2)} \{k^{-2} \rho^{-2} \psi^2 + \psi^2 \} \, dx \, dt \leq \frac{1}{(k - k')^2} \cdot \left( \frac{k}{k'} \right)^r \cdot \frac{1}{\rho^2} \cdot |Q_{t_2} | (t_2 - t_1). \]

Since the right hand sides of both (4.13) and (4.14) remain unchanged if \(v\) is replaced by \(v + \text{const}\), we normalize \(v\) in \(U\) by taking \(V(0) = 0\). Now we replace \(v\) and \(V\) by

\[(4.16) \quad w(x, t) = v(x, t) - \tilde{t} \tilde{t} \quad \text{and} \quad W(t) = V(t) - \tilde{t} \tilde{t}, \]

where

\[\tilde{t} = \frac{\gamma}{(k - k')^2} \cdot \left( \frac{k}{k'} \right)^r \cdot \frac{1}{\rho^2}, \]

then we obtain at last

\[(4.17) \quad \{W(t_2) - W(t_1)\} |Q_{t_2} | + \frac{r_1}{\rho^2} \int_{Q_{t_2} \times (t_1, t_2)} w(x, t) \quad - W(t) \}^2 \, dx \, dt \leq 0 \]

from (4.12), (4.13), (4.14), (4.15) and the definition (4.16), where

\[r_1 = \frac{2}{k^2} \cdot \left( \frac{k}{k'} \right). \]

Let \(Q_i (t)\) be the set

\[\{x \in Q_{t_2} ; w(x, t) >> s \} \subset Q_{t_2} \]

for \(0 < t < h_1 \rho^2\). Note that

\[w(x, t) - W(t) >> s - W(t) \geq s > 0 \]

for any \(s > 0\) and \(x \in Q_i (t)\) and \(W(t)\) is monotone decreasing with \(W(0) = 0\). Then from (4.17) we have

\[\int_{t_1}^{t_2} |Q_i (t)| \, dt \leq r_1^{-1} \rho^2 \cdot |Q_{t_2} | \left\{s - W(t')\right\}^{-2} \times \left[\left\{s - W(t_2)\right\} - \left\{s - W(t_1)\right\}\right] \]

for some \(t_1 < t < t_2\) by the mean value theorem. Therefore we find

\[(4.18) \quad \int_0^{h_1 \rho^2} |Q_i (t)| \, dt \leq r_1^{-1} \rho^2 \cdot |Q_{t_2} | \int_0^{h_1 \rho^2} \left\{s - W(t)\right\}^{-2} ds \cdot W(t) \]

\[\leq r_1^{-1} \rho^2 \cdot |Q_{t_2} | s^{-1} \]
and when we denote the measure of a set by \( m\{\cdots\} \) and
\[
m(s) = m\{(x, t) \in U^+; w(x, t) > s\},
\]
we obtain from (4.18)
\[
m(s) \leq r^{-1} \rho^s |Q_{t', \nu}| s^{-1}.
\]
From this estimate we can derive
\[
\int_{x' < 0} \nu v \, dx \, dt \leq r |U^+|,
\]
where \( r \) is a constant depending on \( n, a, \lambda, k, k', h \) and \( h' \) alone. Replacing \( t \) by \(-t\) and \( h' \) by \(-h'\), we obtain from (4.19)
\[
\int_{x' < 0} \nu v \, dx \, dt \leq r |U^-|
\]
remembering the normalization \( V(0) = 0 \). We have the result (4.2) from (4.19) and (4.20).

**The Proof of Theorem 3.** We set
\[
v = -\log \bar{u}, \quad \bar{u} = |u| + L(\rho)
\]
for a supersolution \( u \) and denote the measure;
\[
\mu(s) = M(U^+, U^-) = m\{x' \in U^+, y' \in U^-, v(x') - v(y') > s\}/|U^+| - |U^-|
\]
for any \( s > 0 \) and \( U^+, U^- \subset U \subset R_{R_0, (A+1)h, \rho} \) defined at the beginning of this section. For a \( \sigma > 0 \),
\[
\mu(\sigma) \Phi(\sigma) \leq \int_0^\sigma \mu(s) \, d\Phi(s) \leq \int_0^\infty \mu(s) \, d\Phi(s)
\]
with respect to the function \( \Phi(\sigma) \) defined in (4.1) and the measure \( \mu(s) \) defined in (4.21). The last inequality is true from (4.2) in Lemma 4. Then, we have
\[
\mu(s) \leq r \Phi(s)^{-1}
\]
for any \( s > 0 \).

Now we shall define a family of rectangle subdomains;
\[
C_r = \{(x, t); |x_i| < k'N^{-\nu} \rho, -h_2'N^{-2\nu} \rho^2 < t < h_1N^{-2\nu} \rho^2\}
\]
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\[ C_\nu^* = \{(x, t) ; |x| < k' N^{-\nu}, h_0 N^{-2\nu} \rho^2 < t < h_1 N^{-2\nu} \rho^2\} \]
\[ C^-_\nu = \{(x, t) ; |x| < k' N^{-\nu}, -h_2 N^{-2\nu} \rho^2 < t < -h_3 N^{-2\nu} \rho^2\} \]
\[ C^0_\nu = \{(x, t) ; |x| < k' N^{-\nu}, -h'_2 N^{-2\nu} \rho^2 < t < h'_3 N^{-2\nu} \rho^2\} \]

for \( \nu = 0, 1, 2, \cdots \), where \( N \) is an integer more than 2. From (4.22) we have

\[ M(C^*_\nu, C^0_\nu) + M(C^-_\nu, C^-_0) \leq \gamma \cdot \phi(s)^{-1} \]
for any subdomain in the family (4.23), where \( \gamma \) is a constant depending on \( n, a, \lambda, k, k', h'_2, h'_3 \) and \( h'_3 \) alone but independent of \( \nu, \rho \) and \( N \). The inequality (4.24) holds also for any rectangle subdomain transformed in parallel arbitrarily from that in the family (4.23), since the class of equation (1.1) is invariant under the parallel transformations of coordinates. While since the left hand side of the inequality (4.24) is the average of

\[ \frac{m\{x' \in C^*_\nu ; v(x') - v(x') > s\}}{|C^*_\nu|} + \frac{m\{y' \in C^-_\nu ; v(y') - v(y') > s\}}{|C^-_\nu|} \]
over \( z' \in C^0_\nu \), there exists a constant \( a_\nu \) for which

\[ \frac{m\{x' \in C^*_\nu ; v(x') - a_\nu > s\}}{|C^*_\nu|} + \frac{m\{y' \in C^-_\nu ; a_\nu - v(y') > s\}}{|C^-_\nu|} \leq \gamma \cdot \phi(s)^{-1} \]

Note that for any \( \delta > 0 \), there exists an \( s_\delta > 0 \) such that \( \gamma \cdot \phi(s_\delta)^{-1} < \delta \). Then if we set

\[ f(x') = s_\delta^{-1} v(x') \]
with \( \phi_\nu = s_\delta^{-1} a_\nu \),

we have

\[ m\{x' \in C^*_\nu ; f(x') - \phi_\nu > 1\} + m\{y' \in C^-_\nu ; \phi_\nu - f(y') > 1\} < \delta \]
for \( \nu = 0, 1, 2, \cdots \).

Now we define

\[ p_\nu(s) = \frac{m\{x' \in C^*_\nu ; f(x') - \phi_\nu > s\}}{|C^*_\nu|} + \frac{m\{y' \in C^-_\nu ; \phi_\nu - f(y') > s\}}{|C^-_\nu|} \]
with respect to domains of (4.23) and

\[ q(s) = \frac{m\{x' \in D_\nu^+ ; f(x') - \phi_\nu > s\}}{|D_\nu^+|} + \frac{m\{y' \in D^-_\nu ; \phi_\nu - f(y') > s\}}{|D^-_\nu|} \]
with respect to other subdomains;
(4. 28) \[ p_n(1) < \delta, \; \nu = 0, 1, 2, \ldots \]

for some constant \( \delta > 0 \) sufficiently small. Then we obtain

(4. 29) \[ q(s) \leq a \cdot \exp(-bs) \]

for any \( s \geq 1 \), where \( a \) and \( b \) are constants depending on \( n, \delta \) and \( h' \) through \( h' \) alone.

The proof of Lemma 6 can be seen in Appendix (see [6]). We shall continue our proof of Theorem 3. Since the assumption (4.28) is equal to (4.25), we can use the result (4.29) of Lemma 6. Taking for \( \alpha = b/2s_n \), we have

(4.30) \[
\frac{1}{|D_\delta^+|} \int_{D_\delta^+} e^{a(\langle x' \rangle - s_\delta)} dx' = \frac{1}{|D_\delta^-|} \int_{D_\delta^-} e^{b/2(\langle x' \rangle - s_\delta)} dx' \\
= \int_{-\infty}^{\infty} e^{b/2} d(-q^+(s)) = \int_{-\infty}^{\infty} q^+(s) d(e^{b/2}) \\
\leq r + \int_{e}^{\infty} a e^{-s} d(e^{b/2}) \leq r,
\]

where \( q^+(s) \) in (4.30) denotes the first term of (4.26). In the same way we obtain

(4.31) \[
\frac{1}{|D_\delta^-|} \int_{D_\delta^-} e^{a(\langle y' \rangle - s_\delta)} dy' \leq r.
\]

The inequalities (4.30) and (4.31) imply (4.3) of Theorem 3 since we can replace a parameter \( h' \) to \( h_0' \) and we have

\[
\iint_{C^+} \bar{u}^a dx dt \cdot \iint_{C^0} \bar{u}^{-a} dx dt \leq r |C^+| |C^0|
\]

by remembering the definition \( v = -\log \bar{u} \).

§5. The proof of Theorem 1

We are now in a position to prove our main theorem (Theorem 1). For three subdomains (2.2) of \( R \) we introduce new subdomains;

\( C^+ = \{(x, t) ; |x_i| < k' \rho^+, i = 1, \ldots, n, h_0 \rho^+ < t < h \rho^+\} \)
On a Harnack inequality for nonlinear parabolic equations

\[ C^- = \{(x, t); |x_i| < k^+, i = 1, \cdots, n, \ 0 < t < h_n\delta\} \]
\[ R^* = \{(x, t); |x_i| < k^-, i = 1, \cdots, n, \ 0 < t < h_n\delta^2\} \]

for \(0 < k^- < k^+ < k\) and \(0 < h^+ < h^- < h < h^+ < h^\star < h\). Assume that a given solution \(u \geq \delta > 0\). Applying Theorem 3 to it with respect to \(C^+\) and \(C^-\), we have from (4.3)

\[ (5.1) \quad M(\alpha, C^-) \leq M(-\alpha, C^+) \]

for some \(\alpha > 0\). Taking for \(\delta = \alpha\) in Theorem 2, (3) with \(R^+ \subset C^+\), we have

\[ (5.2) \quad M(-\alpha, C^+) \leq \gamma M(-\infty, R^+) \]

and also for \(\delta = \alpha\) in Theorem 2, (2) with \(R^* \subset C^-\),

\[ (5.3) \quad M(p_0, R^*) \leq \gamma M(\alpha, C^-) \]

where \(p_0\) is a constant more than 1 defined in Theorem 2, (2). Furthermore from Theorem 2, (1) with \(R^- \subset R^*\), we obtain

\[ (5.4) \quad M(\infty, R^-) \leq \gamma M(p_0, R^*) \]

Then using the four inequalities (5.1), (5.2), (5.3) and (5.4), we establish

\[ M(\infty, R^-) \leq \gamma M(-\infty, R^+) \]

where \(\gamma\) is a constant which depends on \(n, a, \lambda, k^+\), \(h^+\) and \(h^-\) alone. This inequality is independent of \(\delta \to 0\). This proves Theorem 1.

Appendix

We shall prove Lemma 6 in §4, which was extended from F. John and L. Nirenberg's Lemma [12] by J. Moser [5] [6]. Our proof is also essentially the same as his [6]. Remark that some constant \(\delta > 0\) is sufficiently small so as to satisfy three inequalities (A.3), (A.6) and (A.16) in the following paragraphs of our proof.

The Proof of Lemma 6. At first we shall subdivide \(D^+\) of (4.27) into \(N^{*+2}\) congruent rectangle domains by subdividing the \(t\) side into \(N^2\) and the remaining sides into \(N\) equal parts and denote them by \(\{D^+_i\}\). In the \(s\)-th step, we obtain \(N^{s(x+2)}\) congruent subrectangle domains denoted by \(\{D^+_s\}\). Corresponding to the domain \(D^x\)
in (4.27), there exist three rectangle domains \( C_0, C_0^+ \) and \( C_0^- \) in (4.23) and a constant \( \phi_0 \) in (4.25). Similarly we associate three rectangle subdomains \( C_v, C_v^+ \) and \( C_v^- \) in (4.23) and a constant \( \phi_v \) in (4.25) with each subdivided domains \( D_v^+ \) for \( \nu = 1, 2, 3, \ldots \).

**Proposition 1.** (1) If an integer \( N \) in (4.23) satisfies the inequality

\[
N \geq \max \left\{ \frac{h_2 + h_3}{h_1 - h_0}, 4 \right\},
\]

then \( D_v^+ \subset D_{v-1}^+ \) implies \( C_v^- \subset C_{v-1}^+ \).

(2) If \( D_v^+ \subset D_{v-1}^+ \) then \( \phi_v - \phi_{v-1} \leq 2 \).

**The Proof of Proposition 1.** (1) In order to obtain the result, it is sufficient that an inequality

\[
(A.1) \quad \frac{h_2 + h_3}{N^2} \leq h_1 - h_0
\]

should be satisfied in comparing the height of the two sides of rectangles \( C_v^- \) and \( C_{v-1}^+ \). This inequality (A.2) follows from the assumption (A.1).

(2) If \( \phi_v - \phi_{v-1} > 2 \), we would have

\[
\phi_v - f(x') > 1 \quad \text{or} \quad f(x') - \phi_{v-1} > 1
\]

for all \( x' \in C_v^- \subset C_{v-1}^+ \). Therefore we have from the assumption (4.28) of Lemma 6,

\[
|C_v^-| \leq m \{ x' \in C_v^- ; \phi_v - f(x') > 1 \}
+ m \{ x' \in C_{v-1}^+ ; f(x') - \phi_{v-1} > 1 \}
\leq \delta |C_v^-| + \delta |C_{v-1}^+|
= \delta \left[ 1 + N^{s+2}(h_1 - h_0)/(h_1^2 - h_0^2) \right] |C_v^-|,
\]

which is contradictory if the small constant \( \delta > 0 \) satisfy

\[
(A.3) \quad \delta < \left\{ 1 + N^{s+2}(h_1 - h_0)/(h_1^2 - h_0^2) \right\}^{-1}.
\]

Let \( s_0 \geq 2 \). We select from \( \{D_v^+\} \) domains for which \( \phi_1 - \phi_0 > s_0 \) and denote them by \( \{D_1^+\} \). The remaining rectangles are subdivided again. Similarly at the \( \nu \)-th step we select the rectangles \( \{D_v^+\} \) for which \( \phi_v - \phi_0 > s_v \).
We denote by $\hat{C}_v^*$, $\hat{C}_e^*$, $\hat{C}_v$ and $\hat{\phi}_v$ the rectangle domains and the constant which correspond to a selected domain $\hat{D}_v^*$. Let $\hat{D} = \bigcup \hat{C}_v^*$.

**Proposition 2.**

(1) $s_0 < \phi_v - \phi_e \leq s_0 + 2$.

(2) For $x' \in D_0^\circ - \hat{D}$, we have $f(x') - \phi_v \leq s_0 + 1$.

**The Proof of Proposition 2.**

(1) The left inequality in (1) is clear. The right one is derived from

\[ \phi_v - \phi_e \leq 2 \text{ and } \phi_v - \phi_e \leq s_0 \]

since the first inequality follows from Proposition 1 (2) and the second one from the fact that $\hat{D}_v^*$ has a rectangle $D_{v-1}^\circ \supset \hat{D}_v^*$ which was not selected.

(2) For $x' \in D_0^\circ - \hat{D}$ there exists a sequence of rectangles $\{D_r^v\}$ which were not selected and contain the point $x'$, that is,

\[ x' \in D_r^v \subset C_r^v, \quad \phi_v - \phi_e \leq s_0. \]

While there exists a point $x_v^v \in C_r^v$ for every $D_r^v$ such that

\[ f(x_v^v) - \phi_v \leq 1 \]

since from the assumption (4.28) of Lemma 6,

\[ m\{x' \in C_r^v; f(x') - \phi_v \geq 1\} \leq \delta |C_r^v| < |C_r^v| \]

if the small constant $\delta > 0$ satisfies an inequality

\[ \delta < 1. \]

Therefore from (A.4) and (A.5), we have

\[ f(x') - \phi_v \leq |f(x') - f(x_v^v)| + 1 + s_0 \]

which implies the result of Proposition 2 (2) since $f(x')$ is a continuous function in $R$.

**Proposition 3.** Denote the set

\[ \{x' \in D_0^\circ; f(x') - \phi_v > s_0 - 1\} \]

by $S$. Then we have

\[ |D| \leq r_1 (1 - 2\delta)^{-1} \{ |S| + r_2 N^{-|D_0^\circ|} \}, \]

where

\[ r_1 = \frac{h'_1 + h'_2}{h_2 - h_3} + 1, \quad r_2 = \frac{h'_1 - h'_0}{h_1 - h_0} \cdot \frac{1}{N} \]
The Proof of Proposition 3. From the assumption (4.28) of Lemma 6, we have

\[ |\dot{C}_n| \leq \frac{1}{1 - 2\delta} m \{ x' \in C_n; f(x') - \phi_0 > s_0 - 1 \} \]  

since \( \phi_v - f(x') \leq 1 \) implies that

\[ f(x') - \phi_0 = f(x') - \phi_v + \phi_v - \phi_0 > -1 + s_0. \]

Now, since the domains of \( \{ \dot{C}_n \} \) are not always disjoint, we must select out of \( \{ \dot{C}_n \} \) a subset of rectangle domains \( \{ \dot{C}_n^* \} \) such that

- \( \{ \dot{C}_n^* \} \) are not overlapping with one another
- and each rectangle of \( \{ \dot{C}_n \} \) always overlaps with some rectangle of \( \{ \dot{C}_n^* \} \) \((\lambda \leq \nu)\).

The rectangles \( \dot{D}_n^* \) can be grouped into those for which the corresponding \( \dot{C}_n^* \) overlap with \( \dot{C}_n^* \) \((\lambda \leq \nu)\). These domains \( \dot{D}_n^* \) are contained in a rectangle which lies above \( \dot{C}_n^* \) and has a height less than

\[ r_1 = \frac{h_1 + h_2}{h_2 - h_1} + 1 \]

times the height of \( \dot{C}_n^* \). Noting that both \( \{ \dot{D}_n^* \} \) and \( \{ \dot{C}_n^* \} \) are non-overlapping and making use of (A.9) we have

\[ |\dot{D}| = \Sigma |\dot{D}_n^*| \leq r_1 \Sigma |\dot{C}_n^*| \]
\[ \leq r_1 (1 - 2\delta)^{-1} \Sigma m \{ x' \in C_n^*; f(x') - \phi_0 > s_0 - 1 \} \]
\[ \leq r_1 (1 - 2\delta)^{-1} (|S| + |\dot{C}_n^* - D_n^*| \cap (\cup \dot{C}_n^*))|. \]

While if we take an integer \( \nu_0 \) such that

\[ 2\nu_0 \leq s_0 < 2(\nu_0 + 1) \]

for the fixed \( s_0 \geq 2 \), we have begun to select the rectangles of \( \{ \dot{D}_n^* \} \) in fact from the \( \nu_0 \)-th step of the decomposition since

\[ \phi_v - \phi_0 = (\phi_v - \phi_{v-1}) + \cdots + (\phi_1 - \phi_0) \leq 2\nu \]

from the result of Proposition 1, (2). Therefore the domain \( (C_v^* - D_v^*) \cap (\cup \dot{C}_n^*) \) is contained in the union of \( N^{\nu_0} \) congruent rectangles \( C_v^* \) which lie on the lowest position in \( \{ C_v^* \} \) and hence
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(A.11) \(|(C_0^* - D_0^*) \cup (\cap C_h^*)| \leq N^{\nu_*}|C_0^*|\]
\[\leq \frac{N^{\nu_*}}{N^{\nu_*(s+2)}} |C_0^*| \leq \frac{1}{N^{s+2}} \cdot \frac{h_2 - h_3}{h_3 - h_4} \cdot |D_0^*|.

From (A.10) and (A.11) we obtain the inequality (A.7) of Proposition 3.

Using the propositions above, we shall derive an estimate (4.28) of Lemma 6. Let \(s_0 = s + 1\) for a \(s \geq 1\). Note that \(f(x') - \phi_0 \leq s + 2\) for \(x' \in D_0^* - \hat{D}\) from Proposition 2 (2) and \(f(x') - \phi_0 \geq s + 4\) implies
\[f(x') - \phi_0 = f(x') - \phi_0 + \phi_0 - \phi_0 > s + 4 - s - 3 = 1\]
for \(x' \in \hat{D} = \cup \hat{D}^*_\).

Then we obtain
\[m \{x' \in D_0^* \cap \hat{D}^* \cup \hat{D}; f(x') - \phi_0 \geq s + 4\}
= m \{x' \in \hat{D}; f(x') - \phi_0 \geq s + 4\}
\leq m \{x' \in \hat{D}^*; f(x') - \phi_0 \geq 1\}
and furthermore from the assumption (4.28) of Lemma 6 and the inequality (A.7) of Proposition 3 with \(s_0 = s + 1\), we have
\[\leq \Sigma \delta (\hat{C}_0^*) = \{1/\hat{h}_0^* - h_0^* \} \delta |\hat{D}|\]
\[\leq \frac{h_1^* - h_2^*}{h_2^* - h_3^*} \cdot \gamma_1 \cdot \delta \cdot \frac{1}{1 - 2\delta} \left\{ |S| + \frac{\tau_2}{N^s} |D^*_0| \right\}.

Then we obtain
(A.12) \(q^+(s + 4) \leq \gamma_3 \delta (1 - 2\delta)^{-1} \{q^+(s) + 2\gamma_2 N^{-s}\},\)
where we denote
\[q^+(s) = \frac{m \{x' \in D_0^* \cap \hat{D}^* \cup \hat{D}; f(x') - \phi_0 \geq s\}}{|D_0^*|}\]
and
(A.13) \(\gamma_3 = \frac{h_1^* - h_2^*}{h_2^* - h_3^*} \cdot \gamma_1\)
with \(\gamma_1\) and \(\gamma_2\) in (A.8).

Making use of the notation \(q(s)\) in (4.26), we can derive a recursion
(A.14) \(q(s + 4) \leq \gamma_3 \delta (1 - 2\delta)^{-1} \{q(s) + 2\gamma_2 N^{-s}\} \)
from (A.12) and by the same arguments for the the rectangle $D_s$. Iteration of the recursion will yield the estimate (4.29) of Lemma 6. For $1 \leq s \leq 4$, we have

$$q(s) \leq 2e^{2e^{bs}},$$

where $b>0$ is arbitrary. For $s>4$, setting $s=4\sigma + s_0$ ($\sigma$ integer, $1 \leq s_0 \leq 4$) and using (A.14), we have

$$q(s) = q(4\sigma + s_0) \leq \gamma_3 \delta (1-2\delta)^{-1} \left\{ q(4(\sigma-1) + s_0) + 2\gamma_3 N^{-4(\sigma-1)} - s_0 \right\}$$

$$\leq \left( \frac{\delta_0 \delta}{1-2\delta} \right)^s \left\{ q(s_0) + \frac{2\gamma_3}{N^s} \left[ 1 + \left( \frac{N^s \gamma_3 \delta}{1-2\delta} \right)^{-1} + \cdots + \left( \frac{N^s \gamma_3 \delta}{1-2\delta} \right)^{-\sigma-1} \right] \right\}.$$

Now we take for the small constant $\delta>0$ such that

$$\frac{\gamma_3 \delta}{1-2\delta} < 1,$$

that is,

$$\delta < \frac{1}{2 + \gamma_3} = \left\{ 2 + \frac{h'_1 - h'_2}{h'_1 - h'_2} \left[ \frac{h'_1 + h'_2}{h'_2 - h'_3} + 1 \right] \right\}^{-1}$$

from (A.13). For the fixed $\delta>0$ we enlarge $\gamma_3$ in the equality (A.15) such that

$$\frac{1}{N^s} < \frac{\gamma_3 \delta}{1-2\delta} < 1,$$

if necessary. Then we obtain from (A.15),

$$q(s) \leq [\gamma_3 \delta (1-2\delta)^{-1}]^s \gamma,$$

where $\gamma$ is a constant depending on $\delta$ and $h'_1-h'_2$ alone. (A.17) implies

$$q(s) \leq ae^{-K(4s+s_0)} = a \cdot \exp(-bs),$$

where we set

$$a = \max \{ \gamma, 1 \} e^{4\delta}$$

$$b = -4\log [\gamma_3 \delta (1-2\delta)^{-1}].$$

This proves Lemma 6.
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Note added in proof (August 25, 1967):

Recently we knew that D.G. Aronson and J. Serrin and following them А.В. Иванов had obtained the same results as ours.
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